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Optimal Minimax Controller for Plants with
Four Oscillatory Modes Using Grobner Basis

Chalie Charoenlarpnopparut!, Member

ABSTRACT

Optimal minimax rate feedback controller design
problems was proposed and partially solved by R.S.
Bucy et al in 1990. The application of the prob-
lem have found in the oscillation suppressor de-
sign of large space structure with multiple oscilla-
tory/resonance modes. By employing Grobner basis
technique, the complete symbolic solution for the case
when the cardinality of the plant oscillatory mode is
three or fewer was later found by N.K. Bose and the
author. In this paper, the case when the cardinality is
four is considered based on the use of Grobner bases.
In general, the higher order (four or more) problem
is analytically intractable and suboptimal solutions
based on numerical techniques are then the only re-
course.

In addition, it is also shown that, for a specified
generic plant, by incorporating in rate feedback con-
troller the additional parameter available in the ba-
sic design procedure, significant improvement in feed-
back system performance over what was believed to
be possible can be realized . This proposed addi-
tional design parameter expands the searching space
for optimal solution (i.e. provides higher degree of
freedom). Various numerical examples are shown to
illustrate the effectiveness of the proposed method.

Keywords: Grobner basis, Hurwitz polynomial,
Minimal line, Minimax controller, Optimal rate feed-
back

1. INTRODUCTION

Studies on future space missions have indicated
that the need for large space antennas and struc-
tures ranging from 30 meter to 20 kilometer in size:
specific missions have been pinpointed and future re-
quirements have been identified for large space an-
tennas for communications, earth sensing and radio
astronomy [13]. In order to obtain a strict per-
formance specification, the antennas must be con-
trolled to specified precision in attitude and shape.
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The plant modelling of the supporting and maneu-
vering system often involves oscillatory characteris-
tic. The problem of minimax control using rate feed-
back is proposed in the control of oscillations of these
large space flexible structures. The method can be
also used to design the controller for marginally sta-
ble plants with four or fewer oscillatory modes, e.g.
higher-degree of freedom inverse pendulum problem.
The path breaking contribution in this area was re-
ported more than a decade back [8]. The oscillatory
plant transfer function can generally be derived in the
form of rational polynomial with complex-conjugate
poles on the jw— axis. That is the denominator is
in the form (s2 + 31)(s% + B2) -+ - (82 + Bm), where m
is the number of oscillatory modes. The actual num-
ber of oscillatory modes is often known imprecisely
and the control engineer usually computes using the
static and dynamic laws of motion with various as-
sumptions. In many cases, the modelling of the plant
is done by linearization or model reduction and sys-
tem identification process which can cause error in
number of oscillatory modes estimation. This loss
of accuracy generally can lead to the unpredictable
performance especially in the region, out of lineariza-
tion assumption. As a result, the system robustness
obtained from the appropriate minimax controller de-
sign becomes even more crucial since one of the goals
in the minimax controller design is to maximize the
stability margin of the closed-loop system to avoid
uncertainty from hidden or un-modelled oscillatory
modes.

By employing Grobner basis technique, the com-
plete symbolic solution for the case when the cardi-
nality of the plant oscillatory mode is three or fewer
was later found by N.K. Bose and the author. In this
paper, the case when the cardinality is four is consid-
ered based on the use of Grobner bases. In general,
the higher order (four or more) problem is analyti-
cally intractable and suboptimal solutions based on
numerical techniques are then the only recourse. In
[9], the improved minimax controller design was pro-
posed based on the extension of the searching space
by adding an extra allowable design parameter. The
proposed technique (also shown in Section 4, here)
showed that the stability margin of closed-loop sys-
tem is significantly increased.

When the plant to be controlled is marginally sta-
ble i.e. it contains pole(s) on the imaginary axis, a
stabilizing controller is needed. The problem can be
further complicated if the plant contains many os-
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cillatory modes as the rise-time and settling time of
the unit step response of closed loop system will de-
pend greatly on the slowest mode (i.e. the nearest
close loop pole(s) to the imaginary axis). Therefore,
it is desirable to have all poles as far away as possible
from the imaginary axis. This optimal controller de-
sign is a type of minimax problem since its objective
is to maximize the distance, from the imaginary axis,
of poles associated with the slowest mode response.
The resulting optimal minimax controller would sig-
nificantly improve the unit step response of the closed
loop system, e.g. shorter rise-time and settling time.

X(s) i Eis) Y(s)

Plant
F(s)=1/M(s)

-
-

Rate Feedback
Controller -+
N(s)

Fig.1:
tem

Block diagram of Rate Feedback Control Sys-

As shown in Figure 1, given a plant F(s) =
1/M(s), where

m

=[[(* + 8.

=1

M(s) 0 <Bi <Bit1

is an even polynomial with simple roots on the imag-
inary axis, in the complex s-plane, the problem is to
find from the uncountably infinite set of odd polyno-
mials {N;(s)}, whose generic element has the form

m—1
= k;s H 52 +’yl(z)
=1

ki > 0,00 < %) < B
the one, denoted for brevity, by

m—1

s)=ks H (s + ),
=1

so that the characteristic polynomial, M(s) + N(s),
of the resulting optimal rate feedback system has its
rightmost roots located farthest to the left of the
imaginary axis in comparison to similar roots for any
other polynomial in the set {M(s) + N;(s)}. In other
words, the characteristic polynomial, M(s) + N(s),
is not only strict Hurwitz but, among an uncount-
ably infinite set of such possibilities, is the one whose
closest root (roots) to the imaginary axis is (are) far-
thest away from it [8]. This minimax system is then
said to have the fastest slowest mode or maximum
decay rate. Solutions to this challenging problem for
the m = 3 case, given in [6], necessitated the use of

E>0,6 <y < By (1)

Grobner bases [5, Ch.6][1]. The purpose of this paper
is
1. to find the algebraic algorithm for solving the min-
imax controller design using rate feedback in the
m = 4 case
2. to show that for a prescribed number m of fixed
modes it is possible to significantly improve the solu-
tion by modifying the strategy originally deployed in
8]
The solution for the m = 1 and m = 2 cases were
obtained in [8] in a straightforward manner.
Definition 1[8] A line parallel to the imaginary
axis in the complex s-plane is called the minimal line
of a minimax system (optimal rate feedback system)
if and only if (a) at least one pole of the minimax
system lies on the line and (b) all the remaining poles
of the minimax system lie to the left of the line.
Fact 1[8] For the m < 4 case, where n is the num-
ber of modes of the known plant, a minimax system
is an optimal rate feedback system which has a pole
of multiplicity greater than one on the minimal line.
This paper is organized as follows: in Section 2.
, the solution for the case when m = 3 is first re-
viewed and the solving procedure for the case when
m = 4 is carefully described. Numerical examples are
illustrated in Section 3. In Section 4.the improved ver-
sion of minimax solution is shown to be possible by
increasing the order of the reate feedback controller
by two without violating any underline constraints.
Lastly, the conlusion and future research direction is
given in Section 5.

2. MAIN RESULTS
2.1 The case when m =3

Fact 1 implies that the characteristic polynomial

(s> + B1)(s* + B2)(5° + B3)
+hs(s? 4+ 1) (s + 72), (2)

M(s)+N(s) =

(Witho <L <M< Pr< vy < fy< OO) of the
minimax system must be of the form

(s + As + B)*(s*> + Cs + D), (3)

where A, B,C, D are positive real numbers. The el-
ementary symmetric functions of the known plant
modes 3; > 0,71 =1,2,3, are

c1 = B1 + B2 + s,
) = B1B2 + B233 + B3, (4)
c3 2 B1B233.

The following result has been proved in [6] based
on the usage of Grobner basis [1, 11].

Theorem: The minimax solution for the m = 3
case is calculated recursively as follows so that each
element of the solution set is real and positive.
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Case 1: When AD — BC = 0, the first equation
below is solved for a real, positive B and the remain-
ing parameters are computed successively. The pro-
cedure is repeated for any remaining

B >0.
B® —¢,B* — 2¢3B3 + 3cic3B?
— 2c3c3B 4¢3 =0, (5)
B(—-B3 B-2
A = \/ CE T eB-in)
303
C3
AD

Vo2 — A2, 9)

If at any stage of computation, either B or A or F
is not real and positive, then the recursive mode of
computation given in Case 2 below (valid when F = 0
or A = C) is used to construct the minimax solution.
Note that in the case when there are more than one
real, positive sets of solutions, the one with the largest
value of parameter A is selected.

Case 2: When E = 0 or A = C, the parameters
B > 0,D>0and C = A > 0 can be successively
computed from

E =

B% —2¢,B° + 3¢;B*—2c3B?
— c¢e3B?+ cg =0,
c3
D - §7
C = A= C1 — 2B —D
1/ — 3

Once the solution set {A, B, C, D} is calculated us-
ing the procedure detailed above, the corresponding
solution set {k,~1,7v2} can be computed from the set
of equations below. These equations are obtained by
performing straightforward algebraic manipulations
on the set of constraints generated by equating the
coefficients of powers of s°, s, s! in Eq.(2) and Eq.(3),

k = 2A+C

R 2 2AD + A°C 4+ 2BC + 2AB
B 2k ’
A 2ABD + B*C

§ = =0

M= R_VR2_57

S
Y2 = -

7

2.2 The case when m =4
Fact 1 implies that the characteristic polynomial
M(s) + N(s) given by
(5% + B1)(s* + B2)(s” + B3)(s* + Ba)

+Es(s2 +71) (82 +72) (5% + 73), (10)

(0< B <71 < P2 <72 <f3<73 <P <o00) of the
minimax system must be of the form

(s> + As+ B)*(s* + Cs + D)(s* + Es + F), (11)
where A, B,C, D, E and F are positive real numbers
with A < C and A < E. Let define the elementary
symmetric functions of the known plant modes 3; >
0,2=1,2,3,4, as

¢ 2 Bt Bat s+ B,
o 2 BB+ BB+ B1Bs + BaBs + Bafs
+ 0304, (12)
s = BiBafs + 518281 + BrBsBa + BafsPu,
¢ 2 BiBaBsba.

The constraints obtained from equating coefficients
of powers of 5%, 5%, s? and 5% in Eq.(10) and Eq.(11)
are

fi & D+4+24E+ A2424C+CE+F
+2B —¢; =0, (13)
fo & AXD+F +CE)+ A2BE + 2BC
+2CF + 2DE) + 2BCE + 2BD
+2BF + B? + DF — ¢ = 0, (14)
fs 2 2BDF +2ABDE + B>CE + A2DF
+2ABCF + B*D + B*F — ¢3 =0, (15)
fi & BDF-c¢ =0 (16)

Furthermore, the conditions, 0 < A < Cand0 < A <
E (by Fact 1) imply the existence of real numbers P
and @ such that

>

A2 —_C?+P?2=0
A2 —FE*+Q*=0.

fs
e

Actually, the minimax solution, characterized by
A, B,C, D, E,F, Pand Q is obtained from the max-
imization (minimization) of the cost function A(-)
(=A(")) over the eight-dimensional parameter space
subject to the constraints given by Eqgs.(13)-(18).
Note that the dot in the parenthesis indicates implicit
dependence on the parameters k;, v1;,¥2i, v3:- In this
case, the Lagrangian constrained optimization prob-
lem is set to minimize the cost function

(17)
(18)

>

6
G2 —A()+ 3 ML),

where the A;’s are the Lagrange multipliers. Since
dependence on k;,7y1;,72; and 7y3; is not explicit, the
goal of minimization of G and the finding of the
Lagrange multipliers will be implemented by set-
ting to zero each of the partial derivatives of G
with respect to A(-), B(-), C(-), D(-), E(-), F(),
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P(),Q(-), and \;;i = 1,2,...,6. This results in 14
polynomial equations in 14 unknowns. To reduce
the complexity of the problem, consider a subset of
these equations that are linear in the A;’s and ob-
tain conditions for existence of the Lagrange multipli-
ers. Taking the partial derivatives of G with respect
to A()7 B()v C()’ D()v E()v F()v P()v and Q()v the
resulting set of linear equations (in the \;’s) can be
written in matrix-vector form as

XA=[ 1 00000 0 0], (19

where A denotes a vector [A; Ay -+ Ag]"; (-)! denotes
the transpose operation; and X denotes the 8 x 6
coefficient matrix whose elements are polynomials in
A,B,C,D,E,F,P and Q . Let X be a 7 x 6 matrix
formed by the last 7 rows of the coefficient matrix X.
The homogeneous equation,

XA=[ 00000 0 0], (20)

is extracted from Eq.(19). In order to guarantee
the existence of a nontrivial solution set for the A;’s,
the matrix X cannot be of full rank. This results
in seven additional constraints involving the seven
major determinants of X. These major determinants
were computed using a symbolic algebra program.
Five of the seven expressions contain P() as a factor,
and the remaining two have either P or @ as a factor.
Therefore from the following four special cases that
yield real positive solution sets for {4, B,C, D, E, F'},
the one containing the maximum value of A is iden-
tified with the location of the minimal line.

Case 1: When P = 0 and @ = 0, all the poles
of the minimax system are on the minimal line. By
using Eqgs.(17)-(18), one gets

C=A and FE=A.

Substituting the preceding constraints in Eqs.(13) -
(16), it is possible to generate a set of four polynomial
equations in A, B, D, and F. This set can be solved
by using the technique of Grébner basis similar to the
case when m = 3[6]. The Grobner basis of the ideal
generated by the four polynomials referred to using
the degree reverse lexicographical ordering[11] with
B> A > F > D, yields the following relationships.

31B" 76c1 B + (129¢q + 46¢3) B
(2¢5 — 176¢3 — 168¢1c2) B?
(145¢4 + 241cic3 + 144c5 — 4cicy) B®
(6c2c3 — 200c1cq — 408¢oc3) BT
(366cacq — 210104 + 28903)B6
(32¢1c004 — 5446504)35

(289¢3 — 5lcycsey) B + 36¢,c5B?

17coci B — 17¢5 = 0,

e i

(21)

17B2A* + 12B%A%? —3¢,B%A? +3B*
— 20B* 4+ ¢yB%* — ¢, =0. (22)
Eq.(21) is solved for B > 0 and then Eq.(22) is
solved for A > 0. After A and B are calculated,

the remaining parameters, D and F', are successively
computed from the following equations,

1
= —-34°-B+ 3¢ +vVM, (23)
Cq
- G 24
3D (24)
where
M £ 18BA*+ 1232A2 6c, BA? 4 2B3

720132 *ClB Cq.

2
B

Expressions in Egs.(23)-(24) are obtained by solv-
ing Eq.(13) and Eq.(16) for D and F.

Case 2: When Q = 0,P # 0, and P is real, all
but one pair of complex conjugate poles are on the
minimal line.

From Eq.(17), @ = 0 implies E = A. After substi-
tuting @ = 0 and F = A into Eqs.(13)-(16) and the
seven constraints for X in Eq.(20) to be not of full
rank, the necessary and sufficient conditions for the
minimax solutions to exist in this case are

i = D+3A>+3AC+F+2B, (25)
co = CA*+ (3D+F+2B)A* +

(4BC +2CF)A + B* +2BD

+DF + 2BF, (26)
c3 = 2BDF +2A?BD + B?CA + A’DF

+2ABCF + B%D + B*F, (27)
¢4 = B?DF, (28)
0 = (F-DB)[(C+A)(D-F)B*>+ (24°D

+F2C 4+ 2A?CD — FDC + 2FAD

—~FA?C —3FAC? —2AD?*)B + AD x

(A2F —4AD + FD + 3FCA — F?)].(29)
The expression on the right-hand side of Eq.(29)

is associated with the only major determinant of X
that does not have @ for a factor.
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Eq.(29) can be satisfied when either F = B or
the other factor is zero. Consider each of these cases
separately.

Case 2.1 F = B.

For the sake of brevity, the detailed procedure is
omitted. In this special case, substituting ' = B
in Eqgs.(25)-(28) results in a system of four polyno-
mial equations which again is solved by computing
the Grébner basis of the ideal generated by each of
the four polynomial constraints. The following set
of equations which can be use to solve for B, A, C,
and D, successively, are generated using the Grobner
basis algorithm.

7B? — 8¢;B'" 4+ 9¢,BY — 8c3B?
+ (=Tcq — c3e1)B® + 16¢1¢4B7
+ (c§ + 0?04 - 186204)36 + 16¢3¢4B°
+  (=7c§ — crezeq) B — 8¢y i B3
+  9caciB? —8c3ciB +7c5 =0, (30)
A = PP aBltaB?o2ab ),
B 3(64 - B4) ’
c1—cy/B3—3A* - 3B
¢ = A : (32)
D = 04/33. (33)

Case 2.2 ' # B.

The minimax solution for this case can be com-
puted by solving for A, B, C, D and F using Eqs.(25)-
(28) and

0 = (C+A)(D-F)B?+ (24°D —2AD?
+F2C +2A%CD - FDC + 2FAD
~FA*C - 3FAC*)B + AD(A*F
—4A’D + FD +3FCA — F?). (34)
Due to the complexity of computing the Grébner ba-
sis in this case, the solutions are, then, generated us-
ing numerical techniques on any specified problem.

Case 3: P=0,Q #0, and Q is real.

This case is the complement of Case 2 and is tack-
led similarly by interchanging C' <~ E and D < F in
Eqgs.(25)-(34).

Case 4: When P # 0 and @ # 0, the pair of com-
plex conjugate poles on the minimal line is of multi-
plicity two and the remaining poles are strictly to its
left.

It is conjectured from numerous simulations that
Case 4 is vacuous. However, a convincing analytic
approach for resolving this conjecture is lacking.

When the parameters A, B,C, D, E, and F are al-
ready computed, the minimax solution in terms of
k, 71,72, and 3 can be calculated by solving the set of
conditions, obtained by equating coefficients of pow-
ers of s7, 5% 5% and s! in Eq.(10) and Eq.(11).

The parameters k can be computed directly using
the equation,

k=2A+C+E, (35)

and 71,72, and 73 are the three roots of the third
degree polynomial equation,

$3 +vas® +v1s 419 =0, (36)
where vg, v1, and vy are defined as,
2ABDF + B*(CF + DE
Vg = — + (C ki )a (37)
k
1
v = E[(C + E)B% + 2(AF + AD + ACE
+CF+ DE)B + A(ACF + ADE
+2DF)), (38)
1
vy = —E[(O+E)A2+2(B+D+F+CE)A
+2BC + CF + DE + 2BE]. (39)

3. EXAMPLES

The examples below illustrate the procedure. The
implementation of the procedure involves symbolic as
well as numerical computations and the result could
be sensitive to the data. The examples illustrate this
sensitivity. In the first example, the choice of the
solution set from the set of candidate solution sets is
very dependent on the accuracy of computations. In
the second example a slight perturbation of the data
gives a robust solution.

3.1 Example 1.

Let the specified plant modes (i, 32,83, and (4
be %, %,i and 1, respectively. The objective is to
construct a minimax controller characterized by the
parameters k, 1, Y2, Y3, such that the overall feedback
system has the fastest slowest mode.

From Eq.(12),

_ 205 _ 213
ACT T 27 5760
B 1
57 988" YT 576

Next from Case 1, assuming that P = @ = 0,
the parameters B, A, D, F, are calculated recursively
using Eqs. (21)-(24). Substituting ¢y, c2,c5 and
¢y into Eq.(21) and using an accurate root finder,
the real positive solutions of the parameter B are
0.088804,0.257390 and 1.332363. For each case, the
parameters A, D, and F' can be solved successively
by using Eqgs.(22) to (24). In this case, there are two
candidate solution sets {A, B, D, F'}

{0.08958, 0.0888, 0.2267,0.9712},
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and
{0.08958, 0.0888,0.9712,0.2267}.

Note that a candidate solution set is implied to
have each of its elements real and positive.

The second case (Q = 0 and P # 0) is consid-
ered next. Further assuming that FF = B (Case
2.1), the parameter B can be computed directly
by solving Eq.(30). Using a root finder, the real
and positive solutions of the parameters B are
0.054566,0.108041, 0.25, and 1.14603. For every real
and positive solution of the parameter B, the remain-
ing parameters A,C, and D are calculated succes-
sively by direct substitutions of the previously calcu-
lated parameters in Egs.(31)-(33). The only candi-
date solution set {4, B,C, D}, is

{0.4330, 0.2500, 1.082 x 1078,0.1111}.

Note that the last candidate solution set is not a so-
lution set because the associated parameter P is not
real because A > C' > 0. Case 2.2 is, then, applied.
By using a numerical optimization program pack-
age to solve Eqgs.(25)-(28) and (34), the parameters
A, B,C, D, and F are 0.0897528, 0.0905779, 0.313231,
0.0898412, and 0.2355363 respectively. Since @) = 0,
therefore £ = A = 0.0897528. This candidate solu-
tion set contains the largest value of A (by a very
slender margin) in comparison with each of the can-
didate solution sets in Case 1 and Case 2.1 above.
The corresponding minimax solution set {k, 1, v,
v3} can be computed by using the Eqs.(35) and (36).

k = 0.5824906,
v2 = 0.01812798,

~v1 = 0.08673205,
~v3 = 0.51400550.
The closed loop poles of the optimal rate feedback
system are located at

—0.044877 4+ 0.29760:¢ (each of double multiplicity),

—0.044877 £ 0.483247 and —0.15662 =+ 0.9348177.

It is noted that first three complex conjugate pairs
are on the minimal line.

3.2 Example 2.

Here the plant modes (1, 82, and (34 are the same
as in the previous example while 33, here, is % instead
of %.

The counterparts of the results in the previous ex-
ample are summarized next. The candidate solution
sets {A, B, D, F'} from Case 1 are

{0.02026,0.11702, 0.06348, 0.99863},

and
{0.02026,0.11702,0.99863, 0.06348}.

The candidate solution set {4, B,C, D, F}, from
Case 2.1 and 2.2 are, respectively,

{0.03460,0.11614, 3.78102,0.55418,0.11614},
and
{0.028447 0.12580, 3.41268, 0.67130, 0.08212}.

Therefore, the solution set {A, B,C,D,E,F}, is
easily identified to be,

{ 0.03460 ,0.11614,3.78102,0.55418,0.03460,
0.11614 }.

The corresponding minimax solution set {k, 1, v,
v3} can be computed by using the Eqs.(35) and (36).

k = 3.8848121,
v = 0.1174253,

v1 = 0.1014424,
v3 = 0.1447472.

4. IMPROVING MINIMAX SOLUTION BY
EXTENDING ALLOWABLE SEARCH-
ING SPACE

In order to satisfy the simple alternating (interlac-
ing) constraint,

0<Bi <M <Pa<y2<Ps<7v3<fsa--- (40)
involving the known plant modes {f;} and the un-
known controller modes {~;}, we require here the
finding of the polynomial ks[[;~,(s* + ;) instead
of ksT[";" (s +~) in Eq.(??). The additional pa-
rameter ~,,, then, is capable of providing a better
solution as demonstrated next. Note that a further
increase in the number of controller parameters is not
possible without violating the interlacing constraint
in Eq.(40).

When the plant is second-order, characterized by
the polynomial (s + 31),41 > 0 (m = 1 case) the
procedure in [8] produces a closed-loop characteristic
polynomial,

(s> + B1) +25v/B1 = (s + V/Br)?,

of the minimax feedback system. It is shown below
that by modifying the strategy for solving the prob-
lem posed in [8] in the manner suggested here, the
solution will be improved significantly from that in
[8]. The modified characteristic polynomial for the
m =1 case is

2 2 _ 3,1 9 S

(s°+B1)+ks(s”+71) = k(s +os +'yls+?), (41)

where the monic polynomial shown within brackets
on the right-hand side is of interest. The following
special cases associated with two types of pole con-
figurations for the feedback system are considered.

Case 1: The feedback system has a pair of com-
plex conjugate poles and one real-valued pole.
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With A > 0,B > 0, and C > 0, the generic monic
characteristic polynomial in Eq.(41) is of the form

(s+A)(s4+Bs+C) = sH A+B)s*HAB+C)s+AC, (42)

where B? — 4C' < 0, which require consideration of
two subcategories relevant to this problem. The co-
efficients of s2,s' and s® in the right-hand sides of
Eq.(41) and Eq.(42) generate the following identities.
1 _ _ B

(A+ B) = T (AB+C)=~vyn, AC= =
The solution set {k,~1} can then be determined from
the solution set {A, B, C'} using the first two relations
in Eq.(43). The finding of the solution set {A, B,C}
require the imposition of the constraint carried in the
third relation of Eq.(43), rewritten below as

AC = B1(A+ B)

(43)

(44)

in a Largrangian minimization problem described be-
low for each of the subcategories for this case.

Case la: A > g. The cost function to be mini-
mized is —Z (note that the closed-loop poles closest
B from it)

2
to the imaginary axis are at a distance 3
subject to the constraints in Eq.(44) and Eq.(45) be-
low.

The conditions, A > % > 0 and B2—4C < 0 imply
the existence of real numbers P and @ such that

B

A2

2

The unconstrained objective function G for finding

the solution set {4, B, C'} then becomes

—~P2=0, B*>-4C+Q?=0. (45

B B
G = -5+ M (AC = B1(A+ B)) + X2(A— 5 P?)
+A3(B? —4C + Q?),
where \;,¢ = 1,2,3 are the Largrange multipliers.

The goal of minimization of G is implemented by set-
ting to zero each of the partial derivatives of G with
respect to A, B,C, P,Q, A1, A2 and A3. Routine alge-
bra leads to the minimax solution set {A, B,C, P,Q}
in terms of the known plant mode (3; as given below.

{A = \/37617 B = V 12617 C = 3/817

Case 1b: A < %.
Similar to Case la, the unconstrained objective
function G in this case is

B
G = —A+XMNAC—-PBi(A+B))+ X (A— = +P?

2
+)\3(B2 —4C + QQ)

The solution set {A, B,C, P,Q}, obtained as in
Case la, is

{A: \/3617 B = \/12617

C:?)/Blv

P=Q =0}

P=Q=0}

Note that the minimax solution set in this case is
identical to that in Case la and all poles turns out
to be real with triple multiplicity (i.e. the imaginary
parts of the complex poles converge to zero).

Case 2: The feedback system has three real-
valued poles.

The generic monic characteristic polynomial is
then of the form

(s+A)(s+D)(s+FE) = s+ (A+D+ E)s* + (AD
+DE + AE)s + ADE, (46)

where F > D > A > 0. By equating the coefficients
of s2,s! and s in the right-hand sides of Eq.(41) and
Eq.(6), the counterparts of Eq.(43) and Eq.(44) are
Eq.(47) and Eq.(48) below.

1
ADE = Bi(A+D+E). (48)

The unconstrained objective function G to solve for
{A,D,E, P,Q} is, in this case,

G = —A+M(ADE-pi(A+D+E))

+A2(A— D+ P?) 4+ A\3(A— E 4+ Q?),

which can be shown to be minimized when A = D =
E. The minimax solution set {A, D, E, P,Q} is

{(A=D=E=/33, P=Q=0).

Note that in all cases, the minimal line (a line par-
allel to the imaginary axis in the complex s-plane with
the conditions that every pole lies to the left of it and
at least one pole of the system lies on the line [8])
is situated at a distance of v/33; from the imaginary
axis in comparison with /3; obtained via the solu-
tion strategy in [8]. Thus, a significant improvement
in performance is generated in the rate feedback min-
imax control of a specified plant.

5. CONCLUSION

In this paper, the minimax controller design prob-
lem using rate feedback is investigated when the num-
ber m of distinct coupled oscillator frequencies for
the plant characterizing a large space structure does
not exceed four. Grobner bases in polynomial ideal
theory are used for the purpose. Complete analytic
characterization and solution construction is possible
when m < 3. The extent to which such a characteri-
zation and recursive mode of solution construction is
possible, is shown for the m = 4 case. When the plant
is of higher order, the construction of an optimal so-
lution is analytically and computationally intractable
necessitating the need for numerical methods for gen-
erating satisfactory suboptimal solutions.

Here, it is also demonstrated how a modification
of the solution strategy by the incorporation of one
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extra allowable parameter in the controller can lead
to a substantial improvement in the feedback system
performance over that based on the conventional ap-
proach[8]. Note that, the result obtained by the mod-
ification suggested here leads necessarily to the opti-
mal minimax solution because further increase in the
number of controller parameters will violate the in-
terlacing condition of the plant and controller modes
in Eq.(40). The proposed approach can be extended
to the higher order case (m > 1).
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APPENDIX

Derivation of minimax controller design
procedure for m = 4 case

It is required to solve the Lagrangian constrained
optimization problem which requires the minimiza-
tion of

>

6
G=-A()+ Z Aifi(+),

where the \;’s are the Lagrange multipliers. Consider
a subset of these equations that are linear in the \;’s
and obtain conditions for existence of the Lagrange
multipliers. Taking the partial derivatives of G with
respect to A(-), B(-),C(-),D(-), E(-), F(-), P(:), and
Q(+), the resulting set of linear equations (in the \;’s)
can be written in matrix-vector form as

XA=[10000000]", (49)

where A denotes a vector [A\; Ay -+ Ag]" and X de-
notes the 8 x 6 coefficient matrix given below.

_A+C+E T12 13 0 A A
1 22 T23 BDF 0 0
2A + F T32 I33 0 -2C 0
X— 1 L4292 T43 BQF 0 0
B 2A + C T52 T3 0 0 —2F |’
1 Te2 T3 BQD 0 0
0 0 0 0 P 0
0 0o 0 0 0 Q |
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where wy = —QAQBPQ(A3D2F — A’DF? + A*BCDF
A2BCF? — A2BD?E — A2BDEF

2125 = (CD+D+F)A+ BC+ BE+CF + DE * ) ) 9 o 2 2

—2A2CDF? + 2A2D?EF — 2AB2C?F

r2 = ACTAEFCEHB+ D+ AB*CDE — AB*D? + AB*DE?

o = A+24E+2B+F AABDF 2ABDF?  ACDEE"

tig = BDE+ADF+BCFE +3202E;7 BQCer)E2 2B2CDF

x93 = ACF+ ADE+ BCE+ BD + BF + DF - 2 2 - 2 2 } 2 2

; —B2CE*F +2B*CF? — B’D?*E
r33 = B°E+ 2ABF BQDE3 B2EF2 B02EF2
rs3 = 2ABD + B%C N } 2

+BD?EF — BDEF?)

re3 = A?D+2ABC + B?+2BD.

Let X be a 7 x 6 matrix formed by the last 7 rows of
the coeflicient matrix X. The homogeneous equation,

XA=[0000000], (50)

is extracted from Eq.(49). In order to guarantee the

existence of a nontrivial solution set for the A;’s, the

matrix X cannot be of full rank. This results in seven ws =
additional constraints involving the seven major de-

terminants w;, 1 = 1,2,...,7 of X listed below.

—2A2BFPQ(—A*CDF + A*DEF
+A2BC?F — A’BCDE — A’2BCEF
+2A°BD? + A2BDE? — 2A’BDF
—2A4%D?*F 4+ 2A%DF? + AB%*C*E
—AB?CD — AB?>CE? + 2AB*CF
—2AB?DEFE + AB*EF — 2ABCF?
+2ABD?*FE + ACDF? — AD?EF
—B3C? + B3E? + 2B%C?F
—2B*DE? — BC?F? + BD?E?)

4A*B3PQ(C?F — CDE — CEF + D?
+DE? - 2DF + F?)
—2A?BDPQ(—A3CDF + A*DEF
—A?’BC?F + A’2BCDE + A’BCEF
—A’BDE? +2A’BDF — 2A?BF?
—2A4%2D?*F 4+ 2A%DF? + AB%C*E
—AB2CD — AB?CE? + 2ABCF
—2AB?DE + AB?EF — 2ABCF?
+2ABD*FE + ACDF? — AD?EF
—B3C? + B3E? + 2B?C*F — 2B*DE?>
~BC?F? + BD?*E?)
—4A’BCQ(A®D*F — A*DF?

—2A?BPQ(A*D?F — A*DF? + A2BCDF +A?BCODF + A’BCF? — A*BD*FE

+A?BCF? — A2BD?*E — A2BDEF
—2A2CDF? + 2A%’D?EF — AB?C*F
—AB?CEF +2AB*DE? — AB*DF
+AB%F? + 2ABC*F? — 2ABD?*FE?
+2ABD?*F —2ABDF? — AC?>DF?
+ACD?EF — AD®F + AD?*F? + B3CD
—B3CF + B®DE — B3EF — B2C®F
+B2C?*DE — B>C?EF — B>CD? +
B2CDE? + B3CF? — 2B%?D?*FE
+2B2DEF + BC®*F? — BCD*E?

+BCD?F — BCDF? + BD®*E — BD*EF)

—A’BDEF — 2A*CDF? + 2A’D*EF
—AB2C*F — AB?>CEF + 2AB*DE*
—AB?DF + AB%*F? + 2ABC?*F?
—2ABD?*E? + 2ABD?*F — 2ABDF?
—AC®’DF? + ACD?*EF — AD*F
+AD?F? + B3CD — B3CF + B®DE
—B3EF — B*C3F + B*C?’DE
—B%C?EF — B>CD? + B?’CDE*?
+B2CF? — 2B*D?F + 2B?DEF
+BC3F? — BCD?E? + BCD*F
~BCDF? + BD®E — BD?EF)
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w; = 4A’BEP(AD?F — ADF?
+A%2BCDF + A2BCF? — A2BD?FE
—A’BDEF — 2A*CDF? + 2A?D?EF
—2AB?C?*F + AB?>CDE — AB*D?
+AB%DE? + AB*>DF + 2ABC*F?
—2ABD?E? + 2ABD?*F — 2ABDF*>
—ACDEF? + AD?E?F — AD?*F? + ADF?
+B3CD — B*CF + B*DE — B’EF
—B?C?EF + B?CDE? — 2B*CDF
—B2CE?F +2B*CF? — B’D’E
+B%*DE® + B’ EF? + BC*EF?
+BCDF? — BCF?® — BD?*E?
+BD?EF — BDEF?).
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