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ABSTRACT

Magnitude and phase aware deep neural network (MP-aware DNN) based on Fast Fourier Transform information, has recently received more attention in many speech applications. However, little attention has been paid to its use in terms of replay attack detection developed for automatic speaker verification and countermeasures (ASVspoof 2017). This paper aims to investigate MP-aware DNN as a speech classification to detect a non-replayed (genuine) and a replayed speech. In order to exploit the advantage of the complementary classifier-based methods to improve the reliable detection decision, a novel method was proposed; combining MP-aware DNN with a standard replay attack detection (that is, the use of constant Q transform cepstral coefficients-based Gaussian mixture model classification: CQCC-based GMM). Experiments were evaluated using ASVspoof 2017 and a standard measure of detection performance called equal error rate (EER). The results showed that MP-aware DNN-based detection outperformed conventional DNN using only the magnitude feature. Moreover, we found that the score combination of CQCC-based GMM with MP-aware DNN achieved an additional improvement, indicating that MP-aware DNN could be very useful, especially when combined with CQCC-based GMM for replay attack detection.
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1. INTRODUCTION

Automatic speaker verification (ASV) [1–4] is a recent active research topic in the speech community because it has reached the point of mass-market adoption such as credit cards, telephone banking, access control in smartphones, etc. However, conventional ASV system [5] is well known to be vulnerable to audio replay attacks. This problem limits the deployment of ASV application because the replay attacks [6–8] in pre-recorded speech samples of a target genuine speaker is used by an attacker to deceive an ASV system. Related studies have indicated that the detection of replayed speech and genuine speech is crucial to improve the robustness of ASV. In this paper, we concentrate on a task that determines whether a speech sample contains genuine or replayed speech, called replay attack detection.

The typical replay attack detection systems [6, 9–10] are composed of two modules: feature extraction (front-end) and classifier/detection (back-end). In the feature extraction module, the role of the process is to extract a sequence of short-term spectral vectors from a given speech waveform. In the classifier/detection, the sequences of short-term spectral vectors are matched with the trained models, and finally, the matched scores are compared with genuine/replayed speech threshold. Almost all of the conventional replay attack detection systems are based on magnitude-based feature extractions derived from fast Fourier Transform (FFT). In [9–10], the authors used Mel-frequency cepstral coefficient (MFCC) as a magnitude based feature. The results confirmed that Gaussian mixture model-based acoustic modeling approach using the MFCC serves as an effective detection against several kinds of replay attack that would defeat a conventional ASV verification system. Similarly, the use of pitch and MFCC based on a support vector machine (SVM) was studied in [6] to investigate the performance of false acceptances when the use of replayed speech opened by an attacker tries to deceive an ASV system. The authors of [10] used spectral bitmaps to detect replay attacks presented for a text-dependent ASV system. All these studies have used only magnitude information based on FFT and have discarded phase information which is half of the original speech signal. In this paper, to avoid phase information loss, the use of joint phase and magnitude-based features will be focused on, to dis-
Recently, to exploit full information in an original speech signal, magnitude and phase-aware deep neural network (MP-aware DNN), has been studied in many speech applications. This method uses the advantage of DNN which has no limitation on high feature dimensions and different features, which cannot normally be modeled by conventional shallow learning machine-based classification [12] such as GMM and SVM-based detection. Several studies have invested great effort in exploiting MP-aware DNN for speech regression and speech classification tasks. For instance, in [13], MP-aware DNN was proposed as a speech regression for enhancing conventional magnitude and phase feature in noise robust speaker recognition. The result showed that the proposed method augmenting magnitude (MFCC) and phase (modified group delay cepstral coefficient: MGDCC) feature could improve the speaker recognition rates when compared to DNN-based feature enhancement using only magnitude based feature. Similarly, the authors of [14–15] also applied MP-aware DNN to enhance the magnitude and phase of noisy speech by operating in the complex domain. In [16], MP-aware DNN was proposed as a speech classification based on noise robust voice activity detection. The result indicated that the MP-aware DNN could reduce the equal error rate (EER) of the VAD due to additional phase introduction in the DNN training. Although MP-aware DNN approaches have been applied in many speech applications, little attention has been paid to replay attack detection. Thus, this paper focuses on investigating the MP-aware DNN performance for replay attack detection.

In this paper, an MP-aware DNN is applied as a classification for the sake of distinguishing between genuine and replayed speech. Recently, to exploit full information in an original speech signal, magnitude and phase-aware deep neural network (MP-aware DNN), has been studied in many speech applications. This method uses the advantage of DNN which has no limitation on high feature dimensions and different features, which cannot normally be modeled by conventional shallow learning machine-based classification [12] such as GMM and SVM-based detection. Several studies have invested great effort in exploiting MP-aware DNN for speech regression and speech classification tasks. For instance, in [13], MP-aware DNN was proposed as a speech regression for enhancing conventional magnitude and phase feature in noise robust speaker recognition. The result showed that the proposed method augmenting magnitude (MFCC) and phase (modified group delay cepstral coefficient: MGDCC) feature could improve the speaker recognition rates when compared to DNN-based feature enhancement using only magnitude based feature. Similarly, the authors of [14–15] also applied MP-aware DNN to enhance the magnitude and phase of noisy speech by operating in the complex domain. In [16], MP-aware DNN was proposed as a speech classification based on noise robust voice activity detection. The result indicated that the MP-aware DNN could reduce the equal error rate (EER) of the VAD due to additional phase introduction in the DNN training. Although MP-aware DNN approaches have been applied in many speech applications, little attention has been paid to replay attack detection. Thus, this paper focuses on investigating the MP-aware DNN performance for replay attack detection.

In this paper, an MP-aware DNN is applied as a classification for the sake of distinguishing between genuine and replayed speech. MFCC and MGDCC were used as magnitude and phase information for the DNN input. The applied MP-aware DNN-based detection was compared with conventional DNN-based detection and baseline constant Q transform cepstral coefficients-based Gaussian mixture classification (CQCC-based GMM). Although the MP-aware DNN-based method may provide better discrimination detection than conventional DNN-based detection using only magnitude/phase information, it may not work well due to the lack of feature-based resolution within low frequencies [17] and limited training data [18]. To address this problem, a novel method was proposed; combining MP-aware DNN with CQCC-based GMM to improve the reliable detection decision. These two detections use different classifiers, features and may have a complementary effect based on different detection decision, we therefore expect the proposed combination of these methods to achieve a better performance compared with each individual method.

The remainder of this paper is organized as follows: Section 2 describes baseline replay attack detection used in recent works. Section 3 introduces magnitude and phase aware DNN (MP-aware DNN)-based detection. Section 4 describes the proposed combination of GMM and MP-aware DNN. The experimental setup and results for replay attack detection are evaluated in Section 5. Finally, Section 6 summarizes the paper and describes future work.

2. BASELINE REPLAY ATTACK DETECTION

This section introduces baseline replay attack detection based on CQCC and GMM, which are feature and detection, respectively. The details are described as follows.

2.1 CQCC

In this paper, CQCC is used as an input feature in baseline GMM-based detection as suggested in standard ASVspoof 2017 challenge. CQCC is a magnitude-based feature which jointly uses Constant Q Transform (CQT) with traditional cepstral analysis to capture speech signal. This mentioned feature is aimed at transforming geometric space of frequency bins to a linear space performing a frequency scale of the CQT, followed by a uniform resampling and a Discrete Cosine Transform (DCT). The extraction framework process is illustrated in Fig. 1. More details of CQCC feature extraction can be found in [17].

2.2 GMM-based detection

In this work, GMM was applied as the baseline replay attack detection; the available program was provided by the organizers of ASVspoof 2017 challenge. The flowchart of the GMM-based detection system is illustrated in Fig. 2. 512 components were
used. Two distinct models were learned for replayed and genuine speech with expectation maximisation (EM) algorithm with random initialisation. The decision about whether speech is replayed or genuine is based on the log likelihood ratio by using Eq. (1).

\[ \Lambda_{GMM}(S) = \log L(S|\lambda_{\text{genuine}}) - \log L(S|\lambda_{\text{replay}}) \]  

where \( S \) is a sequence of feature vectors, \( L \) denotes the likelihood function, \( \lambda_{\text{genuine}} \) and \( \lambda_{\text{replay}} \) represent GMM for genuine and replayed speech. In this paper, CQCC as described in the previous subsection was used as the feature input.

3. MP-AWARE DNN BASED DETECTION

This section introduces conventional and MP-aware DNN-based detection and two features used as DNN feature input. The details are described as follows.

3.1 Conventional and MP-aware DNN-based detection

DNN serves as a universal mapping function that could be used for both multi frame dependent classification and regression problem [19, 21]. Many studies [19–21] have shown that DNN is efficient for speech classification. In this paper, DNN was also applied as a discriminative detection for calculating the posterior probability of genuine and replay speech class from the given input feature explained in Section 3.2. A stochastic gradient descent (SGD), an optimization algorithm that improves cross-entropy error function, was used. The output layer comprises two neurons with softmax activation function that refers to the posterior probability of genuine and replayed speech class. The output score for a given feature is as follows:

\[ \Lambda_{DNN}(S) = P(\phi_{\text{genuine}}|S) - P(\phi_{\text{replay}}|S) \]  

where \( P(\phi_{\text{genuine}}|S) \) and \( P(\phi_{\text{replay}}|S) \) are estimations of the posterior probability of genuine and replayed speech class, respectively. \( S \) is a sequence of feature vectors based on FFT information. For conventional DNN-based detection, only magnitude based feature is dependently used as the vectors of input speech as follows:

\[ S = F_{\text{Mag}} \]  

where \( F_{\text{mag}} \) uses only magnitude information. Here, MFCC briefly described in Section 3.2 is used. The structure of the DNN detection system is shown in Fig. 3(a). As observed in conventional DNN-based detection, phase information, half of the information present in the original signal, is ignored. Consequently, it may make the classification inefficient if only magnitude information-based feature is used.

Recently, phase information has been proven to be crucial for many speech processing tasks [22]. In [13, 16] DNN using phase features augmented with corresponding magnitude features was proposed as a multi-frame-dependent regression and classification task that could improve the performance of DNN using only magnitude feature. This can be seen in the simultaneous improvement of joint phase and magnitude feature. Here, there is an expectation that phase information can also enhance the performance of DNN training for a replay attack classification. Thus, the application of magnitude and phase information aware DNN, called MP-aware DNN, is used to determine whether a speech sample contains genuine or replayed speech. The structure of the MP-aware DNN is shown in Fig. 3(b). The feature vector of input speech, covering magnitude and phase information, is used as follows,

\[ S = [F_{\text{Mag}}, F_{\text{Phase}}] \]  

where \( F_{\text{phase}} \) is phase based features. By augmenting the phase with magnitude-based feature, DNN networks were trained and tested using augmenting MFCC and MGDCC feature.

3.2 Features used as DNN feature input

This subsection briefly introduces two features for conventional and MP-aware DNN-based detection,
Fig. 3: Flowchart of two DNN-based detection systems where (a) is based on conventional DNN-based approach and (b) is MP-aware DNN-based approach.

3.2.1 MFCC

MFCC is a popular magnitude-based feature for many speech applications including speaker verification and speech recognition. In this paper, MFCC is utilized as a magnitude-based feature for DNN input for the researcher to use the information and a reliable means of detecting replay attack [11].

3.2.2 MGDCC

Group delay spectrum has been exploited in automatic speech recognition for many years. It contains both magnitude and phase information, which is useful for replay attack detection. Group delay $\tau_x(\omega)$ is defined as the frequency differential of the phase spectrum:

$$\tau_x(\omega) = -\frac{d}{d\omega} \angle X(\omega)$$  \hspace{1cm} (5)

$$\tau_x(\omega) = \frac{X_R(\omega) Y_R(\omega) + X_I(\omega) Y_I(\omega)}{|X(\omega)|^2}$$  \hspace{1cm} (6)

Here, $X(\omega)$ is the Fourier transform of the signal $x(n)$, $Y(\omega)$ denotes the Fourier transform of $nx(n)$, footnote $R$ and $I$ indicate the real and imaginary parts of the complex. From the denominator of Eq. (6), we can receive an infinite value in the computation if the value of $|X(\omega)|$ is approximated to zero. Therefore, to avoid an explosion, modified group delay is smoothed as,

$$\tau_m(\omega) = \frac{\tau(\omega)}{|\tau(\omega)|^{\alpha}}$$  \hspace{1cm} (7)

$$\tau(\omega) = \frac{X_R(\omega) Y_R(\omega) + X_I(\omega) Y_I(\omega)}{|S(\omega)|^2\gamma}$$  \hspace{1cm} (8)

Here, $S(\omega)$ is cepstrally smoothed $X(\omega)$. The range of $\alpha$ and $\gamma$ are $(0 < \alpha \leq 1.0)$ and $(0 < \gamma \leq 1.0)$. In this study, we used $\alpha = 0.4, \gamma = 0.9$ proposed by [23]. Moreover, to use some form of homomorphic processing, discrete cosine transform (DCT) is applied to convert $\tau(\omega)$ into meaningful and useful features for replay attack detection. The final feature is referred to as MGDCC.

4. PROPOSED COMBINATION OF GMM AND MP-AWARE DNN

In the previous section, MP-aware DNN method was introduced for replay attack detection. Although MP-aware DNN-based detection may provide a better performance than that of conventional DNN-based detection using only magnitude information, it may not work well due to the lack of feature-based resolution within low frequencies [17] and limited training data. In [18], a combination of GMM and DNN for distant-talking accent recognition was proposed to increase the accent recognition performance on limited training data. The result showed that the combination of these two different methods could improve the distant-accent recognition performance when compared to just an individual one. Motivated by [18], a combination of CQCC-based GMM and MP-aware DNN was proposed to take advantage of these benefits of different classifications and features and was
expected to achieve better performance. The probabilities obtained from the different systems are combined by the following equation.

\[
\land_{\text{comb}}(S) = (1 - \alpha) \land_{\text{GMM}}(S) - \alpha \land_{\text{DNN}}(S),
\]

\[
\alpha = \frac{\land_{\text{GMM}}(S)}{\land_{\text{GMM}}(S) + \land_{\text{DNN}}(S)}
\]

where \(\land_{\text{GMM}}\) and \(\land_{\text{DNN}}\) are the score products of GMM and MP-aware DNN models, respectively. \(\alpha\) is the weighing coefficient. The decision about whether a speech is genuine or replayed is computed using the maximum scores.

5. EXPERIMENTS

5.1 Experimental setup

To evaluate MP-aware DNN and the proposed method, experiments were conducted using ASVspoof 2017 database derived from RedDots corpus [24] where the original corpus served as the genuine recording and its replayed parts acted as spoofed recording. The database was categorized into three subsets including training (Train), development (Dev) and evaluation (Eval) subsets. The details of each subsection are shown in Table 1. For training all the detection methods introduced in Sections 2 and 3 were carried out using only the train subset, which contained 1508 non-replayed and corresponding replayed utterances derived from 10 speakers. For testing, the EER, which corresponded to the operating point with equal miss and false alarm rates, was implemented as a measure of detection performance. The available implementation provided by Bosaris Toolkit\(^1\) was applied to compute the EER. The testing results were investigated using the Dev and Eval subsets, respectively. The Dev subset was composed of 760 non-replayed and 950 replayed utterances with 8 speakers. The Eval subset contained 1298 non-replayed and 12008 replayed utterances with 24 speakers.

For baseline replay attack detection, GMM-based detection was done using the program of the organizers of ASVspoof 2017. Models of 512 components were used. Two distinct models were learned for replayed speech and non-replayed speech with expectation maximisation (EM) algorithm with random initialisation. 90-dimensional CQCC coefficients were used for input feature of GMM-based detection.

For conventional and MP-aware DNN-based detection, DNN were trained with SignalGraph Tool\(^2\). Here, the DNN setup of spoofing attack detection was followed as in [25] and the same parameters across different features were used. DNN took nine frames of the MFCC/MGDCC vectors in order to consider the correlation of adjacent frames. To avoid overfitting, weight decay and learning rate were set to 0.5 and 0.02, respectively. Network training was stopped when the error on the validation data started to increase. The details of and model parameters for DNNs are shown in Table 2. Next, the analysis conditions of MFCC and MGDCC feature are shown in Table 3.

5.2 Experimental results

5.2.1 Result on baseline replay attack detection

This subsection shows the result of GMM-based detection using CQCC as the baseline performance. This result will be used to compare the proposed methods. The experimental results are shown in Table 4.

As observed in Table 4, the EER of Dev and Eval are 7.61% and 28.09%, respectively. This indicates that the Eval dataset is more difficult than the Dev dataset and that the baseline system still requires better improvement.

5.2.2 Results based on conventional and MP-aware DNN-based detection

In this subsection, the results based on conventional and MP-aware DNN-based detection was investigated. Before using the DNN-based model, different configurations of DNN based on MFCC feature were investigated to obtain the appropriate DNN for replay attack detection. DNNs were trained using the same parameters across different feature extraction as shown in Table 2. The number of layers varied from 2 to 3 and the number of nodes in each hidden layer increased from 256 to 1024. The results of DNN with two and three hidden layers with different hidden nodes are shown in Table 5.

From Table 5, based on MFCC, it can be seen that DNN using two layers with 256 hidden nodes

---

\(^1\)https://sites.google.com/site/bosaristoolkit/home
\(^2\)https://github.com/singaxiong/SignalGraph

---

Table 1: The detail of ASVspoof 2017 database.

<table>
<thead>
<tr>
<th>Subsets</th>
<th>#Speakers</th>
<th># Utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Genuine</td>
</tr>
<tr>
<td>Train</td>
<td>10</td>
<td>1508</td>
</tr>
<tr>
<td>Dev</td>
<td>8</td>
<td>760</td>
</tr>
<tr>
<td>Eval</td>
<td>24</td>
<td>1298</td>
</tr>
</tbody>
</table>

Table 2: DNN model parameters.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch size</td>
<td>256</td>
</tr>
<tr>
<td>Hidden node type</td>
<td>Sigmoid</td>
</tr>
<tr>
<td>Error function</td>
<td>Cross entropy</td>
</tr>
<tr>
<td>Training</td>
<td>Stochastic gradient decent</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.02</td>
</tr>
<tr>
<td>Weight decay</td>
<td>0.5</td>
</tr>
<tr>
<td>Context size</td>
<td>9</td>
</tr>
</tbody>
</table>

---
Table 3: Analysis conditions for MFCC, and MGDCC.

<table>
<thead>
<tr>
<th></th>
<th>MFCC</th>
<th>MGDCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame length (ms)</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Frame shift (ms)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>FFT size (points)</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>Dimension</td>
<td>39</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>(13MFCCs, 13$\Delta$s, and 13$\Delta\Delta$s)</td>
<td>(12MGDCCs, 12$\Delta$s, and 12$\Delta\Delta$s)</td>
</tr>
</tbody>
</table>

Table 4: Experimental results of GMM-based detection.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Features</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dev</td>
</tr>
<tr>
<td>GMM</td>
<td>CQCC</td>
<td>7.61</td>
</tr>
</tbody>
</table>

achieved the best EER among all configurations. It seemed that the increasing number of the hidden layers could not provide consistent performance gain for replay attack detection. This might be because the architecture of DNN with only two-dimensional output could not handle the training data well as seen in [26].

Based on MFCC, the DNN using two layers with 256 hidden nodes was considered to be the best EER. To use the same standard DNN network configuration in our work, DNNs with remaining features were also trained using two layers with 256 hidden nodes.

In the same configurations as seen in Table 5, it can be seen that the MP-aware DNN using joint magnitude and phase information (MFCC+MGDCC) gave better performance than the DNN using the single feature (MFCC/MGDCC). This is due to the fact that joint magnitude and phase information make the DNN training/testing more efficient. The tendency is similar to a speaker recognition task referring to [16].

In comparison to baseline GMM based-detection in Table 4, although the MP-aware DNN could not provide better performance due to the lack of resolution within low frequencies of the used feature, it may be useful when its scores are combined with the score of another classifier.

5.2.3 Results of score combination

This subsection investigates the result of the combination of CQCC-based GMM and MP-aware DNN, compared with the combination of CQCC-based GMM and MFCC-based DNN as well as the combination of CQCC-based GMM and MGDCC-based DNN. The results are reported in Table 6.

From Table 6, the results showed that the combination of CQCC-based GMM (GMM+CQCC) and MP-aware DNN outperformed the combination of CQCC-based GMM and magnitude/phase feature-based DNN (DNN+MFCC or DNN+MGDCC). This may be because the combination of CQCC-based GMM and MP-aware DNN have a complementary nature obtained by different classifiers (that are, DNN and GMM) and features (magnitude CQT-based information, joint magnitude and phase FFT information), leading to more differences between genuine and replayed speech.

Fig. 4 shows the decision level score performance based on our proposed method. Three decision level scores including CQCC-based GMM (green line), MP-aware DNN (blue line), and the combination of CQCC-based GMM and MP-aware DNN (red line) were analyzed using 10 genuine and 10 corresponding replayed utterances from the Dev subset. As seen on the left of the figure, MP-aware DNN with different speech gives a superior boundary compared to CQCC-based GMM on genuine speech, whereas the decision performance of replayed speech is worse than CQCC-based GMM as shown on the right of the figure. It can be seen that CQCC-based GMM and MP-aware DNN have different merit-based features, which may be useful to improve the replay attack detection performance. Although the detection scores of the combination of GMM and MP-aware DNN could not give the best boundary as seen in the red line in the figure, the combined scores achieved an accuracy similar to related methods. This is because the decision level scores of CQCC-based GMM and MP-aware DNN have complementary features.

6. CONCLUSIONS AND FUTURE WORK

In this paper, an MP-aware DNN was investigated, which jointly used MFCC, and MGDCC, as a speech classification for detecting genuine and replayed speech. Also, in order take advantage of the complementary classifier-based methods to further improve the detection decision, a novel method of combining MP-aware DNN with standard replay attack detection was proposed. The result showed that the MP-aware DNN outperformed conventional DNN using only the magnitude due to the use of full information in the original signal. Although the MP-aware DNN-based method did not perform well when compared to CQCC-based GMM, the decision score was exploited to combine with the score of the CQCC-based GMM. When compared with the individual relative method, additional improvement was obtained by combining the scores of these classifiers. This paper, thus, confirmed that the MP-aware DNN is useful for replay attack detection.
Table 5: Comparison of DNN-based detection using different features.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Features</th>
<th>Layers x Hidden nodes</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dev</td>
</tr>
<tr>
<td>DNN</td>
<td>MFCC</td>
<td>2x256</td>
<td>24.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3x256</td>
<td>24.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2x512</td>
<td>24.73</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3x512</td>
<td>25.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2x1024</td>
<td>26.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3x1024</td>
<td></td>
</tr>
<tr>
<td>DNN</td>
<td>MGDCC</td>
<td>2x256</td>
<td>17.78</td>
</tr>
<tr>
<td>MP-aware DNN</td>
<td>MFCC+MGDCC</td>
<td>2x256</td>
<td>16.76</td>
</tr>
</tbody>
</table>

Table 6: Performances of the proposed score combination.

<table>
<thead>
<tr>
<th>1&lt;sup&gt;st&lt;/sup&gt; classifier</th>
<th>2&lt;sup&gt;nd&lt;/sup&gt; classifier</th>
<th>EER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dev</td>
</tr>
<tr>
<td>GMM+CQCC</td>
<td>DNN+MFCC</td>
<td>8.56</td>
</tr>
<tr>
<td>GMM+CQCC</td>
<td>DNN+MGDCC</td>
<td>9.18</td>
</tr>
<tr>
<td>GMM+CQCC</td>
<td>MP-aware DNN+(MFCC+MGDCC)</td>
<td>5.86</td>
</tr>
</tbody>
</table>

Fig. 4: Analytic illustration of decision level scores, where each replay attack detection was tested using 10 genuine and 10 corresponding replayed utterances from the Dev subset.

In our future work, we will attempt to apply multi-task training [27–28] for DNN. Moreover, we will also make an implementation of i-vector for further performance improvement.
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