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ABSTRACT

This paper proposes a novel interval intersection-based protocol for time coordination in wireless sensor and IoT networks. The common notion of time amid the nodes in a distributed environment can be achieved through the message exchange process, which experiences random delay (send, access, propagation, and reception), thus making the time coordination process difficult. Several researchers have proposed algorithms to handle the error in estimation using various methods. This paper analytically analyzes the proposed novel unidirectional interval intersection method for mitigating the uncertainty in the interval width. The offset and slope estimation errors are then reduced under different conditions to verify the effectiveness of the proposed coordination algorithm. The model is simulated under three different delay models: uniform, normal, and truncated exponential. Their performance is then compared in terms of coordination efficiency.
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1. INTRODUCTION

The job of time coordination protocols is to ensure all the clocks have the same notion of time. In the case of wireless sensor and IoT networks, time coordination in a distributed environment is critical and demanded by most wireless sensor applications. It is also one of the most popular research areas. Furthermore, many applications require time coordination for integrating the data generated by the sensor nodes, along with coordination among the sensor nodes for sleep/wake-up and energy optimization, teamwork for collision-free network access, time-critical industrial IoT [1, 2], and significantly, for source and target localization [3]. Therefore, the goal of the coordination protocol is to devise a mechanism to roll out the notion of universal time between all the nodes rather than correcting the clocks.

Based on a clock mechanism, the GPS global positioning system provides good time coordination. However, it has certain disadvantages, such as high energy consumption and cost per node since most nodes rely on batteries and need a clear sky. Furthermore, the system may not provide accurate results in underwater, indoor, and foliage environments. To address these issues, this study involves software-based algorithms and the use of wireless media to exchange the time information among sensor nodes.

In this paper, the related work carried out in the area of time coordination is explained in Section 2; the clock model and proposed algorithm for interval-based time coordination protocol and its analytical analysis in Section 3; the simulation results and reasoning in Section 4; and finally concludes with the findings in Section 5.

2. PREVIOUS WORK

Time coordination is an essential requirement for the efficient and effective functioning of time-sensitive wireless sensor applications and IoT networks. Sensor nodes are subjected to external parameters such as moisture and temperature, and the interference of these external parameters plays a direct role in the clock crystal performance, causing nodes to have a skewed notion of time [4]. Time offset and skew are the two main components informing this time inequality. The time offset is the time difference between the clocks, while skew is the difference in the rate of the running clocks. In a distributed environment, it is critical for these sensor nodes to coordinate their clocks together to perform any meaningful action. Time coordination protocols provide a mechanism for these sensor nodes to learn a global time across the entire network.

Several academicians and researchers have extensively studied time coordination protocols in wireless sensors and IoT networks. A well-established pattern among these protocols is to synchronize the node clocks through the exchange of time-stamped messages. However, such exchanges are subject to random delays at various stages like send, access, propagation, and reception [3, 5–8]. Most protocols try to handle these delays intelligently by increasing the frequency of these messages, thereby keeping the coordination error to a minimum. However, in most cases, nodes are driven by a
battery, and the increased frequency of message communication and algorithmic computational load would drain more energy resources and negatively affect the overall node performance [9].

Time coordination design can be broadly classified into two approaches: 1) cluster-based and 2) hierarchical. Notable protocols such as TPSN [10] and FTSP [11] demand a hierarchical spanning tree to run coordination, whereas RBS [12], CB-TSP [13], CB-MCTS [14] use a cluster-based approach. In both cases, whenever a node fails, a considerable overhead is required to reconstruct the spanning tree/cluster.

Distributed time coordination protocols such as [15–17] use continuous-time representation, where nodes communicate only with their neighbors to achieve coordination. The distributed network does not demand any global topology knowledge. Instead, it only uses asynchronous broadcasts at each node.

In [18–21], using the bounded time interval between the transmission and reception of message packets and the random delay, the impact of clock drift was studied to build interval-based time coordination schemes rather than time instant estimates. These interval-based schemes use a bidirectional approach to estimate the offset, except for [21], where a unidirectional approach is employed. However, the drift was not estimated in all cases and compensated, which constrained the improvement of coordination quality.

In some other works, coordination protocols were built upon Wi-Fi beacons [22], Bluetooth beacons [23], and electromagnetic energy [24] to synchronize time across the entire network. While these gained much esteem for their novel approaches, they also incurred more coordination errors.

This paper proposes a novel unidirectional interval-based time coordination protocol and analytically analyzes it under the following assumptions: 1) all the sensor nodes need not start the coordination process at the same time, 2) the sensor nodes know the time interval a priori, and 3) the sensor nodes stop the coordination process once they have reached the coordination threshold value. Its performance over different random delay distribution environments such as uniform, normal, and truncated exponential is investigated to determine how the coordination precision is affected by its frequency.

3. INTERVAL-BASED TIME COORDINATION PROTOCOL

3.1 Terminology and System Model

This section presents a sender-receiver interval intersection-based time coordination protocol over confined delay paths, also referred to as master-slave unidirectional coordination. In this work, the following notations are used:

- \( t_x(k) \) is the time at the sender node clock transmitting the \( k \)-th time-stamped packet;
- \( r_x(k) \) is the time at which the receiver node clock receives the \( k \)-th time-stamped packet;
- \( R(k) \) is the confined delay interval that the \( k \)-th message packet transmission is represented by.
- \( O_x \) is the random delay induced by the \( k \)-th packet during the time-stamped message exchange.
- \( C \) and \( D \) are the left uncertainty limit of the interval of offset \( O_x \) after \( k \) message packet reception;
- \( S_x \) is the right uncertainty limit of the interval of offset \( O_x \) after \( k \) message packet reception.

In a widespread environment, the sensor nodes clocks are coordinated through the exchange of message packets. These message packets might experience random send, access, propagation, and reception delays and are assumed to be confined within the limit \([C, D]\). One message packet exchange is acceptable if the end product demands clock accuracy exceeding the random delay incurred. Otherwise, more message exchanges are required to obtain the required clock accuracy. The clocks on the sensor nodes are assumed to be linear with progress monotonically increasing, which means that the clock moves forward but not backward. The relationship between the clocks on the sensor nodes can be modeled as shown in Fig. 1. The relationship between the sender-receiver pair clocks can be written as [21]:

\[
r_x(k) = S_x + t_x(k) + O_x + R(k)
\]  

where the random delay incurred by the time-stamped packet transmitted from the sender to the receiver nodes is defined by \( R \), and the \( k \)-th message packet transmission is represented by \( R(k) \). It is assumed that \( R(k) \in [C, D] \) and \( 0 \leq C \leq D < \infty \), i.e., \( R(k) \) are confined delay random variables and \( C \) and \( D \) are known.

By and large, the two variables skew \( S_x \) and offset \( O_x \) are
adjustable to synchronize the clocks perfectly. Assuming all the clocks are running at the same speed, i.e., skew $S_x$ is 1 and only differ by the offset, then Eq. (1) can be written as:

$$O_x = r_x(k) - t_x(k) - R(k).$$  \hspace{1cm} (2)

If both the sender node and receiver node clocks are exactly the same without any offset, that is $O_x$ is 0, and only the skew relative to each node is present, then it can be written as:

$$S_x = \frac{r_x(k) - R(k)}{t_x(k)}.$$  \hspace{1cm} (3)

### 3.2 Known Slope $S_x$ and Unknown Offset $O_x$

When the receiver node receives a time-stamped message packet from a sender node, it calculates the difference in the time taken between the message packet transmission time instant and receiving time instant. Assuming all the nodes’ clocks are running at an identical speed, i.e., skew is 1, then the time difference is a combination of the offset and message delay time.

Assuming all the nodes’ clocks are running at an identical speed, i.e., skew is 1, then the time difference is a combination of the offset and message delay time.

Furthermore, since the delays $R(k)$ are assumed to be confined to limits $[C, D]$ is known to be a priori; from Eq. (2), the offset $O_x$ should satisfy:

$$O_x \in [r_x(k) - t_x(k) - D, r_x(k) - t_x(k) - C].$$  \hspace{1cm} (4)

Intersecting the above time intervals over $n$ message transmissions leads to $O_x \in [O_x(n), \bar{O}_x(n)]$ given by

$$O_x(n) = \max_{1 \leq k \leq n} (r_x(k) - t_x(k)) - D = O_x - \left( D - \max_{1 \leq k \leq n} R(k) \right),$$  \hspace{1cm} (5)

and

$$\bar{O}_x(n) = \min_{1 \leq k \leq n} (r_x(k) - t_x(k)) - C = O_x + \left( \min_{1 \leq k \leq n} R(k) - C \right).$$  \hspace{1cm} (6)

Let

$$\tilde{O}_x(n) := \left[ O_x(n) - O_x(n) \right]$$  \hspace{1cm} (7)

represent the width of unpredictability in the estimate of offset $O_x$ after receiving $n$ time-stamped packets, it can now be defined as

$$\tilde{O}_x(n) = (D - C) - \left( \max_{1 \leq k \leq n} R(k) - \min_{1 \leq k \leq n} R(k) \right)$$  \hspace{1cm} (8)

Note: no assumptions were made on the random sequence of delays $R(k)$ except that they are connected.

Let us define

$$G(n) = \max\{ R(n), R(n-1), \ldots, R(1) \}$$  \hspace{1cm} (9)

$$H(n) = \min\{ R(n), R(n-1), \ldots, R(1) \}$$  \hspace{1cm} (10)

then

$$\tilde{O}_x(n) = D - C - (G(n) - H(n)).$$  \hspace{1cm} (11)

Proposition 1: With probability one, (1) $G(n) \rightarrow D$, (2) $H(n) \rightarrow C$, and (3) $\tilde{O}_x(n) \rightarrow 0$. $(R(n), n \geq 1)$ is a sequence of real valued, independent and identically distributed random variables with confined support. $R$ is a generic random variable distributed as $R(n)$. Let $D$ denote the right end-point of the support of $R$ and $C$ be the left end point of the support $R$, i.e.,

$$D := \inf\{ r : P(R(1) > r) = 0 \}$$

$$C := \sup\{ r : P(R(1) < r) = 0 \}$$

Part (1): Define $S_n := \max_{1 \leq i \leq n} R(i)$, to show that $\lim_{n \rightarrow \infty} S_n = D$ almost certainly.

**Proof:** Almost certainly, $S_n$ is a bounded, monotone non-decreasing sequence. This implies the random variable $S$ can be defined such that $\lim_{n \rightarrow \infty} S_n = S$ almost certainly. To prove the proposition, it needs to be demonstrated that $P(S = D) = 1$. Clearly, $P(S \leq D) = 1$, so it remains to show that $P(S < D) = 0$. For any $n \in \mathbb{N}$, $\varepsilon > 0$, $S < D - \varepsilon \Rightarrow S_n < D - \varepsilon$. Therefore,

$$P(S < D - \varepsilon) \leq P(S_n < D - \varepsilon) = P(R < D - \varepsilon)^n.$$  \hspace{1cm} (12)

Since $P(R < D - \varepsilon) < 1$, taking $n \uparrow \infty$, we see that $P(S < D - \varepsilon) = 0$. Finally, since

$$P(S < D) = \lim_{\varepsilon \downarrow 0} P(S < D - \varepsilon),$$  \hspace{1cm} (13)

it can be observed that $P(S < D) = 0$. This completes the proof.

Part (2): Define $S_n := \min_{1 \leq i \leq n} R(i)$, to show that $\lim_{n \rightarrow \infty} S_n = C$ almost certainly.

**Proof:** Almost certainly, $S_n$ is a bounded, monotone non-increasing sequence. This implies that the random variable $S$ can be defined such that $\lim_{n \rightarrow \infty} S_n = S$ almost certainly. To prove the proposition, it needs to be demonstrated that $P(S = C) = 1$. Clearly, $P(S \geq C) = 1$, so it remains to show that $P(S > C) = 0$. For any $n \in \mathbb{N}$, $\varepsilon > 0$, $S > C - \varepsilon \Rightarrow S_n > C - \varepsilon$. Therefore,

$$P(S > C - \varepsilon) \geq P(S_n > C - \varepsilon) = P(R > C - \varepsilon)^n.$$  \hspace{1cm} (14)

Since $P(R > C - \varepsilon) < 1$, taking $n \uparrow \infty$, it can be observed that $P(S > C - \varepsilon) = 0$. Finally, since
\[ P(S > C) = \lim_{\varepsilon \to 0} P(S > C - \varepsilon), \]

it can be observed that \( P(S > C) = 0 \). This completes the proof.

Thus, eventually, the offset can be estimated. To find the convergence rate of \( \tilde{O}_x(n) \), it is assumed that the \( R(1), R(2), \ldots, R(i) \) are independent and identically distributed (i.i.d) random variables with a density function \( f_R(r) \) and distribution \( F_R(r) \) having lower and upper limits \([C, D]\). Therefore, the expectation of \( \tilde{O}_x(n) \) can be written as

\[
E[\tilde{O}_x(n)] = (D - C) - E[G(n) - H(n)] \quad (12)
\]

Under this assumption, the joint pdf can be claimed as

\[
f_{GH}(g, h) = \begin{cases} 
(n-1)(F(g) - F(h))^{n-2}f(g)f(h), & g \geq h \\
0, & g < h
\end{cases} \quad (13)
\]

The expectation of \([G(n) - H(n)]\) is given by

\[
E[G(n) - H(n)] = \int_{g \geq h} (g-h)f_{GH}(g, h)dgdh \quad (14)
\]

\[
= n(n-1) \int_{g \geq C} \int_{h = C}^g (g-h)((F(g) - F(h))^{n-2}f(g)f(h)dgdh \\
= n(n-1) \int_{g \geq C} \int_{h = C}^g (g-h)((F(g) - F(h))^{n-2}f(g)f(h)dgdh \\
= \min_{1 \leq k \leq n} \left( \frac{r_x(k) - C - O_x}{t_x(k)} \right) - \max_{1 \leq k \leq n} \left( \frac{r_x(k) - D - O_x}{t_x(k)} \right) \quad (15)
\]

The expectation and variance value of \( \tilde{O}_x(n) \) is given by

\[
E \left[ \tilde{O}_x(n) \right] = \int_{C}^{D} \left[ (1 - F_R(g))^n + F_R(g)^n \right] dg \quad (16)
\]

\[
\text{Var} \left[ \tilde{O}_x(n) \right] = \int_{C}^{D} \left[ (1 - F_R(g))^n + F_R(g)^n \right] dg \\
+ 2 \int_{C}^{D} \left[ F_R(h) - F_R(g) \right]^n dhdg \\
- \left\{ \int_{C}^{D} (1 - F_R(g))^n + F_R(g)^n \right\}^2 \quad (17)
\]

### 3.3 Unknown Slope \( S_x \) and Known Offset \( O_x \)

When \( S_x \) is unknown and \( O_x \) is known, (e.g., if the two clocks are started by the same event) it can be analyzed in an analogous manner. From the equation \( r_x(k) = S_x * t_x(k) + O_x + R(k) \), giving

\[
C \leq r_x(k) - S_x * t_x(k) - O_x \leq D.
\]

This leads to

\[
\frac{r_x(k) - D - O_x}{t_x(k)} \leq S \leq \frac{r_x(k) - C - O_x}{t_x(k)}
\]

and the lower and upper bounds on \( S_x \) after \( n \) timestamps, \( \underline{S}_x(n) \) and \( \overline{S}_x(n) \) respectively, can be obtained as,

\[
\underline{S}_x(n) = \max_{1 \leq k \leq n} \left( \frac{r_x(k) - C - O_x}{t_x(k)} \right) \quad (18)
\]

and

\[
\overline{S}_x(n) = \min_{1 \leq k \leq n} \left( \frac{R(k) - C}{t_x(k)} \right) \quad (19)
\]

It should be noted that now, the choice of \( t_x(k) \) determine \( \underline{S}_x(n) \) and \( \overline{S}_x(n) \). As before, let \( \tilde{S}_x(n) = \overline{S}_x(n) - \underline{S}_x(n) \)

The analysis for the interval of \( S_x \) is carried out in a similar manner to \( O_x \) except that the random variables are independent but not identically distributed. Nevertheless, the following claim can be made.

**Proposition 2:** If \( t_x(k) \) is a non decreasing sequence, (1) \( \overline{S}_x(n) \to S_x \), (2) \( \underline{S}_x(n) \to S_x \), and (3) \( \tilde{S}_x(n) \to 0 \).

**Proof:** The proof is similar to that in Proposition 1 and is excluded.

Note that if \( S_x \neq 1 \), or if \( S_x \) is unknown, then in this analysis, the clock being used must be specified to characterize the delays \( R(k) \). In all the above, it is assumed that \( R(k) \) is measured using the clock of the send node.

### 3.4 Sender Node Uncertainty Interval

If the sender node has an uncertainty interval \( (t'_x, t'_x) \) and the time is incorrect, the receiver node receives the packet at its local time \( r_x(n) \) and the packet contains
the uncertainty interval. Let \( C \) and \( D \) be taken as a priori delay interval corresponding to the send node at the receive node. The overall delays with respect to time-stamped message transmissions and receptions are individualistic and can be written as

\[
R(n) \in \{ r_1 + C, r_n + D \}
\]

(21)

where \( R(n) \) are independent and identically distributed across \( n \) and \( R(1) \) has the probability density function \( f_R(r) \) with limits \([C, D]\).

The uncertainty left and uncertainty right bounds \( \mathcal{O}_x(n) \) and \( \widetilde{\mathcal{O}}_x(n) \) after \( n \)-th rounds of message transmissions is given by

\[
\mathcal{O}_x(n) = O_x + t_x^r + C + R(n)
\]

\[
- \min \left( R(n), R(n-1), \ldots, R(1) \right),
\]

(22)

and

\[
\widetilde{\mathcal{O}}_x(n) = O_x + t_x^r + D + R(n)
\]

\[
- \max \left( R(n), R(n-1), \ldots, R(1) \right).
\]

(23)

The width of the uncertainty interval \( \mathcal{O}(n) \) is given by

\[
\mathcal{O}_x(n) = \mathcal{O}_x(n) - \mathcal{O}_x(n)
\]

\[
= (t_x^r - t_x^l) + (D - C)
\]

\[
- \left( \max \left( R(n), R(n-1), \ldots, R(1) \right) \right)
\]

(24)

\[
- \left( \min \left( R(n), R(n-1), \ldots, R(1) \right) \right).
\]

(25)

The rest of the analysis is the same as Section 3.2, except for the uncertainty is present at the send node.

**Proposition 3:** With probability one, (1) \( G(n) \rightarrow D \), (2) \( H(n) \rightarrow C \), and (3) \( \mathcal{O}_x(n) \rightarrow \left( t_x^r - t_x^l \right) \).

**Proof:** The proof is similar to that in Proposition 1 and is excluded.

### 3.5 Lossy Paths

One way to achieve confined delay is to drop the packets experiencing excessive delays. If a time-stamped packet is dropped, it is easy to see that Proposition 1 still holds. Let \( n \) transmissions be those received by the receiver node after \( k \) transmissions are made by the send node, and if a packet is dropped with the probability \( p \), assuming that the \( R(1), R(2), \ldots, R(i) \) are independent and identically distributed (i.i.d) binomial random variables and have a density function \( f_R(r) \) and distribution \( F_R(r) \) with lower and upper limits \([C, D]\), the expectation and variance value of \( \mathcal{O}_x(n) \) is given by [25]

\[
E \left[ \mathcal{O}_x(n) \right] = \sum_{n=0}^{n=n} \binom{k}{n} p^n \left( 1 - p \right)^{k-n}
\]

\[
\int_{C}^{D} \left[ (1 - F_R(x))^n + F_R(x)^n \right] dx
\]

(26)

\[
\text{Var} \left[ \mathcal{O}_x(n) \right] = \sum_{n=0}^{n=n} \binom{k}{n} p^n \left( 1 - p \right)^{k-n}
\]

\[
2 \int_{C}^{D} \left[ (x - C)(1 - F_R(x))^n + (D - x)F_R(x)^n \right] dx
\]

\[
+ 2 \int_{C}^{D} \int_{x}^{D} \left[ F_R(y) - F_R(x) \right] ^n dy dx
\]

\[
- \left( \int_{C}^{D} \left[ (1 - F_R(x))^n + F_R(x)^n \right] dx \right)^2
\]

(27)

where \( \mathcal{O}_x(n) \) is the uncertainty in estimating offset with respect to the lossy path. There is a finite probability that the sensor may receive no transmission at all. In that case, Eqs. (26) and (27) are not valid.

### 3.6 Unknown Support

In the preceding analysis, it was assumed that the true support of \( R(k) \) and the interval \( (C, D) \), were known. That requirement can now be relaxed. In the system analysis, it will be assumed that \( (C, D) \) in the preceding analysis is replaced by \((C_1, D_1)\). Four cases arise and each is analyzed.

If \( C_1 \leq C \) and \( D_1 \geq D \) then it can be observed that \( \mathcal{O}_x(n) \rightarrow D_1 - D \) and \( \widetilde{\mathcal{O}}_x(n) \rightarrow C - C_1 \) and after a sufficient number of samples, the true support can be estimated. Thus, this case does not cause a problem. It is easy to see that \( C_1 > C \) or \( D_1 < D \) may pose some problems. To reiterate, \( t_x(k) \) and \( r_x(k) \) are the timestamps from the sender and the receiver. From Eq. (8), \( \mathcal{O}_x(n) = (D_1 - C_1) - \left( \max_{1 \leq k \leq n} \left( r_x(k) - t_x(k) \right) - \min_{1 \leq k \leq n} \left( r_x(k) - t_x(k) \right) \right) \) are obtained. The event can be detected where \( (D_1 < D) \cup (C_1 > C) \) if for \( 1 \leq k \leq \) \((n - 1)\) on receipt of the \( n \)-th timestamp using the condition

\[
\max_{1 \leq k \leq n} \left( r_x(k) - t_x(k) \right) - \min_{1 \leq k \leq n} \left( r_x(k) - t_x(k) \right) > D_1 - C_1
\]

(28)

In the above analysis, it is not possible to distinguish between \( C_1 > C \) and \( D_1 < D \). Since delays are non-negative, it can be assumed \( C_1 = 0 \). In the following, the case of \( D_1 < n \) and fixing \( C_1 = 0 \) are analyzed. To simplify, it can be observed that Eq. (25) is the same as one of the following conditions being satisfied:
\[ (r_x(n) - t_x(n)) - \min_{1 \leq k \leq n-1} (r_x(k) - t_x(k)) > D_1 \] (29)

\[ \max_{1 \leq k \leq n-1} (r_x(k) - t_x(k)) - (r_x(n) - t_x(n)) > D_1. \] (30)

The probability of detecting that \( D_1 < D \) for the first time after \( n \) timestamps will now be analyzed. Eqs. (29) and (30) are reduced to

\[ R(n) - \min_{1 \leq k \leq n-1} R(k) > D_1 \] (31)

\[ \max_{1 \leq k \leq n-1} R(k) - R(n) > D_1. \] (32)

Regarding the estimation error in \( D \) at the \( n \)-th stage, given it was not detected in the previous \( n - 1 \) stages, the equations can be used but they cannot be satisfied for the first \( n - 1 \) timestamps. Therefore, the joint probability with the event is required

\[ \max_{1 \leq k \leq n-1} R(k) - \min_{1 \leq k \leq n-1} R(k) < D_1 \] (33)

Let us denote the event of detection of \( D_1 < D \) from Eqs. (29) and (30) as \( Z_1 \) and \( Z_2 \), respectively, and the event of no detection \( D_1 < D \) from Eq. (28) as \( Z_3 \). It can be observed that \( Z_1 \) and \( Z_2 \) are mutually exclusive, and the required probability of detection of \( D_1 < D \) is given by

\[ \mathbb{P}\left(Z_3 \cap \left(Z_1 \cup Z_2\right)\right) = \mathbb{P}\left(Z_3 \cap Z_1\right) + \mathbb{P}\left(Z_3 \cap Z_2\right). \] (34)

Denoting \( G = \min_{1 \leq k \leq n-1} R(k) \) and \( H = \max_{1 \leq k \leq n-1} R(k) \), and the joint pdf given in Eq. (13), the equation for the probability of detection of error is obtained as,

\[ \mathbb{P}\left(Z_3 \cap Z_1\right) = \int_{C} \int_{g} f_{GH}^{(n-1)}(g, h) \left(1 - F_R(g + D_1)\right) dg dh \] (35)

\[ \mathbb{P}\left(Z_3 \cap Z_2\right) = \int_{C} \int_{g} f_{GH}^{(n-1)}(g, h) F_R(h - D_1) dh dg \] (36)

where \( f_{GH}^{(n-1)}(g, h) \) is the density corresponding to the distribution \( F_{GH}^{(n-1)}(g, h) = P(H - G < D_1) \).

### 3.7 Comparison Between the Proposed Algorithm and Existing Work

Most of the time, synchronization algorithms use regression techniques for offset and slope estimation [11, 12, 15, 18, 26]. When a time-stamped packet is exchanged between a node pair, the transmit and receive timestamps do not give the actual times since the clocks are not synchronized. The transmit and received timestamps are the linear function of skew and offset. The linear regression algorithm tries to fit a straight line among the points so that the Mean Square (MS) error is minimal. Each point influences the fitted line. Assuming the delay \( R \) is random, this affects the synchronization accuracy.

Let \( (t_x(k), r_x(k)) \) \( \forall k \), be the data points available and linearly related as

\[ r_x(k) = S \cdot t_x(k) + O + R(k) \] (37)

where \( r_x(k) \) is the \( k \)-th packet transmission timestamp of the sender node, \( t_x(k) \) is the \( k \)-th packet reception timestamp of the receiver node, \( O \) is the offset between sender and receiver node clocks, \( S \) is the skew between sender and receiver node clocks, and \( R(k) \) is the random delay incurred by the message packet.

The linear estimation problem (Linear MS Estimation) is the estimation of random variable \( R \) in terms of a linear function \( O \) of \( t_x(k) \). Assuming the skew \( S = 1 \), i.e., both clocks at the receiver and sender are running at the same speed, the problem now is to find the offset \( O \) so as to minimize the MS error \( e \).

\[ e = \sum_{k=1}^{n} \left( r_x(k) - t_x(k) - O - R(k) \right)^2. \] (38)

It is maintained that \( e = e_m \) is minimal if \( de/dO = 0 \). Therefore,

\[ -2 \sum_{k=1}^{n} \left( r_x(k) - t_x(k) \right) + 2 \sum_{k=1}^{n} O + 2 \sum_{k=1}^{n} R(k) = 0. \] (39)

The estimate of \( O \) is given by:

\[ \hat{O} = \frac{\sum_{k=1}^{n} \left( r_x(k) - t_x(k) \right)}{n} \] (40)

that is

\[ \hat{O} = \frac{\sum_{k=1}^{n} (R(k) + O)}{n} \] (41)

where the difference between the receive and send time stamps \( r_x(k) - t_x(k) \) is equal to the offset and random delays incurred by the message packet corresponding to send, access, propagation, and receive, defined as the \( R(k) + O \). The random delay \( R(k) \) is assumed to be \( k \)-th packet transmission delay with support \([C, D]\). Therefore, it can be rewritten as

\[ \hat{O} = \frac{\sum_{k=1}^{n} R(k)}{n} + \frac{\sum_{k=1}^{n} O}{n}. \] (42)
Table 1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower interval limit</td>
<td>0.2 units of time</td>
</tr>
<tr>
<td>Upper interval limit</td>
<td>0.7 units of time</td>
</tr>
<tr>
<td>Number of message packets</td>
<td>50, 100</td>
</tr>
<tr>
<td>Unidirectional packet exchange</td>
<td>every clock tick</td>
</tr>
<tr>
<td>Simulation runs</td>
<td>10,000</td>
</tr>
</tbody>
</table>

Thus, $e_m = \hat{O} - O = \frac{\sum_{k=1}^{n} R(k)}{n}$. (43)

The expectation of $e_m$ is:

$$E[e_m] = E\left[\frac{\sum_{k=1}^{n} R(k)}{n}\right] = E[R(k)]$$ (44)

The variance of $e_m$ is:

$$Var\left[e_m\right] = Var\left[\frac{\sum_{k=1}^{n} R(k)}{n}\right] = \frac{1}{n^2} Var\left[\sum_{k=1}^{n} R(k)\right]$$ (45)

The point estimation uses one single number as the best estimator for offset $O$ corresponding to the $n$ data set received. Whereas interval estimation uses a range of numbers within which the parameter is believed to fall with some confidence value. Hence, the estimated values of the proposed model are more complete than linear regression.

4. SIMULATIONS AND RESULTS

In this section, the simulation environment is considered to endorse the efficacy of the interval intersection-based time coordination protocol over confined delay paths for wireless sensor and IoT networks. In these simulations, a sender-receiver node pair is considered with MATLAB used for implementation. For simulation purposes, at every time unit, the unidirectional message packet is exchanged, and the coordination process initiated at the receiver node as shown in Table 1. The coordination process occurs at every one clock tick and continues until it reaches the threshold value defined by the application.

The random delays experienced by the message packet are modeled as a uniformly distributed delay over the said interval. The expectation and variance of the offset error is given by:

$$E\left[\hat{O}_x(n)\right] = \frac{2 \ast (D - C)}{n + 1}$$ (46)

$$Var\left[\hat{O}_x(n)\right] = \frac{2 \ast (D - C)^2(n - 1)}{(n + 1)^2(n + 2)}$$ (47)

Fig. 2 shows the simulation and analytical results of the interval-based time coordination protocol. The analytical analysis and algorithm simulations are as per the design. The uncertainty interval width converges as the number of message packets are exchanged between the node pair. From the graph, it can be inferred that after 20 message packets, the drop in uncertainty interval is 90%.

Fig. 3 shows the simulation of the slope and offset expectation error of the interval-based time coordination protocol under the uniform distribution random delay model. The uncertainty interval width of both slope and offset converges as the number of message packets are exchanged between the node pair, and slope converges faster than the offset. From the graph, it can be inferred that after 20 message packets, the slope can be estimated with more accuracy than the offset estimation.

Figs. 4 and 5 show the simulation of the offset expectation error of the interval-based time coordination protocol under the normal and truncated exponential distribution random delay models. The uncertainty interval width of the offset converges as the number of message packets are exchanged between the node pair in both cases. From the graph, it can be inferred that the interval-based time coordination protocol performs better in the case of the truncated exponential distributed random delay model than the normal and uniform distributed random delay models. The truncated exponential random delay model outperformed both the uniform random delay and the normal random delay model distribution.
Fig. 3: Uncertainty width of the interval-based time coordination with both offset and slope under a uniform distribution environment.

Fig. 4: Uncertainty width of offset in the case of interval-based time coordination under normal and uniform distribution environments.

Fig. 5: Uncertainty width of offset in the case of interval-based time coordination under uniform and truncated exponential distribution environments.

Fig. 6: Uncertainty width of offset in the case of interval-based time coordination under normal and uniform distribution environments.

Fig. 6 shows the simulation offset error uncertainty of the interval-based time coordination protocol and recursive linear regression protocol under the uniform distribution random delay model. In the case of linear regression protocols, the point estimation uses one single number as the best estimator for offset $O$ corresponding to the $n$ data set received. Whereas interval-based protocol estimation uses a range of numbers within which the parameter is believed to fall with some confidence value. Hence, the estimated values of the proposed model are more complete than linear regression.

5. CONCLUSION

This paper presents the unidirectional interval-based time synchronization protocol over confined delay paths and its complete analysis. The algorithm updates monotonically, diminishing new limits of the interval as and when it receives a new time-stamped message packet from the sender node. These updates reduce the requirement for a large memory on the sensor node. The algorithm was studied under various constraints, such as i) assuming all nodes know the interval bounds, ii) packets are not lost during transmission, iii) packets are lost during transmission (excess delay in transmission due to congestion on the network), and iv) if the node is not aware of the interval bounds. The performance of the interval-based time synchronization protocol is also studied against those using linear regression to estimate the offset. Simulations are carried out under different distribution environments such as uniform, Gaussian-normal, and truncated exponential to observe the algorithm’s performance. From the simulations, it can be observed that after 20 message packets, the drop in uncertainty interval is 98% in the case of truncated exponential distribution, compared to 90% for uniform distribution and 68% for normal distribution. The performance of the protocols was also studied against linear regression
protocols. The linear regression protocols provide point estimates for offset, whereas the interval-based protocol provides a range of numbers with some confidence value. A large number of message packets should be used to estimate the error for regression protocols rather than the interval-based protocol. The results show that as the number of time-stamped packets grows, the uncertainty interval reduces, and if the interval bounds are selected carefully, it is bound to converge, allowing offset and skew to be estimated.

APPENDIX: DETAILED ANALYSIS

On receiving the 1 time-stamped packet

\[ r_x(1) \in [t_x(1) + O_x + C, t_x(1) + O_x + D] \] \hspace{1cm} (48)

The reception time of the 1 time-stamp packet lies within the left and right uncertainty interval limits and is given by:

\[ O_x(1) = \max (t_x(1) + O_x + C, 0) \] \hspace{1cm} (49)

\[ \overline{O}_x(1) = \min (t_x(1) + O_x + D, \infty) \] \hspace{1cm} (50)

considering the receiver sensor node starting time \( r_x \) can be anywhere between \([0, \infty]\). It cannot take a negative value since the clock runs forward rather than backward.

On receiving the 2 time-stamp packet

\[ O_x(2) = \max (t_x(2) + O_x + C, O_x(1) + r_x(2) - r_x(1)) \] \hspace{1cm} (51)

\[ \overline{O}_x(2) = \min (t_x(2) + O_x + D, \overline{O}_x(1) + r_x(2) - r_x(1)) \] \hspace{1cm} (52)

Substituting \( O_x(1) \) and \( \overline{O}_x(1) \) from Eqs. (49) and (50), and \( r_x(2) \) and \( r_x(1) \) using Eq. (2) it can be rearranged as

\[ O_x(2) = O_x + t_x(2) + C + R(2) - R(1) \] \hspace{1cm} (53)

\[ \overline{O}_x(2) = O_x + t_x(2) + D + R(2) - R(1) \] \hspace{1cm} (54)

rewriting it again as

\[ O_x(2) = O_x + t_x(2) + C + R(2) - \min (R(2), R(1)) \] \hspace{1cm} (55)

\[ \overline{O}_x(2) = O_x + t_x(2) + D + R(2) - \max (R(2), R(1)). \] \hspace{1cm} (56)

Then, on receiving \( n \) time-stamped message packets, the reception time lies within the updated left and right limits and is given by:

\[ O_x(n) = O_x + t_x(n) + C + R(n) \] \hspace{1cm} (57)

\[ \overline{O}_x(n) = O_x + t_x(n) + D + R(n) \] \hspace{1cm} (58)

After \( n \) transmissions, the ambiguity interval \( \tilde{O}(n) \) can be updated as:

\[ \tilde{O}_x(n) = \overline{O}_x(n) - O_x(n) \] \hspace{1cm} (59)

\[ = (D - C) - \left( \max (R(n), R(n-1), \ldots, R(1)) - \min (R(n), R(n-1), \ldots, R(1)) \right). \] \hspace{1cm} (60)
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