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บททัดย่อ 

บทความนี้น าเสนอระเบียบวิธีอย่างง่ายส าหรับการประมาณ
ค่าความถี่ของสัญญาณรูปคลื่นไซน์เชิงซ้อนในสัญญาณรบกวน
ขาวเกาส์เซียนเชิงซ้อน ระเบียบวิธีที่น าเสนอได้อาศัยหลักการ
ประมาณค่าความถี่จากสัญญาณความต่างเฟส หลักการที่
น าเสนอนอกจากจะให้สมมบัติทางสถิติที่ดีแล้วยังสามารถ
ประมาณค่าความถี่ได้อย่างรวดเร็วอีกด้วย นอกจากนี้ยังได้ท าการ
วิเคราะห์หาค่าคลาดเคลื่อนยกก าลังสองเฉลี่ยในรูปสูตรส าเร็จไว้
ด้วย ผลจ าลองการท างานสามารถยืนยันถึงสมรรถนะของระเบียบ
วิธีที่น าเสนอได้เป็นอย่างดี 
 

ค าส าคัญ: การประมาณค่าความถี่, สัญญาณความต่างเฟส, ระเบียบ
วิธีปรับตัวได้ 
 

 

ABSTRACT 

This paper presents a new simple phase based 

algorithm to estimate the frequency of a complex 

sinusoidal signal in complex white Gaussian noise. 

The proposed technique makes use of the different 

phase signal to estimate the unknown constant 

frequency of the corrupted signal. The proposed 

algorithm not only yields good statistical properties but 

also yields fast speed of convergence. Moreover, the 

steady state analysis for mean squared frequency error 

(MSE) of the estimated frequency is addressed and 

derived in closed form. Simulation results can assert 

the performance of the proposed algorithm.           

 

Keywords: Frequency estimation, Different phase 

signal, Adaptive algorithm     

 

 

1. บทน า 
การประมาณค่าความถี่ของสัญญาณรูปคลื่นไซน์เชิงซ้อนใน

สัญญาณรบกวนขาวเกาส์เซียนเชิงซ้อนมีบทบาทส าคัญมากในงาน
ประยุกต์ทางด้านการประมวลผลสัญญาณดิจิทัล เช่นระบบไฟฟ้า
ก าลัง การสื่อสารดิจิทัล วิศวกรรมควบคุม ระบบเรดาร์ ระบบโซนา 
เป็นต้น [1] จากการสืบค้นวรรณกรรมพบว่าจะสามารถแบ่งรูปแบบ
การประมาณค่าความถี่ออกได้เป็นสองแนวทางคือ การประมาณค่า
แบบล าดับ (sequential) และแบบบล็อก (block) การประมาณค่า
ในรูปแบบแรกน้ันจะท าการประมาณค่าความถี่โดยอาศัยค่าตัวอย่าง
ปัจจุบัน (อินพุต) และในอดีต (อินพุตและ/หรือเอาต์พุต) และส่ง
ค่าความถี่ ท่ีประมาณได้ออกไปใช้งานแบบตัวอย่างต่อตัวอย่าง 
(sample by sample) ส่วนในแบบหลังน้ันจะท าการเก็บตัวอย่าง
อินพุตไว้จ านวน N ค่าหน่ึงโดยท่ี N > 1 จากน้ันท าการประมาณ
ค่าความถี่จากค่าตัวอย่างท่ีถูกเก็บไว้ในคราวเดียว จากรูปแบบท้ัง
สองจะเห็นว่า ในกรณีท่ีความถี่ของสัญญาณแปรตามเวลา การ
ประมาณค่าแบบบล็อกจะไม่เหมาะสมเพราะค่าความถี่ของสัญญาณ
ในบล็อกข้อมูลท่ีบันทึกไว้ไม่เป็นค่าคงท่ี ดังน้ันค่าความถี่ท่ีประมาณ
ได้อาจไม่ถูกต้อง ดังน้ันการประมาณค่าแบบล าดับจึงเหมาะสม
มากกว่า ส่วนในกรณีท่ีค่าความถี่ท่ีต้องการประมาณเป็นค่าคง เรา
สามารถใช้หลักการประมาณได้ท้ังสองแบบ ท้ังน้ีขึ้นกับลักษณะงาน
ประยุกต์น้ัน ๆ ตัวอย่างวิธีการประมาณแบบล าดับท่ีมีการน าเสนอ
กันมากคือ การประมาณค่าความถี่โดยใช้ตัวกรองความถี่ดิจิทัลนอตช์ 
[2]-[7] ซ่ึงมีข้อดีท่ีใช้การค านวณต่ าและน าไปสู่การปฏิบัติจริง 
(realization) ง่าย [1] อย่างไรก็ตามตัวกรองชนิดน้ีมักค้นหาค าตอบ
ได้ช้าและมีตัวแปรหลายตัวท่ีต้องการปรับแต่งเพื่อให้ได้สมรรถนะ
ตามท่ีต้องการ เช่น ค่าแบนด์วิดท์ ค่าขั้นการปรับ (step size) และ
ค่าเริ่มต้น (initial value) ดังน้ันจึงเป็นการยากท่ีจะได้รับสมรรถนะ
ตามท่ีต้องการในทางปฏิบัติ ส่วนตัวอย่างการประมาณค่าในรูปแบบ
หลัง น้ันมีเทคนิคมากมายท่ีถูกน าเสนอดังตัวอย่างท่ีปรากฏใน
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เอกสารอ้างอิง [8]-[13] ซ่ึงมีเป้าหมายหลักคือต้องการลดค่าขีดเริ่ม
เปลี่ยนของอัตราส่วนก าลังงานของสัญญาณต่อสัญญาณรบกวน 
(signal to noise ratio (SNR) threshold) และเพื่อให้ได้รับค่า
ผิดพลาดก าลังสองเฉลี่ยเข้าใกล้ค่าขอบต่ าสุด (lower bound) ของ
คราเมอร์ (Cramer-Rao Bound: CRB) ท่ี SNR เหนือค่าขีดเริ่ม
เปลี่ยน ซ่ึงค่า CRB ส าหรับการประมาณค่าความถี่เดียวคือ 
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จากสมการท่ี (1) พบว่าตัวประมาณค่าความถี่ท่ีดีท่ีสุด (minimum 
variance unbiased estimator: MVUE) จะให้ค่า MSE ของ
ค่าความถี่ท่ีประมาณได้แปรผกผันกับค่า SNR และจ านวนตัวอย่างท่ี
ได้บันทึกไว้ ดังน้ันถ้าหากว่า SNR และ/หรือ N มีค่าสูง จะท าให้ค่า 
MSE ของความถี่ ท่ีประมาณได้ยิ่งมีค่าต่ า  ในการออกแบบตัว
ประมาณน้ันเราอาจเลือกใช้วิธีการเพิ่มค่า SNR ให้แก่สัญญาณท่ี
ได้รับหรือไม่ก็เพิ่มค่าตัวอย่าง N เช่นในบทความ [10] ได้ใช้วิธีการ
เพิ่มค่า SNR ให้แก่สัญญาณท่ีได้รับก่อนป้อนให้แก่ตัวประมาณค่าท่ี
ได้ออกแบบไว้ ในส่วนของการประมาณค่าในรูปแบบล าดับน้ันแม้ว่า
ในปัจจุบันยังไม่มีใครทราบค่าขอบล่างของค่า MSE ในรูปสูตรส าเร็จ
และสูตรท่ัวไป แต่เราอาจใช้สมการท่ี (1) เป็นแนวทางในการพัฒนา
ระเบียบวิธีการประมาณแบบล าดับได้ 

ดังน้ันในบทความน้ีได้น าเสนอตัวประมาณค่าความถี่แบบล าดับ
โดยอาศัยแนวคิดของการประมาณค่าแบบบล็อกใน [9] โดยได้น ามา
ท างานร่วมกับตัวกรองแถบผ่านและตัวกรองต่ าผ่านเพื่อยกระดับค่า 
SNR ให้แก่สัญญาณในส่วนต่าง ๆ ของตัวประมาณท่ีถูกออกแบบ ซ่ึง
รายละเอียดจะกล่าวในหัวข้อถัดไป  

 
2. ระเบียบวิธีการที่น าเสนอ 

หัวข้อน้ีกล่าวถึงระเบียบวิธีท่ีน าเสนอโดยได้ตั้งชื่อว่า phase 
based adaptive algorithm (PBAA) โดยมีโครงสร้างดังรูปท่ี 1 
จากรูป 1z  คือตัวประวิงเวลา (  )* คือตัวกระท าค่าสังยุค k  คือ
ดัชนีเวลา kx  คือสัญญาณอินพุตมีรูปแบบดังน้ี 
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รูปท่ี 1 โครงสร้างของระเบียบวิธี PBAA 
 
คือองค์ประกอบสัญญาณ เมื่อ 0A  และ ),0(0   คือ         
แอมปลิจูดและความถี่เชิงมุมดิจิทัล ตามล าดับ ซ่ึงจะสมมติว่าเป็น
ค่าคงท่ีแต่ไม่ทราบค่า ส่วน )2,0[    คือเฟสของสัญญาณเป็นตัว
แปรสุ่มแบบสม่ าเสมอ ส าหรับ ikrkk jvvv   คือองค์ประกอบ
สัญญาณรบกวนขาวเกาส์ เ ซี ยน เชิ ง ซ้อน  ซ่ึ งประกอบด้ วย
องค์ประกอบค่าจริงสองตัวคือ rkv  และ ikv  ท่ีมีค่าเฉลี่ยเป็นศูนย์
และความแปรปรวน (ก าลังงาน) เท่ากันแต่ไม่ทราบค่าเป็น 2/2  
โดยสมมติว่าองค์ประกอบท้ังสองเป็นอิสระกันทางสถิติ  ดังน้ันค่า 
SNR ของสัญญาณอินพุตจึงมีค่าเป็น 22 /SNR A  ขั้นตอนการ
ท างานของระเบียบวิธี PBAA ตามรูปท่ี 1 สามารถอธิบายได้ดังน้ี  
จากรูป ระบบถูกแบ่งออกเป็นสามส่วนหลักคือ BPF DF และ FD 
โดย BPF (bandpass filter) ท าหน้าท่ียกระดับ SNR ให้แก่สัญญาณ
อินพุต DF (different phase) ท าหน้าท่ีสร้างสัญญาณความต่างเฟส
และ FD (frequency detector) ท าหน้าท่ีตรวจจับความถี่ ในช่วง
เริ่มต้นของการท างาน สัญญาณอินพุต kx  ถูกส่งตรงไปยัง FD เพื่อ
ประเมินค่าความถี่ในเบ้ืองต้น ซ่ึงใช้เวลา Lk   เมื่อ L เป็นจ านวน
เต็มบวก ต่อมาเมื่อ Lk   FD จะส่งค่าความถี่ท่ีประมาณได้ในขั้น
แรกให้แก่ตัวกรองแถบผ่านพร้อมกันน้ันสวิตช์ sw จะถูกสับไปท่ี
เอาต์พุตของตัวกรองแถบผ่านและจะอยู่ในสภาพน้ีไปตลอดการ
ท างาน จากน้ัน ky  จึงถูกส่งไปยัง DF และ FD เพื่อประมาณ
ค่าความถี่ต่อไป การประมาณค่าความถี่ในขั้นแรกน้ันมีความส าคัญ
เพราะหากระบบสามารถประมาณค่าความถี่ในเบื้องต้นได้ใกล้เคียง
กับค่าท่ีแท้จริง ตัวประมาณจะสามารถค้นหาค าตอบได้รวดเร็วและ
ตัวกรองแถบผ่านก็จะสามารถยกระดับค่า SNR ของสัญญาณอินพุต 
ณ ความถี่ท่ีต้องการได้ถูกตรงตามเป้าหมาย ซ่ึงจะส่งผลให้ระบบใน
ส่วนถัดไปสามารถท างานได้อย่างมีประสิทธิภาพ ในทางกลับกันหาก
การประมาณค่าความถี่ ในเบื้องต้นมีความคลาดเคลื่อนไปจาก
ค่าความถี่ ท่ีแท้จริงของสัญญาณอินพุต ความสามารถในการ
ประมาณค่าความถี่ของระบบท่ีน าเสนอก็จะลดลงเป็นอย่างมากด้วย 
อย่างไรตามจากการทดลองพบว่า หากก าหนดให้ L  มีค่ามากพอ 
ปัญหาดังกล่าวก็แทบจะไม่เกิดขึ้นเลย ส าหรับตัวกรองแถบผ่านท่ี
น ามาใช้น้ันมีรูปแบบดังสมการ 
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โดยท่ี 0

~
  คือค่าความถี่กลางท่ีจะถูกปรับ 10    ใช้ส าหรับ

ปรับค่าแบนด์วิดท์ของตัวกรองโดยท่ี   ยิ่งมาก แบนด์วิดท์จะยิ่ง
แคบ และ G  คือค่าคงที่ใช้เพื่อปรับอัตราขยาย ณ ความถี่กลางให้มี
ค่าเป็นหน่ึง ก าหนดให้ ky  คือสัญญาณเอาต์พุตของตัวกรองแถบ
ผ่านซ่ึงสามารถเขียนให้อยู่ในรูปแบบดังนี้ 
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โดยท่ี oks  คือองค์ประกอบของสัญญาณอันเน่ืองจากสัญญาณ ks  
ส่วน okv  คือองค์ประกอบของสัญญาณรบกวนอันเ น่ืองจาก
สัญญาณ kv  ค่าก าลังงานขององค์ประกอบท้ังสองท่ี 00
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โดยท่ีสัญลักษณ์ดอกจัน * แทนการสังยุคเชิงซ้อน ดังน้ันค่า SNR ท่ี
เอาต์พุตของตัวกรองแถบผ่านคือ 
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จากสมการท่ี (9) พบว่าท่ี 00

~
  ตัวกรองแถบผ่านสามารถ

ยกระดับค่า SNR ได้ )1/(2   เท่าของ SNR อินพุต ดังน้ันหาก
การประเมินค่าความถี่ในช่วง Lk   ท าได้อย่างถูกต้อง สัญญาณ 

ky ก็จะมีค่า SNR ตามสมการท่ี (9) ดังน้ันพบว่าถ้าก าหนดให้    
มีค่ามาก จะส่งผลให้ ySNR  มีค่าสูงตามไปด้วย ขั้นตอนต่อไปจะ

อาศัยแนวคิดการประมาณค่าความถี่แบบบล็อก [9] ท่ีใช้ประโยชน์
จากสัญญาณความต่างเฟส จากรูปเราได้สัญญาณความต่างเฟสชั่วครู่ 

ku  ดังนี้ 

 

k
j

okokokokkkk wAevvssdyu 



0*

1
*

1  (10) 

 
โดยท่ี kd  คือสัญญาณ ky  ท่ีถูกประวิงเวลาไปหน่ึงหน่วยและถูก
ท าสังยุค และ 
 

*
1 okokk vvw  (11) 

 
เป็นสัญญาณรบกวนเกาส์เซียนเชิงซ้อนแบนด์วิดท์จ ากัด (band 
limited complex Gaussian noise) มีค่าเฉลี่ยเป็นศูนย์และมีค่า
ความแปรปรวนหรือก าลังงานโดยประมาณเป็น 

 

4
2

2

2

1










 
 vow PP  

(12) 

 
ดังน้ันค่า SNR ของสัญญาณความต่างเฟส ku  คือ 
 

2

4
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(13) 

 
อน่ึง การได้มาซ่ึงสมการท่ี (10) ได้ตั้งอยู่บนสมมติฐานสองข้อคือ 1)  
ความถี่กลางของตัวกรองแถบผ่านมีค่าเท่ากับความถี่ของสัญญาณ
อินพุต 00

~
  ซ่ึงท าให้องค์ประกอบสัญญาณอินพุตกับเอาต์พุต

ของตัวกรองมีค่าเท่ากัน 2) องค์ประกอบ oks  กับ *
1okv  และ  

*
1oks  กับ okv  ไม่มีความสัมพันธ์กันทางสถิติ จึงสามารถละเลยได้ 

ขั้นตอนต่อไปเราจะแยกส่วนจริงกับจินตภาพของสัญญาณความต่าง
เฟส ku  ออกจากกันดังน้ี 
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rkkk wAuR  0
2 cos]Re[  (14) 

 

ikkk wAuI  0
2 sin]Im[  (15) 

 
เมื่อ Re[  ] กับ Im[  ] คือส่วนจริงและจินตภาพของจ านวนเชิงซ้อน 
ตามล าดับ และ ]Re[ krk ww   กับ ]Im[ kik ww   คือส่วนจริง
และจินตภาพของสัญญาณรบกวนเชิงซ้อนเกาส์เซียนแบนด์วิดท์
จ ากัด kw  ท่ีมีค่าเฉลี่ยเป็นศูนย์และความแปรปรวนเท่ากันเท่ากับ 

2/wP  เพื่อลดผลกระทบจากองค์ประกอบสัญญาณรบกวนใน
สมการท่ี (14) และ (15) และเนื่องจาก kR  กับ kI  เป็นค่าจริง เรา
จึงได้น าตัวกรองผ่านต่ าค่าจริง IIR อันดับหน่ึงหรือเรียกในชื่อเฉพาะ
ว่ากระบวนการ  AR(1) (Auto Regressive (AR) process) มาใช้ซ่ึง
มีรูปแบบดังน้ี 
 

1)1(1
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

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zF  (16) 

 
โดยท่ี 0< a <<1 เป็นค่าคงท่ีน้อยๆ ก าหนดให้ okR  กับ okI  คือ
เอาต์พุตของกระบวนการ AR(1) อันเ น่ืองจาก kR  กับ kI  
ตามล าดับ เราสามารถค านวณหาค่าความหนาแน่นสเปคตรัมก าลัง
งานของ okR  กับ okI  ได้ตามล าดับดังนี้ 
 

 

a

aP
A

dzzzFzF
j

P
FAS

w

w
R




 


22
cos

)(
2

1

2
)0(cos

0
24

112

0
24

  
(17) 

 

 

a

aP
A

dzzzFzF
j

P
FAS

w

w
I




 


22
sin

)(
2

1

2
)0(cos

0
24

112

0
24

  
(18) 

เมื่อ | )0(F | = 1 คือผลตอบสนองทางขนาดท่ีความถี่ศูนย์ของ 
AR(1) จากน้ันเมื่อรวมองค์ประกอบ okR  กับ okI  เข้าด้วยกันเรา
จะได้สัญญาณเชิงซ้อนกลับคืนมาคือ 
 

ok
j

okokk weAjIRz 
02  (19) 

 
เมื่อ okw  คือสัญญาณรบกวนเกาส์เซียนเชิงซ้อนแบนด์วิดท์จ ากัดท่ี
เอาต์พุตของกระบวนการ AR(1) อันเน่ืองจาก kw  ซ่ึงมีค่าเฉลี่ยเป็น
ศูนย์และก าลังงานเป็น  

wwo P
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สุดท้ายเราจะได้ค่า SNR ของสัญญาณ kz  ท่ีต้องการประมาณ
ค่าความถี่คือ 
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(21) 

 
จากสมการที่ (21) พบว่า เราสามารถเพิ่มค่า SNR ให้แก่ kz  ได้โดย
การปรับเพิ่มค่า   และปรับลดค่า a แม้ว่าค่า SNR อินพุตจะมีค่า
ต่ าก็ตาม ในกรณีพิเศษเมื่อก าหนดให้ 1  และ 0a  เราจะ
พบว่า zSNR  และเมื่ออาศัยแนวความคิดใน [8] เราสามารถ
ประมาณค่าสัญญาณ kz  ในสมการท่ี (19) ได้ว่า 
 

1SNR,
)(2 0 
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keAz  (22) 

 
โดยท่ี kn จะถูกมองว่าเป็นค่าสัญญาณรบกวนเฟส (phase noise) 
ของสัญญาณ kz  ท่ีมีค่าเฉลี่ยเป็นศูนย์และก าลังงานโดยประมาณ
เป็น [8] 
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(23) 

สุดท้ายเราจะประมาณค่าความถี่ของสัญญาณอินพุตจากสัญญาณ 

kz  โดยใช้ความสัมพันธ์ 
 

kkk nz  00 )arg(ˆ
 

 
(24) 

เมื่อ arg(  ) คือตัวค านวณเฟสของจ านวนเชิงซ้อนซ่ึงอาจใช้วิธีแทน
เจนท์ผกผัน (inverse tangent) หรือวิธีอื่น ๆ ก็ได้ (ดูรูปท่ี 1 
ประกอบ) และเนื่องจาก 0  เป็นค่าคงที่ ดังน้ันความแปรปรวนของ 

k0̂  จึงมีค่าเท่ากับความแปรปรวนของ kn  ดังน้ัน 
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(25) 

โดยท่ัวไปค่า MSE ของความถี่ท่ีประมาณได้จะอยู่ในรูปของ  
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22
ˆ

0

biasMSE
k




  แต่จากสมการท่ี (24) เราพบว่า 

bias = 0 ดังน้ัน  
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
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(26) 

จากสมการท่ี (26) พบว่าค่า MSE ของตัวประมาณท่ีน าเสนอไม่
ขึ้นกับความถี่ของสัญญาณอินพุต ดังน้ันหากเราพอท่ีจะประเมินค่า 
SNR อินพุตได้เราก็สามารถก าหนดค่า MSE ได้ตามต้องการด้วยการ
เลือกค่า   และ a  ท่ีเหมาะสมให้แก่ตัวประมาณ เพื่อยืนยันความ
ถูกต้องของทฤษฎี ท่ีได้กล่าวมา เราจะน าผลท่ีวิ เคราะห์ได้ ไป
เปรียบเทียบกับผลจ าลองการท างานด้วยโปรแกรมคอมพิวเตอร์ซ่ึงจะ
ได้กล่าวในหัวข้อถัดไป 

3. ผลจ าลองการท างาน 

ในหัวข้อน้ีได้จ าลองการท างานของระเบียบวิธี PBAA ท่ีน าเสนอ
เพื่อยืนยันความถูกต้องของผลท่ีได้จากวิเคราะห์ทางทฤษฎี โดยใน
เริ่มแรกเราจะดูผลกระทบของ   a   SNR และ 0  ท่ีมีต่อค่า 
MSE ของความถี่ที่ประมาณได้ในสมการท่ี (26) จากน้ันเราได้ท าการ
เปรียบเทียบสมรรถนะของระเบียบวิธี PBAA กับระเบียบวิธีบางแบบ
ในอดีตท่ีถูกน าเสนอมาก่อนหน้า 

3.1 ผลกระทบจาก   และ a  ต่อค่า MSE 

ในหัวข้อน้ีเราจะดูผลกระทบของ   และ a  ท่ีมีต่อค่า MSE 
ของความถี่ท่ีประมาณได้ โดยก าหนดตัวแปรให้แก่สัญญาณอินพุต
ดังน้ี SNR  0 dB และ 10 dB 1.00   )2,0[    ความ
ยาวสัญญาณเป็น 410 ตัวอย่าง 10L   ท่ีตัวกรองแถบผ่านได้ปรับ
ค่า ]98.0,1.0[  ท่ี AR(1) ได้ก าหนดให้ 310a และให้ตัว
ประมาณท างานซ้ าจ านวน 100 รอบ ในแต่ละรอบ สัญญาณแบบสุ่ม
เฟสจะถูกน าไปรวมกับสัญญาณรบกวนท่ีเป็นอิสระกันแต่มีค่าความ
แปรปรวนเท่ากัน สุดท้ายน าค่าความถี่ท่ีประมาณได้ในแต่ละรอบไป
ประเมินค่า MSE โดยใช้การเฉลี่ยแบบอองแซมเบิล (ensemble 
average) ส าหรับผลกระทบของ   ต่อ MSE แสดงดังรูปท่ี 2 จาก
รูปจะเห็นว่า เมื่อค่า   มีค่าเพ่ิมขึ้น จะส่งผลท าให้ค่า MSE ของตัว  

 
 

รูปท่ี 2 ผลกระทบจากค่า   ต่อค่า MSE ของตัวประมาณ PBAA ท่ี
ค่า SNR 0 dB และ 10 dB  

 

  
 

รูปท่ี 3 ผลกระทบจากค่า a  ต่อค่า MSE ของตัวประมาณ PBAA ท่ี
ค่า SNR 0 dB และ 10 dB 

 

 

 

 

ประมาณมีค่าลดลงอย่างมีนัย และยังสังเกตเห็นว่า ค่าท่ีวิเคราะห์ได้
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กับการจ าลองการท างานใกล้เคียงกันและเป็นไปในทิศทางเดียวกัน
โดยเฉพาะอย่างยิ่งท่ีค่า SNR ต่ า ผลการวิเคราะห์ก็ยังคงท านายผล
จ าลองการท างานได้ใกล้เคียงกัน น่ันหมายความว่า สมการท่ี (26) 
สามารถยอมรับได้ท้ังในกรณีท่ี SNR ต่ าและสูง ส่วนผลกระทบจาก a 
ต่อค่า MSE แสดงดังรูปท่ี 3 ซ่ึงการทดลองน้ีได้ท าการแปรค่า 

]10,10[ 24 a  ส่วน 8.0  ส่วนตัวแปรอื่นยังคงเดิม จากรูป
พบว่า เมื่อลดค่า a จะส่งผลให้ MSE มีค่าลดลงด้วย แม้ว่าในบาง
ช่วงค่าท่ีได้จากจ าลองการท างานอาจแตกต่างจากผลการวิเคราะห์
บ้างแต่ผลท้ังสองน้ันมีแนวโน้มไปในทิศทางเดียวกัน  
 
3.2 ผลกระทบของ SNR และ 0  ต่อ MSE 

ในหัวข้อน้ีเราจะดูผลกระทบของ SNR และ 0  ท่ีมีต่อค่า 
MSE ของตัวประมาณท่ีน าเสนอ โดยตัวแปรส่วนใหญ่ท่ีใช้ในการ
ทดลองมีค่าเหมือนกับการทดลองก่อนหน้า ผลการทดลองในรูปท่ี 4 
แสดงค่า MSE ต่อค่า SNR ในช่วง -5 dB ถึง 20 dB ท่ีค่า 8.0  
และ 310a  จากรูปเห็นว่าผลวิเคราะห์สามารถท านายผลจ าลอง
การท างานได้ค่อนข้างดีและพบว่าค่า MSE จะมีค่าลดลงเมื่อ SNR มี
ค่าเพิ่มสูงขึ้น ส่วนผลการทดลองในรูปท่ี 5 แสดงค่า MSE เทียบกับ
ความถี่อินพุต ซ่ึงพบว่าค่า MSE ไม่ขึ้นกับความถี่ ซ่ึงสอดคล้องกับผล
วิเคราะห์ในทางทฤษฎี 
 

 
 

รูปที่ 4 ค่า MSE ต่อค่า SNR อินพุตของตัวประมาณ PBAA ส าหรับ 
1.00   8.0  และ 310a   

 

 
รูปท่ี 5 ค่า MSE ต่อค่าความถี่อินพุตของตัวประมาณ PBAA ส าหรับ 

10SNR dB 8.0  310a  
 
3.3 ผลการประมาณค่าความถ่ี 

หัวข้อน้ีจะแสดงความสามารถในการประมาณค่าความถี่คงท่ีแต่
ไม่ทราบค่าของสัญญาณรูปคลื่นไซน์เชิง ซ้อนท่ีถูกรบกวนโดย
สัญญาณรบกวนขาวเกาส์เซียนเชิงซ้อนของระเบียบวิธีท่ีน าเสนอโดย
จะเปรียบเทียบกับระเบียบในอดีตท่ีสนใจซ่ึงถูกน าเสนอมาก่อนหน้า
อันประกอบด้วยระเบียบวิธี RA [3] MCPG [4] และ AT [7] 
ตามล าดับ เพื่อให้การเปรียบเทียบมีความยุติธรรม เราจะออกแบบ
การเปรียบเทียบเป็นสองแบบ แบบแรกจะพยายามปรับให้ทุก
ระเบียบวิธีลู่เข้าหาค าตอบท่ีเวลาเท่ากันหรือใกล้เคียงกันมากท่ีสุด 
จากนั้นจะดูค่า MSE ของแต่ละระบบ แบบท่ีสองจะพยายามปรับให้
ทุกระบบมีค่า MSE เท่ากันหรือใกล้เคียงกันมากท่ีสุดและจะดูเวลาท่ี
ใช้ในการลู่เข้าสู่ค าตอบ ระเบียบวิธีใดท่ีให้ค่า MSE ต่ าพร้อมท้ังใช้
เวลาในการค้นหาค าตอบน้อยจะถือว่าเป็นระบบท่ีดีท่ีสุด ระเบียบวิธี
ในอดีตท่ีเราให้ความสนใจท้ังสามน้ันใช้ตัวกรองความถี่แบบนอตช์
เชิง ซ้อนท างานร่วมกับระเบียบวิธีแบบปรับตัวได้  ( adaptive 
algorithm) ระเบียบวิธีท้ังสามจะมีตัวแปรท่ีส าคัญสองตัวคือ   
และ   ตัวแปรแรกจะเป็นตัวก าหนดแบนด์วิดท์ของตัวกรองนอตช์ 
(เป็นตัวแปรเดียวกับของตัวกรองแถบผ่านท่ีใช้ในระเบียบวิธี PBAA) 
ส่วนตัวแปรหลังจะท าหน้าท่ีควบคุมการใช้เวลาในการค้นหาค าตอบ
และควบคุมค่า MSE ให้ได้ค่าตามท่ีต้องการ ดังน้ันในการจ าลองการ
ท างานน้ันค่า   จึงถูกก าหนดให้มีค่าเท่ากับ 0.8 ตลอดการทดลอง
ส่วนค่า    
 

-5 0 5 10 15 20
-100

-90

-80

-70

-60

-50

-40

SNR (dB)

M
S

E
(d

B
)

 

 
Simulation

Analysis (26)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
-100

-90

-80

-70

-60

-50


0
/

M
S

E
 (

d
B

)

 

 
Simulation

Analysis (26)



52                                                                                                       ENGINEERING TRANSACTIONS, VOL. 20, NO.1 (42) JAN-JUN 2017 

 

 
รูปที่ 6 เปรียบเทียบการใช้เวลาในการค้นหาค าตอบของระเบียบวิธี
ต่าง ๆ ท่ีให้ค่า MSE เท่ากันส าหรับ 10SNR dB 1.00   

8.0  310a
5105.2 RA 5101 MCPG

4102 AT และท าซ  า 100 รอบ 

 
 

รูปที่ 7 เปรียบเทียบค่า MSE ของระเบียบวิธีต่าง ๆ เมื่อใช้เวลา
ค้ น ห า ค า ต อ บ เ ท่ า กั น ส า ห รั บ 10SNR dB 1.00   

8.0  310a
5105.2 RA 5101 MCPG

4102 AT และท าซ  า 100 รอบ 
 
ของแต่ละระเบียบวิธีจะถูกปรับอย่างอิสระกันเพื่อให้ได้ค่า MSE และ
อัตราลู่เข้าของระเบียบวิธีต่าง ๆ มีค่าเท่ากัน ผลการเปรียบเทียบใน
รูปท่ี 6 พบว่า ท่ีค่า MSE เท่ากัน ระเบียบวิธีท่ีน าเสนอ PBAA  ใช้
เวลาในการค้นหาค าตอบน้อยกว่าระเบียบวิธีท่ีน ามาเปรียบเทียบ 
ระเบียบวิธี MCPG ลู่เข้าช้าท่ีสุด ส่วน RA จะลู่เข้าเร็วกว่า AT ผล

การเปรียบเทียบน้ีแสดงให้เห็นว่า PBAA มีสมรรถนะในด้านการลู่เข้า
ท่ีเหนือกว่าระเบียบวิธี ท่ีถูกน ามาเปรียบเทียบ ส าหรับผลการ
เปรียบเทียบในรูปท่ี 7 เราพบว่า ท่ีอัตราการลู่เข้าเท่ากัน ระเบียบวิธี 
PBAA จะให้ค่า MSE ต่ าสุด ระเบียบวิธี MCPG จะให้ค่า MSE สูงสุด
ส่วน RA กับ AT จะให้ค่า MSE ใกล้เคียงกัน ดังน้ันระเบียบวิธีท่ี
น าเสนอจึงมีสมรรถนะท่ีดีกว่าระเบียบวิธีท่ีน ามาเปรียบเทียบท้ังสาม
แบบ สุดท้ายในรูปท่ี 8 แสดงความสามารถในการประมาณ
ค่าความถี่ 0  ในช่วง 0 ถึง   ของระเบียบวิธีท่ีน าเสนอ PBAA 
โดยก าหนดให้ ]8.0,6.0,4.0,2.0[0   SNR = 0 dB 

8.0  310a  และ 10L  จากรูปจะพบว่าระเบียบวิธีท่ี
น าเสนอสามารถค้นหาค่าความถี่ได้เร็วเกือบเท่ากันทุกความถี่ ท่ี
ก าหนดไว ้
 

 
รูปที่ 8 ความสามารถในการประมาณค่าความถี่คงท่ีของระเบียบวีธี 
PBAA ท่ีค่า SNR = 0 dB L=10 8.0  310a  
 
4 สรุป 

บทความน้ีได้น าเสนอระเบียบวิธีการประมาณค่าความถี่ท่ีอยู่บน
หลักการของเฟส จากการท่ีได้น าตัวกรองแถบผ่านและตัวกรองผ่าน
ต่ ามาใช้ระบบ ท าให้ค่า SNR ของสัญญาณท่ีต้องการประมาณ
ค่าความถี่ถูกยกระดับ ซ่ึงได้ส่งผลให้ผลการประมาณค่าความถี่มี
ความเท่ียงตรงสูงขึ้น นอกจากน้ี ระเบียบวีธีท่ีน าเสนอยังสามารถ
ค้นหาค าตอบได้อย่างรวดเร็วอีกด้วย อน่ึง ค่าคลาดเคลื่อนระหว่าง
ผลทางทฤษฎีและผลจ าลองการท างานท่ีพบในรูปท่ี 2 ถึง 5 น้ันเกิด
จากการตั้งสมมติฐานต่าง ๆ ท่ีได้กล่าวมาก่อนหน้า ซ่ึงหากไม่
ตั้งสมมติฐานดังกล่าว การวิเคราะห์ก็จะไม่สามารถด าเนินการต่อไป
ได้ อย่างไรก็ตาม การค้นหาวิธีวิเคราะห์และการค้นหาสมมติฐานใหม่
ยังคงเป็นหัวข้อวิจัยท่ีท้าทาย และจะน าเสนอในอนาคตต่อไป ท้ังน้ี
เพื่อให้ได้ผลการวิเคราะห์ที่สอดคล้องกับผลการทดลองมากที่สุด 
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