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บททัดย่อ 

บทความนี้น าเสนอระเบียบวิธีปรับตัวได้ส าหรับการประมาณ
ค่าความถ่ีของสัญญาณรูปคลื่นไซน์เชิงซ้อนในสัญญาณรบกวน
ขาวเกาส์เซียนแบบบวกเชิงซ้อน วิธีท่ีน าเสนอได้ใช้สัญญาณ
ความต่างเฟสเป็นเกณฑ์ในการปรับหาความถ่ีของสัญญาณอินพุต 
งานชิ้นนี้ยังได้วิเคราะห์หาค่าไบอัสและค่าผิดพลาดก าลังสองเฉลี่ย
ไว้ในรูปสูตรส าเร็จไว้ด้วย ผลจ าลองการท างานสามารถยืนยันถึง
สมรรถนะของวิธีท่ีน าเสนอ 
 

ค าส าคัญ: การประมาณค่าความถี่, ระเบียบวิธีปรับตัวได้ 
 
ABSTRACT 

This paper presents an adaptive algorithm for 

estimating an unknown frequency of a complex 

sinusoidal signal corrupted by a complex additive white 

Gaussian noise. The proposed method utilizes the 

different phase signal to be a criterion of adapting and 

finding the input frequency. Moreover, performance 

analysis of the proposed algorithm in terms of bias and 

mean square error (MSE) is investigated. Computer 

simulations can assert the performance of the proposed 

method.  
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1. บทน า 

การประมาณค่าพารามิเตอร์ของสัญญาณรูปคลื่นไซน์มีบทบาท
ส าคัญในงานประยุกต์ด้านการประมวลผลสัญญาณดิจิทัลเช่น      
อคุสติก อิเล็คโตรแมกเนติก วิศวกรรมชีวการแพทย์ วิศวกรรม
ควบคุม เรดาร์ โซนา ระบบสื่อสารดิจิทัล ระบบไฟฟ้าก าลัง และอื่นๆ 
[1] วิธีที่ เหมาะ (optimum method) ซึ่งเป็นที่รู้จักกันดีคือตัว
ประมาณแบบ maximum likelihood estimator (MLE) [2] ซึ่งให้
ค่าความแปรปรวนของความถี่ที่ประมาณได้เข้าใกล้ค่าขอบล่างของ
คราเมอร์-ราโอ (Cramer-Rao lower bound) ที่ค่าอัตราส่วนก าลัง
งานของสัญญาณต่อสัญญาณรบกวน (signal to noise ratio: SNR) 
มีค่ามากพอ แต่เน่ืองจาก MLE ต้องใช้ FFT ในการสร้าง จึงมีความ
ซับซ้อนในการค านวณมากซึ่งไม่เหมาะกับงานประยุกต์บางประเภท 
ด้วยเหตุน้ีระเบียบวิธีที่อยู่บนพื้นฐานของเฟสจึงได้ถูกเสนอ [3]-[4] 
ซึ่งมีความซับซ้อนในการค านวณต่ ากว่าแต่ให้สมรรถนะที่ด้อยกว่า 
MLE นอกจากวิธีที่ได้กล่าวถึงแล้วยังมีวิธีอื่น ๆ อีกมากมายที่ถูก
น าเสนอซึ่งไม่อาจกล่าวได้ถ้วนในบทความน้ี หลักการประมาณค่าใน 
[2]-[4] ต้องอาศัยการประมวลผลแบบแบตช์ (batch processing) 
โดยการประมวลผลจะเริ่มขึ้นภายหลังจากการเก็บค่าตัวอย่าง 
(samples) ของสัญญาณที่ ต้องการมา ได้จ านวนหน่ึง ด้วยกับ
หลักการดังกล่าว ยังท าให้ระเบียบวิธีใน [2] - [4] ยังมีความซับซ้อน
อยู่ เพื่อลดความซับซ้อนน้ี หลักการประมาณค่าในแบบ ตัวอย่าง -
ต่อ-ตัวอย่าง (sample-by-sample operation) จึงถูกน าเสนอเช่น 
เฟสล็อกลูป (phase locked loop: PLL) [5] และระเบียบวิธีแบบ
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ปรับตัวบนพื้นฐานของการท านายเชิงเส้นหรือเรียกในชื่อเฉพาะว่า 
complex direct frequency estimation: CDFE [6] นอกจากน้ี 
เทคนิคการประมาณค่าแบบ ตัวอย่าง-ต่อ-ตัวอย่าง ยังสามารถใช้ได้
กับสัญญาณสุ่มแบบไม่นิ่ง (nonstationary) ได้ด้วย 

บทความน้ีน าเสนอระเบียบวิธีแบบปรับตัวอย่างง่ายส าหรับการ
ประมาณค่าความถี่ในแบบ ตัวอย่าง-ต่อ-ตัวอย่าง ระเบียบวิธีที่
น าเสนอจะมีความคล้ายคลึงและมีสมรรถนะเทียบเท่ากับระเบียบวิธี 
CDFE แต่รูปสมการและการวิเคราะห์สมรรถนะท าได้ง่ายกว่า และ
แม้ว่าระเบียบวิธีที่น าเสนอน้ีได้มีการกล่าวถึงใน [7] แต่เป็นการกล่าว
ในลักษณะพาดพิงเท่าน้ันและเมื่อได้ท าการสืบค้นวรรณกรรมก็ยังไม่
พบว่ามันถูกน าเสนอมาก่อนหน้า  

 
2.  ระเบียบวิธีการที่น าเสนอ 

ระเบียบวิธีที่น าเสนอแสดงดังรูปที่ 1 โดยก าหนดให้สัญญาณ
อินพุตมีค่าดังสมการ 
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คือสัญญาณรูปคลื่นไซน์เชิงซ้อน เมื่อ 0A  และ  00  
คือแอมปลิจูดและความถี่ของสัญญาณตามล าดับ ซึ่งจะสมมติว่าเป็น

ค่าคงที่ไม่ทราบค่า ส่วน  20  คือเฟสจะสมมติว่าเป็นตัวแปร
สุ่มแบบสม่ าเสมอ L  คือความยาวสัญญาณ และ ikrkk jnnn   

คือสัญญาณกวนขาวเกาส์เซียนแบบบวกเชิงซ้อนที่มีค่าเฉลี่ยเป็นศูนย์

และมีค ว ามแปรปรวนเท่ า กั บ  2  ส่ วน  rkn  และ  ikn คื อ
กระบวนการค่าจริง (real processes) ที่เป็นอิสระกัน มีค่าเฉลี่ยเป็น

ศูนย์และมีความแปรปรวนเท่ากันเป็น 2/2  อัตราส่วนก าลังงาน

ของสัญญาณต่อสัญญาณรบกวนจะมีค่าเป็น SNR = 22 /A  ก่อนที่
จะกล่าวถึงระเบียบวิธีประมาณค่าความถี่ 0  ที่น าเสนอ เราจะ
พิจารณาระเบียบวิธีปรับความถี่ทั่วไปดังสมการ 
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เมื่อ   k0  คือตัวแปรความถี่ที่ถูกปรับ 0  คือขั้นการปรับ 

kk   0  ค่าความถี่คลาดเคลื่อนจากการประมาณชั่วขณะ และ 
)( kkf   คือฟังก์ชันค่าจริงชั่วขณะมีค่าขึ้นกับค่าความถี่คลาดเคลื่อน 

k  เพ่ือให้ตัวแปรความถี่ k  ลู่เข้าหาทุกค่าของ 0  เราต้องการ
เง่ือนไขดังต่อไปนี้ 
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โดยที่ ][E  คือตัวหาค่าคาดหวังทางสถิติ เพื่อค้นหาฟังก์ชัน )( kf   
ที่ให้เง่ือนไขตามสมการที่ (4) เราจะพิจารณาความสัมพันธ์ต่อไปนี้ 
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รูปท่ี 1 โครงสร้างของระเบียบวิธีที่น าเสนอ 
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โดยที่ Im{  } คือค่าจินตภาพของจ านวนเชิงซ้อน และดอกจันทร์ (*) 
คือการสังยุคเชิงซ้อน เมื่อแทนค่าในสมการที่ (1) ลงในสมการที่ (5) 
และต้ังสมมติฐานว่า องค์ประกอบของสัญญาณและองค์ประกอบ
ของสัญญาณรบกวนเป็นอิสระกันทางสถิติจะได้ 
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จากสมการที่ (6) เราพบว่าพจน์ 0][ *
1 



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kk ennE
 ทั้งน้ีเพราะ

สัญญาณรบกวน kn  
*

1kn  และ kj
e
 ไม่มีความสัมพันธ์กัน ซึ่ง

ความจริงในสมการที่ (6) สามารถยืนยันได้จากผลจ าลองด้วย
คอมพิวเตอร์ดังแสดงในรูปที่ 2 ซึ่งเป็นเป็นการเปรียบเทียบกราฟ
ของฟังก์ชัน )( kf  ต่อค่า k  ในสมการที่ (6) กับผลที่ได้จากการ
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จ าลองการท างานที่ SNR = 0 dB 1A  และ 2/0   จากรูป
พบว่าฟังก์ชัน )( kf  มีค่าเป็นไปตามเงื่อนไขตามสมการที่ (4) และ
ผลการวิเคราะห์สามารถท านายผลจ าลองการท างานได้อย่างถูกต้อง 
ดังน้ันจึงสามารถน า )( kf   มาใช้เป็นเกณฑ์ในการปรับค่า k  ใน
สมการที่ (3) ได้ แต่เน่ืองจากในทางปฏิบัติเราไม่สามารถหาค่า 

)( kf  ที่แท้จริงมาใช้ได้จึงต้องอาศัยการประมาณค่า ทางเลือกหน่ึง
ที่สามารถท าได้คือการใช้ค่าชั่วขณะของ )( kf   แทน คือ )( kkf   
ดังน้ี 
 

 kj
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แทนค่าในสมการที่ (7) ลงในสมการที่ (3) เราจะได้ระเบียบวิธี
ส าหรับประมาณค่าความถี่ที่น าเสนอดังน้ี 
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ระเบียบวิธีที่น าเสนอในสมการที่ (8) น้ีคล้ายคลึงและมีสมรรถนะ
เทียบเท่ากับระเบียบวิธี CDFE ที่ถูกพัฒนาบนพื้นฐานของการ
ท านายเชิงเส้น อย่างไรก็ตามการวิเคราะห์หาค่า MSE ของ CDFE 
น้ันต้องใช้เทคนิคที่ค่อนข้างซับซ้อนมากกว่าเมื่อเทียบกับระเบียบวิธี
ที่น าเสนอในบทความน้ีซึ่งใช้สมมติฐานง่าย ๆ ในการวิเคราะห์ ซึ่งจะ
กล่าวดังต่อไปน้ี ในขั้นแรกจะท าการคูณสมการที่ (8) ทั้งสองด้าน
ด้วย -1 จากน้ันน า 0 ไปบวกทั้งสองข้างและหาค่าเฉลี่ยจะได้ 
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หากระเบียบวิธีมีความเสถียรและลู่เข้าหาค าตอบ เมื่อเข้าสู่สถานะ
อยู่ตัวเราจะพบว่า 0k  ดังน้ันจะสามารถประมาณได้ว่าพจน์ 

kk  )sin(  จากน้ันแทนลงในสมการที่ (9) จะได้ 
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เราจะเรียกค่า ][ kE  ว่า ไบอัส ของการประมาณค่า สมการที่ (10) 
เป็นสมการผลต่างอันดับหน่ึงที่ไม่มีอินพุต โดยสมการจะเสถียรเมื่อ 

11 2  A  ภายใต้เงื่อนไขน้ี สมการจะมีผลตอบสนองเพียงส่วน

เดียว คือ ผลตอบสนองธรรมชาติ ซึ่งเมื่อค านวณโดยสมมติค่าเริ่มต้น
เป็น 1  จะได้ค าตอบคือ 
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0)1( 2  A  ดังน้ันระเบียบวิธีที่น าเสนอจึงเป็นตัวประมาณที่ไร้
ไบอัส (unbiased estimator) เน่ืองจาก   เป็นตัวแปรไม่ทราบค่า 
ดังน้ันเง่ือนไขที่ท าให้ระเบียบวิธีในสมการที่ (8) เสถียรในมุมมองของ
ค่าเฉลี่ย (mean sense) คือ 
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กลับไปพิจารณาสมการที่ (7) เมื่อแทนค่าในสมการที่ (1) ลงไปจะ
สามารถเขียนได้อีกรูปแบบหน่ึงคือ 
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อย่างช้า ๆ มีค่าเฉลี่ยเป็นศูนย์และความแปรปรวนเป็น 2

v  ส่วน 

rkv  กับ ikv  คือกระบวนการค่าจริงที่เป็นอิสระกันและมีความ
แปรปรวนเท่ากันเป็น 2/2
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บนสมมติฐานความเป็นเกาส์ เซียนของ kv  เราจะใช้ทฤษฎี 
Gaussian moment-factoring theorem [8] ต่อสมการที่ (14) จะ
ได้ 
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   (15) 

 

ดังน้ันกระบวนการ ikv  จะมีค่าความแปรปรวนเป็น 2/4  ต่อไป
จะศึกษาค่าคลาดเคลื่อนยกก าลังสองเฉลี่ย MSE ของตัวประมาณ 
โดยจะเริ่มต้นด้วยการเขียนสมการที่ (8) ในรูปค่าคลาดเคลื่อนของ
การประมาณค่าดังน้ี 
 

 ikkkk vA  )sin(2
1      (16) 

 
จากน้ันยกก าลังสองทั้งสองข้างและจัดรูปจะได้ 
 

  2224222
1 21 ikkk vAA       (17) 

 
สมการที่ (18) ได้ใช้สมมติฐานเช่นเดียวกับสมการที่ (10) และมี
สมมติฐานเพ่ิมเติมคือ k  กับ ikv  ไม่มีความสัมพันธ์กัน จากน้ันหา
ค่าเฉลี่ยและสมมติให้ ][][][ 222

1 
  EEE kkkk

 สุดท้าย
จัดรูปจะได้ 
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
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(18) 

 
สมการที่ (18) คือค่า MSE ของตัวประมาณที่น าเสนอซึ่งพบว่าแปร

ผันตรงกับค่า   และ 2  โดยแปรผกผันกับ 2A สมการน้ีจะ
ยอมรับได้ก็เฉพาะในกรณี   น้อยหรือในกรณีที่ระเบียบวิธีมีการ

ปรับตัวอย่างช้า ๆ เท่าน้ัน ซึ่งจะได้เห็นจากผลการทดลองในหัวข้อ
ถัดไป 

 
 

3. ผลจ าลองการท างาน 

หัวข้อน้ีจะท าการจ าลองการท างานระเบียบวิธีที่น าเสนอด้วย
โปรแกรมคอมพิวเตอร์ โดยเราจะแบ่งการทดลองออกเป็นหัวข้อดังน้ี 
 
3.1 การประมาณค่าความถ่ี 

ก าหนดตัวแปรให้แก่สัญญาณอินพุตที่ต้องการประมาณค่าดังน้ี 
1A  8.00  10/   SNR = 0 dB ความยาวสัญญาณ 

410L  และค่าเริ่มต้นการปรับ 00   ผลการประมาณค่าความถี่
แสดงดังรูปที่ 3 จากรูปจะเห็นว่าระเบียบที่น าเสนอกับระเบียบวิธี 
CDFE จะมีสมรรถนะที่เทียบเท่ากัน โดยสามารถประมาณค่าความถี่
ได้อย่างถูกต้อง 
 
3.2 ค่า MSE ท่ีสถานะอยู่ตัว 

เพื่อที่จะดูผลกระทบจาก SNR   และ 0  ที่มีต่อค่า MSE 
ของระเบียบวิธีที่น าเสนอเราจะก าหนดการทดลองดังน้ี หากเรา
ต้องการดูผลกระทบจาก SNR เราจะปรับค่า SNR ส่วนตัวแปรอื่น
ก าหนดเป็นค่าคงที่ และในท านองเดียวกันกับตัวแปรอื่นด้วย 
นอกจากน้ีเราจะก าหนดให้ระบบท างานซ้ า N  100 รอบ โดยใน
แต่ละรอบสัญญาณไซน์เชิงซ้อนแบบสุ่มเฟสจะถูกน าไปรวมกับ
สัญญาณรบกวนขาวเกาส์เซียนที่เป็นอิสระกันแต่มีความแปรปรวน
เท่ากัน และก าหนดให้ L  มีค่ามากพอที่จะมั่นใจได้ว่าระบบเข้าสู่
สถานะอยู่ตัวแล้ว จากน้ันจะน าค่าความถี่ที่ Lk   ของแต่ละรอบไป
ประมาณค่า MSE โดยการเฉลี่ยแบบอองเซมเบิล (ensemble 
average) ผลการทดลองแสดงดังรูปที่ 4 ถึง 6 จากรูปพบว่าผลการ
วิเคราะห์สามารถท านายผลจ าลองการท างานได้อย่างถูกต้อง ผล
วิเคราะห์ของวิธีที่น าเสนอจะแตกต่างจากผลวิเคราะห์ของ CDFE 
เพียงเล็กน้อยเท่าน้ัน จากรูปที่ 4 พบว่า MSE จะน้อยลงหากค่า SNR 
มีค่ามากขึ้น ส่วนในรูปที่ 5 พบว่า MSE จะเพิ่มหากค่า   มีค่ามาก
ขึ้นและพบว่าผลวิเคราะห์ไม่สามารถท านายผลจ าลองการท างานได้
เมื่อ   มีค่ามากซึ่งสอดคล้องกับสมมติฐานที่ใช้ในการวิเคราะห์ 
ส่วนในรูปที่ 6 ยืนยันว่า MSE ที่ทุกความถี่ส าหรับค่า SNR และ   
ใด ๆ น้ันมีค่าเท่ากัน  
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รูปท่ี 3 ผลการประมาณค่าความถี ่

 
 

รูปท่ี 4 ค่า MSE เทียบกับ SNR ส าหรับ 5.00   และ 310  

 

 
 

รูปท่ี 5 ค่า MSE เทียบกับ   ส าหรับ 5.00   และ SNR =     
0 dB 

 
รูปท่ี 6 ค่า MSE เทียบกับ 0  ส าหรับ 310   และ     SNR = 
0 dB 
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4 สรุป 

บทความน้ีได้น าเสนอระเบียบวิธีแบบปรับตัวส าหรับการ
ประมาณค่าความถี่ของสัญญาณไซน์เชิงซ้อนความถีเ่ดียว ข้อเด่นของ
วิธีน้ีคือเรียบง่ายและค านวณต่ า ถูกออกแบบให้ท างานที่เวลาจริง
แบบ ตัวอย่าง-ต่อ-ตัวอย่าง นอกจากน้ียังได้น าเสนอผลการวิเคราะห์
สมรรถนะในรูปสูตรส าเร็จของค่าพารามิเตอร์ที่ส าคัญคือ MSE ไว้
ด้วย ซึ่งจากการทดลองพบว่าผลวิเคราะห์สามารถท านายผลจ าลอง
การท างานได้อย่างแม่นย าถ้าหากว่าค่า   มีค่าไม่มากเกินไปทั้งน้ี
เพราะเมื่อ   มีค่ามากเกินไปน้ัน สมมติฐานของแบบจ าลองที่ใช้ใน
การเคราะห์แบบเชิงเส้นและไม่แปรตามเวลาจะไม่สามารถใช้ได้ จึง
ท าให้ผลการวิเคราะห์ไม่สอดคล้องกับผลจ าลองการท างาน ดังน้ัน 
การค้นหาแบบจ าลองใหม่เพ่ือท านายสมรรถนะระเบียบวิธีที่น าเสนอ
ที่ครอบคลุมทุก ๆ ค่าของตัวแปรในระบบยังเป็นงานวิจัยที่น่าสนใจ
และท้าทายซึ่งจะได้ศึกษาในอนาคตต่อไป 
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