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บทคัดย่อ 

บทความนี้ได้น าเสนอตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-
สไปลน์โดยใช้อัลกอริธึมก าลังสองเฉลี่ยน้อยที่สุด โดยน าเสนอ
คุณสมบัติทั่วไปและโครงสร้างของตัวกรองแบบปรับตัวได้ด้วย
อัลกอริธึมที่ให้สัมประสิทธ์ของตัวกรองลู่เข้าได้โดยอธิบายถึง
พื้นฐานที่เกี่ยวข้องกับตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-
สไปลน์ และการออกแบบอัลกอริธึมก าลังสอง เฉลี่ยน้อยที่สุด
ส าหรับตัวกรองที่เป็นเชิงเส้นปรับตัวได้ ผลที่ได้จากทดสอบโดย
การจ าลองการท างาน ได้แสดงให้เห็นว่า ตัวกรองปรับตัวได้แบบ
แฮมเมอร์สไตน์-สไปลน์นี้สามารถน าอัลกอริธึมค่าเฉลี่ยก าลังสอง
น้อยที่สุดมาประยุกต์เพื่อหาการลู่เข้าของการท างานของตัวกรอง
ได้ ซึ่งสามารถปรับตัวแล้วลู่เข้าสู่ค่าคงที่ได้เมื่อท าการเปรียบเทียบ
ข้อผิดพลาดของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-สไปลน์
ด้วยอัลกอริธึมก าลังสองน้อยที่สุด พบว่า ตัวกรองปรับตัวได้แบบ
แฮมเมอร์สไตน์-สไปลน์ด้วยอัลกอริธึมก าลังสองเฉลี่ยน้อยที่สุดจะ

มีอัตราการผิดพลาดลู่เข้าสู่สภาวะคงตัวได้รวดเร็ว  

ค าส าคัญ: ตัวกรองปรับตัวได้ ฟังก์ชันแฮมเมอร์สไตน์-สไปลน์ 
อัลกอริธึมก าลังสองน้อยท่ีสุด 
 

ABSTRACT 

This paper presents the Hammerstein-spline 

adaptive filtering based on least mean square 

algorithm. The properties and structure of proposed 

Hammerstein-spline adaptive filtering is considered 

with the conventional least mean square algorithm, 

which can converge to optimum values. The basic 

theory of Hammerstein-spline adaptive filtering based 

on adaptive least mean square algorithm is presented. 

Experimental results depict that the proposed 

Hammerstein-spline adaptive filtering based on 

adaptive least mean square algorithm can reduce the 

estimated error rate of proposed Hammerstein-spline 

adaptive filtering based on adaptive least mean square 

algorithm. 

Keywords: Adaptive filtering, Hammerstein-Spline 

function, Least mean square algorithm (LMS)  
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รูปท่ี 1 สถาปัตยกรรมของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-สไปลน์ [2] 

 

1. บทน า 

ปัจจุบันมีการประยุกต์ตัวกรองปรับตัวได้ชนิดไม่เป็นเชิงเส้น 
(nonlinear adaptive filtering) มาใช้งานในทางการประมวลผล
สัญญาณ ส าหรับตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-สไปลน์ 
(Hammerstein spline adaptive filtering: HSAF) [1], [2] ซ่ึง
จัดเป็นตัวกรองปรับตัวได้ชนิดไม่เป็นเชิงเส้นประเภทหน่ึงท่ีมีการ
น ามาใช้ในงานทางด้านวิศวกรรม ได้แก่ การจ าแนกระบบชนิดไม่
เป็นเชิงเส้น (nonlinear system identification) การป้องกัน
สภาพแวดล้อมท่ีมีสัญญาณรบกวนแบบอิมพัลส์ (impulsive noise 
environment) [3] เป็นต้น 

โครงสร้างของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์ - สไปลน์ 
[2] ประกอบด้วยสองส่วนหลักต่อกันแบบแคสเคด (cascade 
topology) โดย ส่วนแรกเป็นตัวกรองปรับตัวได้ชนิดไม่เป็นเชิงเส้น 
(nonlinear adaptive filtering) ท่ีมีการน าตารางปรับตัวได้ 
(adaptive Lookup table : adaptive LUT) มาใช้ในการปรับ
สัมประสิทธิ์ของเวกเตอร์ควบคุมท่ีมีการก าหนดช่วงด้วยฟังก์ชันส
ไปลน์ (spline interpolation) ต่อกับส่วนท่ีสองเป็นตัวกรอง
ปรับตัวได้ท่ีมีผลตอบสนองอิมพัลส์จ ากัดชนิดเชิงเส้น (adaptive 
linear finite impulse response filtering) โดยมีการน าเงื่อนไข
ในการอัปเดตสัมประสิทธิ์ของตัวกรองท่ีเหมาะสม (optimization 
scheme) ในการท างาน 

ต่อมา พบว่ามีงานวิจัยได้น าเสนออัลกอริธึมท่ีใช้ส าหรับปรับค่า
สัมประสิทธิ์ของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-สไปลน์โดย
งานวิจัยต่าง ๆ ได้สนใจวิเคราะห์ปัญหาของระบบทางปฏิบัติ [3] - 
[5] ได้แก่ การก าจัดเสียงสะท้อนชนิดไม่เป็นเชิงเส้น (nonlinear 
acoustic echo-cancellation) [4] และระบบสื่อสารแบบสองทาง 
(full-duplex communication) ท่ีความถี่ 2.4 GHz [5] เป็นต้น  

ส าหรับฟังก์ชันแฮมเมอร์สไตน์ (Hammerstein function) 
พบว่ามีการน าไปประยุกต์ใช้งานท่ีซับซ้อน ตัวอย่างเช่น บทความ 
[6] มีการน าตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์ (adaptive 
Hammerstein filtering) ไปใช้กับระบบท่ีเป็นตัวแปรเชิงซ้อน 
(complex variables) ซ่ึงผลท่ีได้พบว่า มีความทนทาน (robust) 
ต่อชนิดข้อมูลท่ีผิดปกติ (outlier) ได้ในสภาพแวดล้อมท่ีมีสัญญาณ
รบกวนแบบอิมพัลส์  

วัตถุประสงค์ของบทความน้ีจะน าเสนอทฤษฎีพื้นฐานและ
สถาปัตยกรรมเกี่ยวกับตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์ -
สไปลน์ รวมถึงฟังก์ชันต้นทุน (cost function) ท่ีใช้และการน าวิธีส
โตแคสติก - เกรเดียนต์ (stochastic gradient method) มาใช้เป็น
เงื่อนไขในการหาจุดเหมาะสม (optimization scheme) โดยใช้
อัลกอริธึมก าลังสองเฉลี่ยน้อยท่ีสุด (least mean square 
algorithm)  
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2. ตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์ - สไปลน์ 

สถาปัตยกรรมของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-
สไปลน์ ซ่ึง ประกอบด้วยบล็อกโครงสร้าง 2 ส่วน ดังแสดงในรูปท่ี 1 
ได้แก่  

1) บล็อกโครงสร้างท่ีไม่เป็นเชิงเส้น (nonlinear structure) ซ่ึง
จะเป็นโครงสร้างแบบตาราง LUT (adaptive Lookup Table: 
LUT) โดยมีการใช้ฟังก์ชันสไปลน์ (spline function) ส าหรับการ
แบ่งช่วงแบบสไปลน์ (spline interpolation) ส าหรับสัมประสิทธิ์ 
     

2) บล็อกโครงสร้างท่ีเป็นเชิงเส้น (linear structure) จะเป็น
โครงสร้างเชิงเส้นชนิดผลตอบสนองอิมพัลส์จ ากัด ท่ีปรับตัวได้ 
(Adaptive linear finite impulse response: FIR) ส าหรับ
สัมประสิทธิ์    

จากรูปท่ี 1 พบว่าท่ีเอาท์พุทของของตัวกรองแบบปรับตัวได้เมื่อ
พิจารณาท่ีสัญญาณค่าผิดพลาด (error signal)    น้ัน ตัวกรอง
แบบปรับตัวได้แบบ FIR จะแสดงความสัมพันธ์ได้เป็น 

 
                                                                        (1) 

 
เมื่อ    เป็นสัญญาณที่ต้องการและ    เป็นสัญญาณเอาท์พุท  
 
     

                                                                    (2) 

 

เมื่อ    เป็นเวกเตอร์สัมประสิทธิ์ของตัวกรอง FIR และ    เป็น
เวกเตอร์สัญญาณอินพุทท่ีขาเข้าของบล็อก LUT พบว่าสัญญาณ    
ซ่ึงเป็นเอาท์พุทของบล็อก LUT จะเป็นผลรวมแบบไม่เป็นเชิงเส้น
ของสัมประสิทธิ์ตัวกรองกับสัญญาณอินพุท    จะได้ 

     
                                                                     (3) 

   [  
    

      ]
                                                (4) 

เมื่อก าหนดตัวแปร   และดัชนี   ดังน้ี 

   
  

  
 [

  

  
]                                                              (5) 

  [
  

  
]  

   

 
                                                              (6) 

             

เมื่อ    เป็น ค่าระหว่าง      สองค่าติดกัน และ   เป็นจ านวน
ของ      ท่ีใช้และ ⌊ ⌋ เป็นตัวด าเนินการแบบฟลอร์ (floor 
operator) ส่วน   เป็นเมตริกซ์พื้นฐานแบบสไปลน์ (spline basis 
matrix) [2] โดย    เป็นค่าพิกัดระหว่างจุดสองจุดโดยมีเวกเตอร์
สัมประสิทธิ ์ของตัวกรองท่ีไม่เป็นเชิงเส้น       

ฟังก์ชันต้นทุน (cost function) ท่ีใช้ส าหรับออกแบบเวกเตอร์
สัมประสิทธิ์      และเวกเตอร์สัมประสิทธิ์    ด้วยใชอ้ัลกอริธึม
ค่าเฉลี่ยก าลังสองน้อยท่ีสุด (least mean square algorithm: 
LMS) ซ่ึงเป็นอัลกอริธึมพื้นฐานส าหรับตัวกรองปรับตัวได้ ดังต่อไปน้ี 
[2] 

 (        )       
{
 

 
|  |

 }                                     (7) 

  เมื่อก าหนดค่าความผิดพลาด    หาได้จาก    

                  
                                       (8) 

ก าหนดการอัปเดตเวกเตอร์สัมประสิทธิ์ของตัวกรอง      โดย
ใช้เกรเดียนด์ของฟังก์ชันต้นทุนท่ีก าหนดในสมการท่ี (7) จะได้ 

             
 

           

     
                                         (9) 

เมื่อ  (       ) ในสมการท่ี (7) แล้วท าการหาอนุพันธ์เทียบกับ 
เวกเตอร์สัมประสิทธิ์ของตัวกรอง      โดยใช้กฎลูกโซ่ (chain 
rule) ได้ผลดังน้ี 

  ̃(       )

     
    

   

   
                                                   (10) 

                                                                                                                                    

ค านวณหา    

   
  โดยใช้กฏลูกโซ่ จะได้  

 
   

   
  

   

   
 
   

   
     

                                        (11) 

 

แล้วแทนค่าสมการท่ี  (11) และ (10) ในสมการท่ี (9 ) ดัง น้ัน
สัมประสิทธิเ์วกเตอร์ของ      จะหาได้ดังนี้ 

              
 
   

                                       (12) 
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เมื่อ  
 
  เป็นค่าสเต็ปไซส์ (step-size) ส าหรับสัมประสิทธิ์เวกเตอร์ 

     
โดยใช้วิธีการเดียวกัน สัมประสิทธิ์เวกเตอร์ของ    สามารถหา

ค่าได้ดังนี ้

          
           

   

                                        (13) 

โดยท าการหาอนุพันธ์ของฟังก์ชันในสมการท่ี (7) เทียบกับเวกเตอร์
สัมประสิทธิเ์วกเตอร์    ไดด้ังน้ี  

  ̃(       )

   
  

 

 

   
 

   
    

   

   
                                    (14) 

ท าการหา    

   
  ได้ดังนี ้

   

   
  

   
   

   
                                                        (15) 

 

ต่อมาแทนสมการท่ี (14) และ (15) ลงในสมการท่ี (13) ดังน้ัน
สัมประสิทธิเ์วกเตอร์ของ    จะได้  

           
 
                                              (16) 

เมื่อ     เป็นค่าสเต็ปไซสส์ าหรับสัมประสิทธิ์เวกเตอร์    
 

สรุปได้ว่า สัมประสิทธิ์เวกเตอร์ของตัวกรองปรับตัวได้แบบ  
แฮมเมอร์สไตน์ - สไปลน์ด้วยอัลกอริธึมก าลังสองเฉลี่ยน้อยท่ีสุด 
(LMS-HSAF) น้ันมีล าดับขั้นตอนและค่าเริ่มต้นท่ีใช้ ดังแสดงใน
ตารางท่ี 1 
 

3. การจ าลองการท างานและค่าเร่ิมต้นที่ใช้ 

การจ าลองการท างาน จะเลือกใช้วิธีกระบวนการสุ่ม (random 
process) ท่ีใช้สัญญาณรบกวนแบบเกาส์เซียน (Gaussian noise) 
เพื่อท าการประเมินประสิทธิภาพของอัลกอริธึม LMS-HSAF ดัง
แสดงในตาราท่ี 1  

เมื่อสัญญานอินพุท    ท่ีใชส้ าหรับการทดลอง ก าหนดดังน้ี [2], 
[3] 

           √                                                    (17) 

เมื่อ    เป็นสัญญาณรบกวนแบบเกาส์เชียนท่ีมีค่าเฉลี่ยเป็นศูนย์ (zero 

mean white Gaussian noise) และ    [      ] 
 
ตารางที่ 1 การท างานของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-
สไปลน์ด้วยอัลกอริธึมก าลังสองเฉลี่ยน้อยท่ีสุด (LMS-HSAF)  

 

ค่าเริ่มต้น :          [     ]       [     ]     

      เป็นค่าคงที่ขนาดเล็ก 

for              

1) ท าการค านวณหาเวกเตอร์    

 

                         
         

 

2) ท าการค านวณหา    และค่าดัชนี  
 

   
  
  

 [
  
  

] 

  [
  
  

]  
   

 
 

3) ค านวนหาค่าผิดพลาด    

        
    

4) ค านวณหาสัมประสิทธิ์เวกเตอร์ควบคุม      

                 
      

5) ค านวณหาสัมประสิทธิ์เวกเตอร์    

                                  

end 

  

เลือกใช้ค่าผิดพลาดเฉลี่ยก าลังสองน้อยท่ีสุด (mean square 
error: MSEn) ในหน่วย dB ในการประเมินการท างานของตัวกรอง 
ได้จาก  

            {      
    

 }                            (18) 

เมื่อ  { } เป็นโอเปอเรเตอร์ส าหรับประมาณค่า (expectation 
operator) 

ส าหรับการทดลองจะใช้การจ าแนกระบบแบบเวียนเนอร์ท่ีไม่
ทราบค่า [1] - [3] ท่ีประกอบด้วยสัมประสิทธิ์ของตัวกรองแบบไม่
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เป็นเชิงเส้นชนิดตารางเปรียบเทียบ (LUT)    ท่ีใช้ค่า        
โดยมีรายละเอียดดังนี้ 
 
   {                           

                         }  

(19) 

และมสีัมประสิทธิ์ของตัวกรองแบบเชิงเส้น    ดังน้ี 

   [                                  ]                    

(20)    

ค่าพารามิเตอร์เบื้องต้นท่ีใช้ในการทดลองส าหรับตัวกรอง
ปรับตัวได้แบบแฮมเมอร์สไตน์-สไปลน์ มีดังต่อไปน้ี เมื่อก าหนดให้ 
SNR = 3 0 dB                 แ ล ะ     

             เมื่อจ านวนสัญญาณสุ่มท่ีใช้     มีค่าเท่ากับ 
3,000 และท าการท าซ้ า 20 รอบ โดยก าหนดให้เมตริกซ์สไปลน์ท่ีใช้ 
ได้แก่ เมตริกซ์ Catmul - Rom matrix (   ) มีค่าดังนี ้

    
 

 
[

      
      
     
    

]                                    (21) 

และ เมตริกซ์ B-spline (  ) มีค่าดังนี้ 

     
 

 
[

      
     
     
    

]                                    (22) 

4. ผลการทดลอง 

จากรูปท่ี 1 แสดงเอาท์พุทท่ีเป็นเวกเตอร์    เมื่อก าหนด
เมตริกซ์สไปลน์พื้นฐาน     โดยมี SNR = 30dB และ        
พบว่า ค่าสัมประสิทธิ์เวกเตอร์ท่ีปรับตัวได้      ในสมการท่ี (12) 
สามารถปรับตัวได้เข้าใกล้ค่า    ในสมการท่ี (19) และสังเกตได้ว่า 
ลักษณะของเวกเตอร์    จะมีลักษณะโค้งเหมือนกระดูกสันหลัง 
(spline)  

 
 
 

จากรูปท่ี 2 แสดงสัมประสิทธิ์เวกเตอร์ของตัวกรอง    เมื่อ
ก าหนดเมตริกซ์สไปลน์พื้นฐาน     โดยมี SNR = 30dB และ 
       พบว่า ค่าสัมประสิทธิ์เวกเตอร์ท่ีปรับตัวได้    ใน
สมการท่ี (16) สามารถปรับตัวได้เข้าใกล้ค่า    ในสมการท่ี (20) 
 

 
 

รูปที่ 1 เอาท์พุทของ LUT ส าหรับเวกเตอร์    เมื่อก าหนด
เมตริกซ์สไปลน์พื้นฐาน     โดยมี SNR = 30dB และ        

 

 
 

รูปท่ี 2 สัมประสิทธิ์เวกเตอร์ของตัวกรอง    เมื่อก าหนดเมตริกซ์ส
ไปลน์พื้นฐาน     โดยมี SNR = 30dB และ        
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รูปที่ 3 ค่าผิดพลาดเฉลี่ยก าลังสองน้อยท่ีสุด (MSEn) เมื่อเมตริกซ์ส
ไปลน์พื้นฐาน     โดยมค่ีา SNR = 30dB และ             
 

 
 

รูปที่ 4 เอาท์พุทของ LUT ส าหรับเวกเตอร์    เมื่อก าหนด
เมตริกซ์สไปลน์พื้นฐาน    โดยมี SNR = 30dB และ        
 

ค่าผิดพลาดเฉลี่ยก าลังสองน้อยท่ีสุด MSEn ของตัวกรองปรับตัว
ได้แบบสไปลน์ด้วยอัลกอริธึมก าลังสองเฉลี่ยน้อยท่ีสุด (LMS-HSAF) 
ดังแสดงในรูปท่ี 3 ด้วยค่าเมตริกซ์สไปลน์พื้นฐาน     โดยใช้ SNR = 
30 dB พบว่า ค่า MSE ท่ีได้ลู่เข้าสู่สภาวะคงตัว เมื่อ   

          สังเกตได้ว่า ถ้าก าหนดให้ค่า              
พบว่าค่า MSE จะลู่เข้าช้ากว่า             

 
 

รูปท่ี 5 สัมประสิทธิ์เวกเตอร์ของตัวกรอง    เมื่อก าหนดเมตริกซ์ส
ไปลน์พื้นฐาน    โดยมี SNR = 30dB และ        
 

 
 

รูปที่ 6 ค่าผิดพลาดเฉลี่ยก าลังสองน้อยท่ีสุด (MSEn) เมื่อเมตริกซ์ส
ไปลน์พื้นฐาน    โดยมค่ีา SNR = 30dB และ             

 
ในรูปท่ี 4 แสดงเอาท์พุทท่ีเป็นเวกเตอร์    เมื่อก าหนด

เมตริกซ์สไปลน์พื้นฐาน    โดยมี SNR = 30dB และ        
พบว่า ค่าสัมประสิทธิ์เวกเตอร์ท่ีปรับตัวได้      สามารถปรับตัวได้
เข้าใกล้ค่า    ในสมการท่ี (19) และสังเกตได้ว่า ลักษณะของ
เวกเตอร์    จะมีลักษณะโค้งเหมือนกระดูกสันหลัง (spline) 
ใกล้เคียงกับเวกเตอร์    ท่ีได้จากสัมประสิทธิ ์   ในสมการท่ี (19) 
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จากรูปท่ี 5 แสดงสัมประสิทธิ์เวกเตอร์ของตัวกรอง    เมื่อ
ก าหนดเมตริกซ์สไปลน์พื้นฐาน    โดยมี SNR = 30dB และ 
       พบว่า ค่าสัมประสิทธิ์เวกเตอร์ท่ีปรับตัวได้    สามารถ
ปรับตัวได้เข้าใกล้ค่า    ในสมการท่ี (20) 

ค่า MSEn ของตัวกรองปรับตัวได้ LMS-HSAF ดังแสดงในรูปท่ี 6 
ด้วยค่าเมตริกซ์สไปลน์พื้นฐาน    โดยใช้ SNR = 30 dB พบว่า ค่า 
MSE ท่ีได้ลู่เข้าสู่สภาวะคงตัว เมื่อ             สังเกตได้ว่า ถ้า
ก าหนดให้ค่า              พบว่าค่า MSE จะลู่เข้าช้ากว่า
ค่าสเต็ปไซส ์            

 

5. สรุปผล 
 

บทความน้ีได้น าเสนอตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-
สไปลน์ด้วยอัลกอริธึมก าลังสองเฉลี่ย น้อยท่ีสุด โดยน าเสนอ
สถาปัตยกรรมโครงสร้างของตัวกรองปรับตัวได้แบบแฮมเมอร์สไตน์-
สไปลน์ โดยใช้เงื่อนไขเพื่อให้สัมประสิทธิ์เวกเตอร์สามารถลู่เข้าหา
ค่าท่ีเหมาะท่ีสุด ผลท่ีได้จากการจ าลองการท างานด้วยค่าตัวแปร
พื้นฐาน พบว่า สัมประสิทธิ์เวกเตอร์ของตัวกรองปรับตัวได้แบบแฮม
เมอร์สไตน์-สไปลน์ด้วยอัลกอริธึมค่าเฉลี่ยก าลังสองน้อยท่ีสุด 
สามารถปรับตัวแล้วลู่เข้าสู่ค่าใดค่าหน่ึงได้ในสภาวะคงตัว  

การพัฒนาอัลกอริธึมให้สามารถท างานได้รวดเร็วในอนาคต โดย
การน าอัลกอริธึมท่ีให้มีประสิทธิภาพความเร็วในการลู่เข้า แต่อาจจะ
มีความซับซ้อนในการค านวณมากขึ้น 
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