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บทคัดย่อ 

บทความน้ีเปรียบเทียบการเรียนรู้เชิงลึก YOLOv5 และ ReLU 
เพื่อสร้างระบบท านายส าหรับบริการอุตุนิยมวิทยาส าหรับการน าทาง
ทางอากาศ โดยมีผลการพยากรณ์ทั้งหมด 5 ประเภท: BKN, CAVOK, 
FEW, OVER และ SCT ข้อมูลแสดงส าหรับการประเมินภาพคือการ
สังเกตลักษณะของเมฆที่จัดกลุ่มกันและเปรียบเทียบกับปริมาณใน
ท้องฟ้าโดยใช้หน่วยวัด "โอกตา" ซึ่งแบ่งภาพออกเป็น 8 ส่วน ดังน้ัน 
ลักษณะการใช้การเรียนรู้เชิงลึกในบทความน้ีคือการสอนการเรียนรู้เชิง
ลึกให้รู้จ าลักษณะภาพต่างๆ ทั้งในเวลากลางวันและกลางคืนเพื่อใช้ผล
การพยากรณ์ในการแจ้งเงื่อนไขสภาพอากาศในท้องฟ้า กระบวนการใน
บทความน้ีประกอบด้วย 3 ขั้นตอน: ขั้นตอนแรกคือการฝึกข้อมูลด้วย
ภาพที่มีลักษณะต่างๆ จาก 5 ประเภทข้อมูล ขั้นตอนต่อไปคือการ
ทดสอบความแม่นย าของน้ าหนักที่สร้างจากการฝึกและขั้นตอนการฝึก 
ขั้นตอนสุดท้ายคือการใช้ค่าน้ าหนักในการสร้างระบบตัดสินใจส าหรับ
ผู้ใช้ จากการทดลอง ชุดข้อมูลส่วนตัวในบทความน้ีใช้ภาพมากกว่า 
10,000 ภาพเข้าร่วมในการทดลอง ผลการทดลองพบว่าค่าเฉลี่ยของ
ความแม่นย าจากอัลกอริทึม YOLOv5 และ ReLU สามารถวัดความ
แม่นย าเฉลี่ยได้ที่ 80.88% และ 76.82% ตามล าดับ 

 
ค าส าคัญ: YOLO, อุตุนิยมวิทยา, การเรียนรู้เชิงลึก 
 
 
 

ABSTRACT 

This paper compares the use of deep learning with 

YOLOv5 and ReLU to create a prediction system for 

Aeronautical Meteorological Services. The system 

forecasts five types of weather conditions: BKN, 

CAVOK, FEW, OVER, and SCT. The evaluative 

information for the images is based on observing the 

characteristics of grouped clouds and comparing them 

with quantities in the sky using the "okta" unit of 

measurement, which divides each image into eight 

parts. Thus, the deep learning aspect of this paper 

involves teaching the model to recognize various image 

characteristics both during the day and at night to use 

the forecast results to inform sky conditions. The 

process described in this article involves three steps: 

The first step is to train the data with images that have 

varying characteristics from the five data types. The 

next step is to test the accuracy of the weights 

generated from the training and training steps. The 

final step is to use the weights to create a decision-

making system for users. From the experiment, a 

private dataset in this article used more than 10,000 

images in the testing. The experimental results found 

that the average accuracy results for the YOLOv5 and 

ReLU algorithms could be measured at 80.88% and 

76.82%, respectively. 
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1. บทน า 

การประมวลผลภาพคือการรวบรวมและการวิเคราะห์ข้อมูลภาพ
อย่างเป็นระบบ ได้ถูกใช้เป็นวิธีการวิจัยตั้งแต่อดีตจนถึงปัจจุบัน และ
ยังคงเป็นหัวข้อท่ีได้รับความนิยมกันอย่างแพร่หลาย การวิจัยด้าน
การประมวลผลภาพน้ีช่วยให้นักวิจัยสามารถสรุปข้อมูลท่ีมีค่าจาก
ข้อมูลภาพท่ีสามารถสังเกตได้ง่าย สาเหตุหน่ึงท่ีท าให้การประมวลผล
ด้วยข้อมูลภาพน้ันโดดเด่นคือ ข้อมูลจากภาพท่ีใช้ในการวิเคราะห์
มักจะต้องอาศัยสมมติฐานในการหาหรือประเมินผลการแก้ปัญหา 
โดยอิงตามแนวทางท่ีจัดตั้งขึ้นจากลักษณะของข้อมูลท่ีมองเห็นซ่ึง
สามารถตรวจจับได้ด้วยตามนุษย์ การวิเคราะห์ต่าง ๆ เหล่าน้ีรวมถึง
การประเมินภาพด้วยสี ขนาด และความสัมพันธ์เชิงพื้นท่ีระหว่าง
วัตถุในภาพ เป้าหมายแรกๆของการวิเคราะห์ภาพท่ีถูกพิจารณาด้วย
วิธีการค านวณต่างๆน้ันถูกออกแบบมาเพื่อเลียนแบบความสามารถ
ทางการวิเคราะห์ของมนุษย์ [1] – [2] ต่อมามีอัลกอริทึมจ านวนมาก
เกิดขึ้น โดยมีจุดมุ่งเน้นท่ีงานท่ีแตกต่างกันไป เช่นการจ าแนก
ประเภทภาพ การตรวจจับวัตถุ และการรู้จ ารูปแบบ เป็นต้น 

นอกจากน้ี อัลกอริ ธึมเหล่า น้ีในปัจจุบันได้ถูกรวมเข้ากับ
เทคโนโลยีสมัยใหม่เพิ่มขึ้นเรื่อย ๆ เน่ืองจากฮาร์ดแวร์ปัจจุบัน
สามารถจัดการกับงานท่ีซับซ้อนได้มากขึ้น เช่น การผสมผสาน
เทคนิคการประมวลผลภาพกับเทคโนโลยี  AI [3] การรวมกันน้ี
น าไปสู่นวัตกรรมท่ีหลากหลายมากขึ้น อีกท้ังยังช่วยเร่งการวิจัยได้
อย่างมากเนื่องจาก AI สามารถทดแทนวิธีการท างานด้วยตนเองด้วย
การใช้พลังการค านวณของการประมวลผลภาพ AI อีกท้ังยังช่วย
ค้นพบวิธีแก้ปัญหาแบบใหม่ ได้หลายวิธี ตัวอย่างเช่น การศึกษาเช่น 
การลดเวลาการค านวณของวิธี trace-transform โดยใช้ AI [4] 
ขณะท่ี [5] ได้ใช้ AI เพื่อก าหนดทิศทางการหมุนของวัตถุ นอกจากน้ี 
ยังมีการพัฒนาอัลกอริธึมเพื่อเสริมความสามารถของการเรียนรู้ลึก 
ท าให้สามารถใช้แบบจ าลองท่ีถูกฝึกสอนไว้ล่วงหน้าเพื่อการวิเคราะห์
ข้อมูลท่ีแม่นย ายิ่งขึ้น เป็นต้น 

การอุตุนิยมวิทยาการบิน ซ่ึงเป็นสาขาหน่ึงของการอุตุนิยมวิทยา
ภายใต้องค์การอุตุนิยมวิทยาโลก (WMO) มุ่งเน้นไปท่ีความสัมพันธ์
ระหว่างสภาพอากาศและการน าทางทางอากาศ การเปลี่ยนแปลง
ของสภาพอากาศไม่ว่าจะเป็นบวกหรือลบ สามารถส่งผลโดยตรงต่อ
การด าเนินการบินได้ แต่ละเท่ียวบินถูกแบ่งออกเป็นสามขั้นตอน
หลัก: การขึ้น การบิน และการลง ระหว่างขั้นตอนเหล่าน้ี นักบินและ
น าทางต้องเตรียมตัวอย่างรอบคอบส าหรับการขึ้นและการลง โดย

ข้อมูลอุตุนิยมวิทยามีบทบาทส าคัญในการตัดสินใจเหล่าน้ี ผลลัพธ์
คือ การพยากรณ์อากาศซ่ึงได้จากชุดข้อมูลต่างๆ  ได้กลายเป็น
เครื่องมือท่ีส าคัญ โดยเฉพาะเมื่อรวมกับ AI ในการท านายผลลัพธ์ 
ตัวอย่างเช่น ข้อมูลอุตุนิยมวิทยาได้ถูกน าไปใช้ในหลายด้าน รวมถึง 
[6] การจัดการบนแพลตฟอร์มข้อมูลขนาดใหญ่ [7] – [8] การ
พยากรณ์สภาพอากาศ และ [9] – [11] การท านายสภาพอากาศผ่าน
การผสานข้อมูลจากเมฆและภาพถ่ายดาวเทียมโดยใช้ข้อมูลหลาย
โหมด 

ระบบน้ีช่วยเสริมสภาพแวดล้อมของอากาศยานท่ีสนามบินโดย
ให้ข้อมูลสภาพอากาศท่ีส าคัญแก่สถานีภาคพื้นและเครื่องบิน โดย
การใช้อัลกอริธึม YOLO [12] ในการวิเคราะห์ภาพท้องฟ้าและเมฆ 
เพื่อสร้างการท านายท่ีแม่นย าอย่างอิสระ YOLO ประมวลผลภาพ
เหล่าน้ีโดยจัดหมวดหมู่ข้อมูลผ่านชั้นท่ีซ่อนอยู่ หน่ึงในเป้าหมายหลัก
คือการรับประกันความแม่นย าในขณะท่ีรักษาประสิทธิภาพของ
ระบบ ท าให้สามารถเข้าถึงได้บนอุปกรณ์คอมพิวเตอร์มาตรฐาน 

 

2. แนวคิดและทฤษฎี 

2.1 การแบ่งประเภทของเมฆ 

เมฆ (Cloud) เป็นสิ่งท่ีเกิดขึ้นจากการยกตัวของไอน้ าใน
บรรยากาศตามแนวดิ่ง จนเกิดการกลั่นตัวเป็นหยดน้ าขนาดเล็กและ
รวมตัวอยู่เป็นกลุ่มก้อน อาจมีสภาพเป็นอนุภาคเล็กๆของน้ าหรือ
น้ าแข็ง หรือทั้งสองอย่างปนกันลอยอยู่ในอากาศ สามารถมองเห็นได้
ดังรูปท่ี 1 

 

 
 

รูปท่ี 1 การเกิดเมฆ 
 

ทางอุตุนิยมวิทยาจะท าการตรวจวัด ชนิด จ านวน และความสูง
ของฐานเมฆเราอาจจัดแบ่งออกเป็นประเภทใหญ่ ๆ สองประเภท คือ 

ประเภทเมฆก้อน (Cumuliform Clouds) คือประเภทของเมฆ
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ท่ีมีลักษณะเป็นก้อน ๆ หรือคล้ายกับก้อนส าลีขนาดใหญ่ ซ่ึงมักมีการ
เติบโตในแนวด่ิง ลักษณะท่ีโดดเด่นของเมฆประเภทน้ีคือมีโครงสร้าง
ท่ีหนาและมีความชัดเจนท่ีด้านบน ได้แก่เมฆจ าพวกท่ีมีการก่อตัว
ในทางตั้งอาจเป็นอาการ Convention หรือการท่ีอากาศไหลขึ้นไป
ตามลาดเขา หรือตามแนวปะทะอากาศ เป็นต้น โดยเมฆก้อนมักเกิด
จากการพลิกผันของอากาศชั้นล่างท่ีอุ่นขึ้นและขึ้นสู่ชั้นบรรยากาศท่ี
สูงขึ้น ซ่ึงท าให้อากาศเย็นลงและกลายเป็นหยดน้ าหรือผลึกน้ าแข็ง 
โดยเมฆชนิดน้ีจะเห็นได้บ่อยในวันท่ีอากาศแจ่มใสหรือมีลมพัดอ่อนๆ 
แต่เมฆก้อนบางชนิด เช่น Cumulonimbus ก็สามารถน ามาซ่ึงฝน
ฟ้าคะนองและสภาพอากาศเลวร้ายได้ เมฆก้อนเป็นตัวบ่งชี้ถึงการ
เปลี่ยนแปลงของอากาศในระดับท้องถิ่น และเป็นหน่ึงในเมฆท่ี
น่าสนใจที่สุดในการสังเกตการณ์ส าหรับผู้ท่ีสนใจด้านอุตุนิยมวิทยา 

ประเภทเมฆแผ่น (Stratiform Clouds) เป็นชนิดของเมฆท่ีมี
ลักษณะเป็นแผ่นหรือชั้นคล้ายผ้าปูท่ีเรียบและกว้าง แผ่ขยายไปท่ัว
ท้องฟ้า โดยทั่วไปเมฆแผ่นมีความหนาแน่นต่ าและมักปกคลุมท้องฟ้า
ในพื้นท่ีกว้างโดยไม่มีลักษณะท่ีชัดเจนเหมือนก้อนหรือยอดเขา ได้แก่ 
เมฆจ าพวกท่ีมีการถ่ายเทอากาศในทางนอน เมฆจึงมีการแผ่ตัว
ออกไปในทางแนวนอน ท าให้จับตัวอยู่เป็นแผ่น เมฆประเภทน้ีมัก
เกิดจากการเคลื่อนตัวช้าๆ ของอากาศชื้นท่ีแผ่กระจายอย่าง
สม่ าเสมอในแนวนอน มักพบในสภาวะท่ีอากาศมีความชื้นสูงและมี
การรวมตัวของอากาศเย็นชนิดน่ิง ไม่ใช่การขึ้นสู่ชั้นบรรยากาศอย่าง
รวดเร็วเหมือนกับเมฆก้อน โดยเมฆแผ่นมักน ามาซ่ึงสภาพอากาศท่ี
มืดครึ้มและหม่นหมอง แต่ไม่จ าเป็นต้องมีฝนตกเสมอไป พวกมันบ่ง
บอกถึงสภาวะอากาศท่ีมีความชื้นสูงและอาจน าไปสู่การตกของ
น้ าฝนหรือหิมะในบางกรณี 

 

2.2 การตรวจจ านวนเมฆ 

เมื่อได้ท าการตรวจชนิดของเมฆแล้ว จ าเป็นต้องทราบจ านวน 
ของเมฆท่ีมีอยู่ ในท้องฟ้าด้วยตามรหัสอุตุ นิยมวิทยาสากลได้
ก าหนดให้แบ่งท้องฟ้าออกเป็น 8 ส่วน หน่วยการวัดเรียกว่า “Okta” 
หมายถึงจ านวนเมฆกี่ส่วนใน 8 ส่วนของท้องฟ้า ดังรูปท่ี 2 

ถ้าท้องฟ้ามีเมฆเพียงเล็กน้อย อาจใช้เลขรหัสหมายเลข 1 
หมายความว่ามีเมมเพียงเล็กน้อยขึ้นไปจนถึง  1/8 ส่วน ไม่ใช่ถึง 
3/16 ส่วน และถ้าท้องฟ้าครึ้มฝน แต่ว่ามีช่องว่างพอมองเห็นท้องฟ้า
อยู่ ให้ใช้เลขรหัสหมายเลข 7 หมายความว่ามีเมฆจ านวนมากลงไป
ถึง 7/8 ส่วน (ไม่ใช่ลดน้อยลงไปถึง 13/16 ส่วน) 

 
 

รูปท่ี 2 การแบ่งจ านวนเมฆ 
 
อนึ่งการตรวจจ านวนเมฆน้ัน ให้แยกตรวจเป็นประเภทเมฆชั้นต่ า 

ชั้นกลาง และชั้นสูง ออกเป็นพวก ๆ เสียก่อน จ านวนเมฆเบ็นชั้น ๆ 
น้ันเมื่อรวมกันแล้ว อาจมากกว่าจ านวนเมฆรวมท้ังท้องฟ้าเมื่อตรวจ
เห็นว่าเมฆน้ันซ้อนกันอยู่ 

การรายงานจ านวนเมฆ (จากจ านวน 8 ส่วน) 
• จ านวนเมฆ 1–2 ส่วน ใช้อักษรย่อ FEW 
• จ านวนเมฆ 3–4 ส่วน ใช้อักษรย่อ SCT 
• จ านวนเมฆ 5–7 ส่วน ใช้อักษรย่อ BKN 
• จ านวนเมฆ 8 ส่วนหรือเต็มท้องฟ้า ใช้อักษรย่อ OVC 
 

2.3 Convolutional Neural Network (CNN) 

เป็นแบบจ าลองปัญญาประดิษฐ์ท่ีมีความเชื่อมโยงกับ Neural 
Network แต่ใช้เทคนิคการประมวลผลภาพเพิ่มเติม เพื่อให้การ
ท างานมีประสิทธิภาพและความแม่นย าสูงขึ้น CNN มีโครงสร้างเป็น
ชั้น (layer) โดยแต่ละชั้นจะประกอบด้วยชั้นการประมวลผลต่าง ๆ 
เช่น ช้ัน  

ก. Convolutional Layer, Pooling Layer และ Fully 
Connected Layer ท่ีท าหน้าท่ีในการประมวลผลภาพเพื่อให้
สามารถแยกแยะภาพของจ านวนเมฆได้ 

ข. Convolutional Layer เป็นชั้นท่ีท าหน้าท่ีในการหา 
Feature ของภาพเพื่อน ามาใช้ในการจ าแนกภาพ โดยใช้ Filter หรือ 
Kernel ในการสกัด Feature และน าไปค านวณเพื่อสร้าง Feature 
Map ตามลักษณะของฟีเจอร์ท่ีต้องการจ าแนก ซ่ึงจะช่วยลดขนาด
ของภาพเพื่อเป็นการลดความซับซ้อนในการค านวณ 

ค. Pooling Layer เป็นชั้นท่ีใช้ในการลดขนาดของ Feature 
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Map ท่ีได้จากConvolutional Layer โดยมีวิธีการหลายแบบ เช่น 
Max Pooling หรือ Average Pooling เพื่อท าให้การค านวณเร็วขึ้น
และลดความซับซ้อนในการค านวณ 

ง. Fully Connected Layer เป็นชั้นท่ีใช้ในการจ าแนกภาพ 
โดยมีโครงสร้างไปยังขั้นตอนการเรียนรู้และวิเคราะห์ข้อมูลจาก 
Feature Map ท่ีได้จาก Convolutional Layer และ Pooling 
Layer โดยใช้ Fully Connected Layer ในการจ าแนกภาพเป็น
ภาพเมฆตามคลาสท่ีก าหนดไว้ โดย Fully Connected Layer จะ
รวม Feature ท่ีได้จากการสกัดเอาไว้ในแต่ละ Layer แล้วน ามา
ค านวณด้วย Neural Network ท่ีมีความซับซ้อนเพื่อให้ได้ผลลัพธ์ว่า
เป็นเมฆตามคลาสท่ีก าหนดไว้  อีก ท้ังการใช้  Convolutional 
Neural Network ในการวิเคราะห์ภาพเมฆมีข้อดีหลายอย่าง เช่น มี
ความแม่นย าสูงในการวิเคราะห์ โดยการใช้ Convolutional Layer 
และ Pooling Layer ในการสกัด Feature ของภาพท าให้สามารถ
แยกคลาสของเมฆได้อย่างแม่นย า 

 

 
 

รูปท่ี 3 โครงสร้างแบบจ าลอง CNN 
 

2.4 YOLO 

YOLO (You Only Look Once) เป็นหน่ึงในระบบการตรวจจับ
วัตถุ (Object Detection System) ท่ีมีความสามารถในการท านาย
ต าแหน่งและหมวดหมู่ของวัตถุในภาพเพียงครั้งเดียวจากการสแกน
ภาพ ซ่ึงแตกต่างจากระบบอื่น ๆ ท่ีอาจต้องท าการสแกนหลายครั้ง
ลักษณะการท างาน YOLO ท าการวิเคราะห์ภาพโดยแบ่งภาพ
ออกเป็นตารางเซลล์ ๆ และท านายบาวดิ้งบ็อกซ์ (Bounding 
Boxes) และความน่าจะเป็นส าหรับแต่ละคลาสหรือหมวดหมู่ของ
วัตถุท่ีอาจปรากฏอยู่ในเซลล์น้ัน ๆ ต่างจากระบบตรวจจับวัตถุ
แบบเดิมท่ีจะมองหาพื้นท่ีท่ีน่าสนใจในภาพก่อนแล้วจึงท าการท านาย
ว่าพื้นท่ีน้ันมีวัตถุประเภทใดบ้าง YOLO ท าการท านายท้ังพื้นท่ีและ
หมวดหมู่ของวัตถุในขั้นตอนเดียวกัน ลดเวลาท่ีต้องใช้และท าให้การ
ตรวจจับวัตถุมีความเร็วมากขึ้น 

มีหลายรุ่นของ YOLO ตั้งแต่ YOLOv1 จนถึงปัจจุบันคือ 
YOLOv11 ซ่ึงส าหรับเวอร์ชัน v11 น้ีจะยังไม่ได้ถูกกล่าวถึงภายใน
บทความ แต่ละรุ่นมีการปรับปรุงในด้านของความแม่นย าและ
ความเร็วในการท านาย รวมถึงโครงสร้างของแบบจ าลองรุ่นใหม่ 
มักจะมีการปรับใช้เทคนิคต่าง ๆ เช่น Batch Normalization, Skip 
Connections, หรือ Multi-Scale Predictions เพื่อปรับปรุง
ประสิทธิภาพ ดังรูปท่ี 4 

 

 
 

รูปท่ี 4 ประสิทธิภาพของ YOLO ในแต่ละรุ่น 
 

โครงสร้างของ YOLO มักจะเป็น Convolutional Neural 
Network (CNN) ท่ีประกอบด้วยชั้นต่าง ๆ เช่น Convolutional 
Layer, Batch Normalization Layer, Activation Layer และ 
Layer สุดท้ายท่ีท าการท านายอ็อบเจ็กต์ 

 

2.5 YOLOv5 

YOLOv5 เป็นอัลกอริธึมส าหรับการตรวจจับวัตถุ ซ่ึงได้รับการ
ออกแบบโดยใช้ข้อมูลท่ีเกี่ยวข้องกับคุณสมบัติจากรูปภาพอินพุต 
โดยคุณสมบัติจากรูปภาพเหล่าน้ีจะถูกป้อนเข้าสู่ระบบเพื่อน าไปสู่
การท านายเพื่อและท าการวาดกรอบรอบวัตถุเพื่อท านายคลาสดังรูป
ท่ี 5 

 

 
 

รูปท่ี 5 การค้นหาวัตถุของ YOVO 
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• แบบจ าลอง YOLO เป็นเครื่องมือส าหรับตรวจจับวัตถุท่ี
เชื่อมต่อขั้นตอนการท านายผลลัพธ์จากกรอบข้อมูลท่ีมีการก าหนด
ขอบเขตด้วยป้ายก ากับคลาสในเครือข่ายท่ีสามารถหาอนุพันธ์ได้
ตั้งแต่ต้นจนจบ โดยเครือข่าย YOLO ประกอบด้วย 3 ส่วนหลักดังรูป
ท่ี 6 โดยประกอบไปด้วย 

• Backbone : โครงข่ายประสาทเทียมท่ีรวบรวมและสร้าง
ฟีเจอร์รูปภาพในรายละเอียดท่ีแตกต่างกัน 

• Neck : ชุดของช้ันส าหรับผสมและรวมคุณลักษณะของรูปภาพ
เพื่อส่งต่อข้อมูลท่ีถูกกรองส าหรับน าไปฝึกสอนหรือท านาย 

• Head: เป็นส่วนของการใช้คุณสมบัติจากส่วน Neck และท า
ตามขั้นตอนการท านายข้อมูลภายในกรอบออกมาตามคลาสท่ี
ก าหนดไว ้

 

 
 

รูปท่ี 6 โครงสร้างการค้นหาวัตถุของ YOVO 
 

การท างานของ YOLOv5 มีการใช้วิธีการพยากรณ์ค าตอบโดย
วิธีการ “Anchor-Based Prediction” ซ่ึงจะใช้ anchor boxes ใน
การคาดคะเนต าแหน่งของวัตถุท่ีจะถูกตีกรอบเพื่อก าหนดขนาดและ
อัตราส่วนล่วงหน้าเพื่อช่วยในการท านายกลุ่มข้อมูลท่ีเหมาะสม โดย
จะเขียนได้ดังสมการที่ 1 

 
           ∑ (     )   

   ∑ (               ) 
    (1) 

 

โดยท่ี 

    
               

             
    (2) 

 

เมื่อ IOU อยู่ในช่วง [0,1] โดยหาก IOU สูง (ใกล้ 1) หมายถึงการ
คาดการณ์ bounding box แม่นย า และ Loss ต่ า และหาก IOU 
ต่ า (ใกล้ 0) หมายถึงการคาดการณ์คลาดเคลื่อนมาก และ Loss สูง 
และสามาถค านวณ Confidence Loss (C) ได้จากสมการท่ี 3 
 
   (      )                  (3) 

เมื่อ P(object) เป็นความน่าจะเป็นท่ีมีวัตถุ และคือ               
ค่า IOU ระหว่าง predicted box และ ground truth box ดังน้ัน
จะสามารถแสดงค่าการตรวจสอบ IOU จากสมการได้ดังรูปท่ี 7 
 

 
 

รูปท่ี 7 ขั้นตอนการท างาน IOU 

2.6 CSP Backbone 

CSP (Cross Stage Partial Network) ใน YOLOv5 ถูก
น ามาใช้เพื่อเพิ่มประสิทธิภาพของโครงข่ายเชิงลึก (Deep Neural 
Network) โดยเฉพาะในส่วน Backbone ของ YOLOv5 ซ่ึง 
CSPNet ถูกน ามาใช้เพื่อลดปริมาณการค านวณ ลดความต้องการ
หน่วยความจ า  และยัง เพิ่มความสามารถในการเรียนรู้ ของ
แบบจ าลอง CSPNet ใช้แนวคิดในการแบ่ง feature map ออกเป็น
สองส่วน แล้วรวมเฉพาะบางส่วนของข้อมูลเข้าไปใน layer ลึก ๆ 
ของเครือข่าย ซ่ึงประกอบไปด้วยขั้นตอนหลักดังนี้ 

 

2.6.1. การแบ่ง Feature Map 

Feature map ท่ีได้จาก layer ก่อนหน้าจะถูกแบ่งออกเป็นสอง
ส่วน คือ F_a และ F_b โดย F_a จะถูกส่งไปยังเส้นทางหลักของ
แบบจ าลอง และจะถูกผ่าน layer ในชั้ยลึกของเครือข่ายและ F_b 
จะถูกส่งไปยังเส้นทางท่ีแยกออกมาซ่ึงไม่ต้องการการประมวลผลท่ี
ซับซ้อน โดยเส้นทางนี้จะถูกเก็บไว้และรวมกับ F_a ในภายหลัง 

 

2.6.2. การเชื่อมต่อ 

แทนท่ีจะใช้การเชื่อมต่อข้อมูลในลักษณะท่ัวไปซ่ึงเชื่อมข้อมูล
จากช้ันต้นทางกับช้ันปลายทางแบบเต็ม แต่รูปแบบของ CSP จะใช้วิ
ธรการ  การ เชื่ อมต่อแบบบางส่ วน  (Partial Residual 
Connections) เพื่อท าให้การค านวณน้ันไม่ซ้ าซ้อนโดยจะช่วยให้
ข้อมูลท่ีส่งผ่านไปมีความหลากหลายมากขึ้น และช่วยให้การไหลของ
ข้อมูลมีประสิทธิภาพ 

 



120ENGINEERING TRANSACTIONS:A Research Publication of Mahanakorn University of Technology, VOL. 27,NO.2 (57) JULY-DEC 2024. 

2.6.3. การรวมข้อมูล 

หลังจากท่ี F_b ถูกส่งผ่านชั้นลึกแล้ว ข้อมูลจาก F_b จะถูก
รวมเข้ากับ F_b เพื่อให้ได้ Feature map ท่ีมีข้อมูลเชิงลึกและ
หลากหลายมากขึ้น การรวมข้อมูลน้ีท าให้ข้อมูลท่ีอยู่ใน feature 
map มีการแสดงผลท่ีครอบคลุมและครบถ้วนมากขึ้น โดยข้อมูลท่ี
ถูกประมวลผลกับข้อมูลท่ีไม่ได้ประมวลผลจะถูกเชื่อมต่อกันเพื่อให้
เกิดการสรุปท่ีแม่นย ายิ่งขึ้น 

โดยประโยชน์และความส าคัญของ CSPNet ใน YOLOv5 คือ 
CSPNet จะช่วยลดการค านวณที่ซ้ าซ้อนโดยการแยกการประมวลผล
บางส่วนของ feature map ออก ซ่ึงท าให้ไม่จ าเป็นต้องผ่านชั้นลึก
ของแบบจ าลองท้ังหมด ซ่ึงช่วยลดท้ังเวลาและหน่วยความจ าในการ
ค านวณ อีกท้ังการแบ่ง และรวมข้อมูลช่วยให้ CSPNet สามารถสกัด
ข้อมูลได้ดีขึ้น เพราะมีการประมวลผลแบบคู่ขนานระหว่างส่วนท่ีผ่าน
ชั้นลึกและส่วนท่ีเก็บข้อมูลดั้งเดิม ท าให้แบบจ าลองสามารถเรียนรู้ 
feature ท่ีหลากหลายได้มากขึ้น ซ่ึงช่วยเพิ่มความแม่นย าของการ
ตรวจจับ และอีกท้ัง CSPNet ช่วยลดปริมาณการค านวณ ท าให้ 
YOLOv5 สามารถตรวจจับวัตถุได้เร็วขึ้นและยังคงความแม่นย าไว้ได้
ดีเพราะจ านวนพารามิเตอร์ลดลง ซ่ึงส่งผลให้ latency ของ
แบบจ าลองต่ าลง โดยจะสามารถแสดงการท างานของ CSP ร่วมกับ 
YOLO ได้ดังรูปท่ี 8 

 

 
 

รูปท่ี 8 CSP (Cross Stage Partial Network) 
 

2.7 ภาพรวมของระบบ 

การท างานของระบบมี การเก็บข้อมูลภาพจากสถานีตรวจ
อากาศ โดยกล้องจะถ่ายภาพท้องฟ้า (Fisheye View) เพื่อเก็บ
ข้อมูลลักษณะของเมฆและสภาพอากาศในปัจจุบัน เพื่อส่งข้อมูลภาพ

เข้าสู่ระบบ AI แบบจ าลองน้ีได้รับการฝึกด้วยข้อมูลภาพท่ีถูกแยก
ประเภทตามลักษณะของเมฆ (เช่น CAVOK, FEW, SCT, BKN, 
OVC) เพื่อให้สามารถจ าแนกประเภทของท้องฟ้าได้ การประมวลผล
ด้วยแบบจ าลอง AI มีกระบวนการ Weight แบบจ าลองใช้
ค่าพารามิเตอร์ท่ีได้รับการฝึกมาเพื่อวิเคราะห์ข้อมูลภาพ และส่ง
ค่าพยาการณ์ของแบบจ าลองจะประมวลผลภาพและสร้างผลลัพธ์
ออกมาเป็นค่าความน่าจะเป็นของแต่ละคลาสดังรูปท่ี 9 

 

 
 

รูปท่ี 9 System Overview 
 

2.7.1 Input/Output Specification 

Input/Output Specification ในรายงานสภาพอากาศจาก
ภาพถ่ายด้วยปัญญาประดิษฐ์น้ัน สามารถก าหนดได้ตามลักษณะของ
ข้อมูลท่ีระบบต้องการรับเข้ามาและส่งออกไป โดยสามารถระบุ 
Input/Output Specification ได้ดังนี้ 

Input Specification 
- รูปภาพของเมฆ รูปแบบไฟล์ภาพท่ีรองรับ JPG,PNG 
- ขนาดของภาพ ท่ีมีความละเอียดอย่างน้อย 320 x 320 พิก

เซล และมีขนาดไฟล์ไม่เกิน 5 MB 
- รูปแบบไฟล์ควรเป็นไฟล์ดิจิทัลแบบสมบูรณ์ ไม่ควรมีการตัด

ขาดหรือสแกนบางส่วน 
Output Specification 
- ผลลัพธ์การวิเคราะห์เมฆ 
 

2.7.2 Input/Output Specification 

โดยภารวมการท างานส่วนของการฝึกสอนและการน า
แบบจ าลองไปใช้งานจะแสดงได้ดังรูปท่ี 10 ซ่ึงเป็นการพยากรณ์
สภาพอากาศจากภาพถ่ายด้วยปัญญาประดิษฐ์ สามารถเขียนสรุป
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เป็นขั้นตอนของการท างานได้ดังนี ้
 - การรับภาพเมฆ ระบบจะท าการดึงภาพถ่ายเมฆ ณ ปัจจุบัน 

จาก server ท่ี สนามบินอู่ตะเภา และส่งผ่านเข้าสู่ระบบการ
พยากรณ์ค าตอบโดยผ่านการหน้าต่าง UX/UI ส าหรับติดต่อกับ
ผู้ใช้งาน 

 

 
 

รูปท่ี 10 ขั้นตอนการท างานของระบบ 
 

- การวิเคราห์ ระบบจะใช้แบบจ าลองปัญญาประดิษฐ์ อย่างเช่น 
Convolutional Neural Network (CNN) หรือ Yolov5 เป็นต้น 
ในการวิเคราะห์จ านวนเมฆบนท้องฟ้า 

- การแสดงผลลัพธ์ ระบบจะแสดงผลลัพธ์ของการพยากรณ์
ค าตอบท่ีส่วนของหลังบ้านของระบบ และท าการส่งผ่านข้อมูล
ผลลัพธ์จากการพยากรณ์กลับไปสู่การแสดงผลท่ีหน้า UX/UI ส าหรับ
ติดต่อกับผู้ใช้งาน 

- การจัดการข้อมูล ระบบจะจัดการข้อมูลภาพเมฆท่ีรับเข้ามา 
และผลลัพธ์จากการวิเคราะห์ เพื่อให้ผู้ใช้งานสามารถดูประวัติการ
วิเคราะห์ได ้

- การเข้าถึงข้อมูล ระบบจะมีการตรวจสอบสิทธิ์การเข้าถึงข้อมูล
เพื่อป้องกันการเข้าถึงข้อมูลโดยไม่ได้รับอนุญาต 

 

3. การทดลอง 

3.1 การเตรียมข้อมูล 

ข้อมูลท่ีใช้ประกอบด้วยภาพถ่ายท้องฟ้า จ านวน 10,000 ภาพ 
โดยถูกแบ่งออกเป็นห้าคลาสดังน้ี 

- Class FEW คือการแทนค่าจ านวนเมฆ 1-2 ส่วน จาก 8 ส่วน 
- Class SCT คือการแทนค่าจ านวนเมฆ 3-4 ส่วน จาก 8 ส่วน 

- Class BKN คือการแทนค่าจ านวนเมฆ 5-7 ส่วน จาก 8 ส่วน 
- Class OVC คือการแทนค่าจ านวนเมฆ ปกคลุมเต็มท้องฟ้า 
- Class CAVOK คือการแทนค่าท่ีฟ้าโปร่งใส ไม่มีก้อนเมฆ  
ข้อมูลท้ังหมดได้รวบรวมทุกสภาพอากาศ ท้ัง 3 ฤดู ณ สนามบิน

อู่ตะเภา และได้รับการแนะน าแบ่งClass จากเจ้าหน้าท่ีตรวจอากาศ
การบิน และนักพยากรณ์อากาศ เพื่อใหแ้บบจ าลองสามารถเรียนรู้ได้
ดีขึ้น 

 
3.2 การฝึกสอนและการทดสอบ 

ภายในการทดลองจากบทความฉบับน้ีได้มีการเตรียมรูปภาพ
ท้องฟ้าจ านวน 10,000 รูป โดยแบ่งเป็น 5 คลาส ขั้นตอนในการแบ่ง
คลาสจะถูกก าหนดขอบเขตของการฝึกสอน ดังรูปท่ี 11 ก าหนด
ขอบเขตของภาพเพื่อป้องกันการวิเคราะห์ภาพในส่วนท่ีไม่ต้องการ 
และลดขนาดของกรอบการวิเคราะห์ภาพให้การวิเคราะห์ผลลัพธ์ได้
ไวขึ้น การแยกคลาสจะได้รับการชี้แนะจากผู้ตรวจอากาศการบินท่ีมี
ประสบการณ์ 

 

 
 

รูปท่ี 11 การก าหนดขอบเขตในการฝึกสอน 
 

แบบจ าลองได้รับการฝึกสอนโดยใช้ชุดข้อมูลท่ีท าการแยกคลาส
เตรียมไว้ การฝึกสอนได้รับการด าเนินการตั้งค่ามากกว่า 100 รอบ 
(Epochs) เพื่อใหแ้บบจ าลองสามารถปรับเปลี่ยนค่าน้ าหนักและการ
เรียนรู้ลักษณะเฉพาะของภาพท้องฟ้า โดยภายใต้การทดลองน้ีได้ท า
การฝึกสอนแบบจ าลองไว้ 2 แบบคือ YOLOv5 และ ReLU โดยใช้
ข้อมูลชุดเดียวกัน 

ส าหรับแบบจ าลอง YOLOv5 จะมีข้อมูลภาพและป้ายก ากับ 
(label) ท่ีประกอบด้วยคลาสของวัตถุและต าแหน่ง bounding 
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boxes จะถูกเตรียมในรูปแบบท่ี YOLO รองรับ ข้อมูลจะถูกแบ่งเป็น
ชุดข้อมูลส าหรับการเทรนและการทดสอบ YOLOv5 ใช้
สถาปัตยกรรม CNN ซ่ึงประกอบด้วยหลายชั้นท่ีถูกปรับให้เหมาะสม
กับการท านาย bounding boxes และคลาสวัตถุ YOLO จะแบ่ง
ภาพออกเป็นกริด 80×80 ซ่ึงเหมาะส าหรับการตรวจจับวัตถุขนาด
เล็ก โดยแต่ละเซลล์ในกริดน้ีจะท านาย bounding boxes และ
ความน่าจะเป็นของคลาสต่าง ๆ ดังรูปท่ี 12 

 

 
 

รูปท่ี 12 การแบ่งกริดภาพ YOLO 
 

กระบวนการ Loss Function และการ Backpropagation ใน
ขั้นตอนการ เทรน  YOLOv5 จะใช้ฟั งก์ชันการสูญเสี ย  ( loss 
function) สามส่วนคือ  

• Localization Loss วัดความผิดพลาดระหว่าง bounding 
box ท่ีท านายกับ bounding box ท่ีเป็นจริง 

• Confidence Loss ประเมินความมั่นใจในวัตถุท่ีตรวจจับได้ 
• Class Prediction Loss วัดความผิดพลาดในการท านายคลาส

ของวัตถุ 
การปรับค่าพารามิเตอร์เกิดขึ้นผ่านการท า Backpropagation 

และการปรับค่าน้ าหนักของชั้นในแบบจ าลอง โดยใช้ เทคนิค 
Optimization เช่น Stochastic Gradient Descent (SGD) หรือ 
Adam 

 

ไฟล์แบบจ าลองท่ีเทรนเสร็จจะมีนามสกุลเป็น .pt ซ่ึงเป็นไฟล์
บันทึกของ PyTorch ประกอบด้วย 

• ค่า State Dictionary เก็บค่าน้ าหนัก (weights) และออฟเซ็ต 
(bias) ของแต่ละช้ันในแบบจ าลอง 

• โครงสร้างแบบจ าลองหรือโครงสร้างของแต่ละชั้นและการ
เชื่อมต่อภายในแบบจ าลอง โดยข้อมูลน้ีจะช่วยให้สามารถเรียกคืน
แบบจ าลองท่ีบันทึกไว้ได้อย่างแม่นย าในครั้งต่อไป 

• ค่า Hyperparameters เก็บข้อมูลพารามิเตอร์ท่ีใช้ในการเท
รน เช่น learning rate, momentum และค่าอื่นๆ ท่ีเกี่ยวข้องกับ
การเรียนรู้ 

กระบวนการคัดกรอง bounding boxes ของ YOLOv5 หลัง
การท านายภาพ (Post-processing) ประกอบด้วย 2 ขั้นตอนหลัก 
คือ การเปรียบเทียบค่า confidence threshold และการใช้ Non-
Maximum Suppression (NMS) เพื่อตัด bounding boxes ท่ี
ซ้อนทับกันมากเกินไป โดยมีขั้นตอนดังนี้ 

1. เปรียบเทียบกับ Confidence Threshold หลังจากท่ี 
YOLOv5 ท าการท านาย bounding boxes และ class prediction 
ส าหรับวัตถุในภาพ แต่ละ bounding box จะมีคะแนนความมั่นใจ 
(confidence score) ท่ีบอกว่าแบบจ าลองมั่นใจว่ามีวัตถุอยู่ใน 
bounding box น้ันๆ มากน้อยแค่ไหนโดยมีขั้นตอนดังต่อไปน้ี  

• ก าหนดค่า Confidence Threshold: ค่า threshold น้ีมักจะ
ก าหนดไว้ระหว่าง 0 ถึง 1 เช่น 0.5 หรือ 0.25 ขึ้นอยู่กับความ
ต้องการของผู้ใช้ 

• คัดกรอง bounding boxes: ลบ bounding boxes ท่ีมีค่า 
confidence ต่ ากว่าค่า threshold ออก เน่ืองจากแบบจ าลองไม่
มั่นใจมากพอที่จะบอกว่ามีวัตถุอยู่ในต าแหน่งนั้น 

 

 
 

รูปท่ี 13 ผลการวิเคราะห์ภาพ 
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หลังจากผ่านขั้นตอน NMS จะได้ bounding boxes ท่ีมีค่า
ความมั่นใจสูงสุดและไม่มีการซ้อนทับกันมากเกินไปในแต่ละบริเวณ 
จึงพร้อมส าหรับน าไปแสดงผลเป็นการตรวจจับวัตถุในภาพดังแสดง
ในรูปท่ี 13 

ส าหรับแบบจ าลอง ReLU ซ่ึงใช้ชุดข้อมูลท่ีแบ่งแยกคลาสชุด
เดียวกันกับ Yolo โดยจะมีการสร้างแบบจ าลองประสาทเทียม 
(neural network) โดยใช้ PyTorch แบบจ าลอง ReLU น้ีมีการ
ท างานหลักๆ คือรับข้อมูลภาพ (input image) เข้ามาและส่งผ่านชั้น
ต่าง ๆ ท่ีใช้ฟังก์ชัน ReLU (Rectified Linear Unit) เพื่อสร้าง
คุณสมบัติท่ีเป็นเชิงเส้นและท าการจ าแนกข้อมูลเป็น 5 คลาส และมี
ข้อก าหนดในการทดลองดังน้ี 

• สร้างชั้น fully connected จะรับอินพุตท่ีมีขนาด 640×640 
พิกเซล 

• สร้างชั้นการท างานของฟังก์ชัน ReLU ซ่ึงจะท างานหลังจาก
ผ่าน การแปลงภาพ เพื่อสร้างคุณสมบัติท่ีเป็นเชิงเส้น โดย ReLU จะ
ท าการแทนค่าท้ังหมดท่ีน้อยกว่า 0 ให้เป็น 0 

• สร้างชั้น fully connected ท่ีสอง ซ่ึงรับอินพุตขนาด 128 
จากช้ันก่อนหน้า และแปลงเป็น 64 ฟีเจอร์ 

• สร้างชั้น ReLU ล าดับท่ีสองท่ีท างานเหมือนกับล ากับท่ีหน่ึง 
คือแทนค่าท่ีน้อยกว่า 0 ให้เป็น 0 

• สร้างชั้น fully connected สุดท้าย ซ่ึงรับอินพุตขนาด 64 
จากช้ันก่อนหน้าและแปลงไปเป็น 5 คลาส 

3.3 ผลการทดสอบและการวิเคราะห์ 
ผลลัพธ์แบบจ าลอง Yolov5 จากการทดสอบแสดงให้เห็นว่า 

Yolov5 มีประสิทธิภาพท่ีดีในการวิเคราะห์เมฆ Yolov5 มีความ
แม่นย า (Accuracy) สูง ความเฉพาะเจาะจง (Specificity) สูง และ
ความไว (Sensitivity) ท่ีดี นอกจากน้ี ยังต้องการทรัพยากรการ
ค านวณน้อย ท าให้เหมาะสมกับการประมวลผลภาพเมฆในเวลาจริง
ได้ดีแสดงได้ดังรูปท่ี 14 โดยผลการฝึกสอนจากแบบจ าลอง YOLOv5 
สามารถวัดค่า mAP ได้ท่ี 99.5% Precision 99.7% Recall 
100.0% และ Box Loss 12.8% 

จากตารางท่ี 1 แสดงผลการทดสอบของแบบจ าลอง YOLOv5 
ซ่ึงถูกใช้ในการวิเคราะห์ภาพเมฆส าหรับการบริการอุตุนิยมวิทยาการ
บิน โดยระบุผลลัพธ์ส าหรับประเภทเมฆท้ังห้า: FEW, SCT, BKN, 
OVC, และ CAVOK ผ่านการวัดค่า Precision, Recall, และ F1-
score ส าหรับแต่ละประเภท โดยวัดเฉลี่ยส าหรับแบบจ าลองอยู่ท่ี 

80.88%, 83.48% และ 80.84% ตามล าดับ  
 

 
 

รูปท่ี 14 ผลการทดสอบความสูญเสีย (loss) ของแบบจ าลอง 
YOLOv5 

 
ตารางที่ 1 ผลการทดสอบของทุกคลาสจาก YOLOv5 

 
 Precision 

(%) 
Recall 
(%) 

F1-
score 
(%) 

Average 80.88 83.48 80.84 
FEW 83.7 71.4 77.2 
SCT 84.5 86.7 80.3 
BKN 70.6 88.5 77.5 
OVC 95.5 93.7 92.3 

CAVOK 70.1 77.1 76.9 

 

ตารางท่ี 2 น าเสนอผลการทดสอบของแบบจ าลอง ReLU ใน
การวิเคราะห์ภาพเมฆส าหรับการบริการอุตุนิยมวิทยาการบิน แสดง
ตัวชี้วัดส าคัญ ได้แก่ Precision, Recall, และ F1-score ส าหรับแต่
ละคลาสเมฆ: FEW, SCT, BKN, OVC, และ CAVOK. คลาส OVC 
แสดงความแม่นย าสูงท่ีสุดด้วย Precision 89.7%, Recall 90.1%, 
และ F1-score 90.5%, ขณะท่ีคลาส BKN และ CAVOK มีความ
แม่นย าต่ าสุด ซ่ึงสะท้อนถึงความท้าทายในการจ าแนกเมฆท่ีมี
ลักษณะไม่ชัดเจนหรือหลากหลาย. ผลการทดสอบเหล่าน้ีเน้นย้ าถึง
ความสามารถของแบบจ าลอง ReLU ในการจัดการกับงานการ
วิเคราะห์ลักษณะเฉพาะของเมฆ แม้ว่าจะมีข้อจ ากัดบางประการใน
คลาสท่ีมีความซับซ้อนสูง 
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ตารางที่ 2 ผลการทดสอบของทุกคลาสจาก ReLU 
 

 Precision 
(%) 

Recall 
(%) 

F1-
score 
(%) 

Average 76.82 73.4 74.8 
FEW 81.4 73.4 74.8 
SCT 81.3 72.7 73.1 

BKN 66.1 78.3 78.1 
OVC 89.7 90.1 90.5 

CAVOK 65.6 70.2 73.2 

 

4. สรุป 

บทความวิจัยน้ีศึกษาเกี่ยวกับการประยุกต์ใช้เทคนิคการเรียนรู้
เชิงลึก (Deep Learning) โดยเฉพาะการใช้ YOLOv5 และ ReLU 
เพื่อพัฒนาระบบพยากรณ์ส าหรับบริการอุตุนิยมวิทยาการบิน โดย
เน้นการพยากรณ์เมฆ 5 ประเภท ได้แก่ BKN, CAVOK, FEW, OVC 
และ SCT โดยใช้หน่วย "okta" ซ่ึงแบ่งท้องฟ้าออกเป็น 8 ส่วนเพื่อ
วัดปริมาณการปกคลุมของเมฆ การศึกษาเน้นความส าคัญของการ
เรียนรู้เชิงลึกในการช่วยวิเคราะห์ลักษณะของเมฆท้ังในเวลากลางวัน
และกลางคืน ซ่ึงช่วยให้การพยากรณ์สภาพอากาศมีความแม่นย า
มากขึ้น 

กระบวนการวิจัยประกอบด้วย 3 ขั้นตอนหลัก ได้แก่ การ
ฝึกสอนแบบจ าลองด้วยภาพเมฆท่ีหลากหลายตามประเภทท่ีก าหนด 
การทดสอบความแม่นย าของแบบจ าลอง และการน าแบบจ าลองไป
ใช้งานเพื่อช่วยในการตัดสินใจของผู้ใช้  จากการทดลองโดยใช้
ข้อมูลภาพมากกว่า 10,000 ภาพ ซ่ึงจากการพิจารณาผลลัพธ์จาก
แบบจ าลองท้ังสองชนิดอาจจะวิเคราะห์ได้ว่ารูปแบบของฟังก์ช์
กระตุ้นจาก ReLU ส าหรับใช้ในการฝึกสอน และการตัดสินใจเพื่อ
การจัดกลุ่มของคลาสผลลัพธ์น้ันมีความเหมาะสมกับข้อมูลภาพ
ท้องฟ้าท่ีน ามาพิจารณาน้อยกว่ากว่า YOLOv5โดยจากผลการ
ทดลองพบว่าแบบจ าลอง YOLOv5 และ ReLU ให้ความแม่นย า
เฉลี่ยท่ี 80.88% และ 76.82% ตามล าดับ  

บทความน้ีแสดงให้เห็นถึงความมีประสิทธิภาพของอัลกอริธึม
การเรียนรู้เชิงลึกในการพัฒนาการพยากรณ์อุตุนิยมวิทยา ซ่ึงช่วย
เพิ่มความปลอดภัยและประสิทธิภาพในการด าเนินงานด้านการบินได้
อย่างมีนัยส าคัญ 
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