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Abstract

Nowadays, the meta-heuristic methods are powerful for various aspects including
transportation and production planning. This study presents efficiency of Differential evolution (DE) and
Hybridization differential evolution (HDE) for solving continuous unconstrained problems and machining
problems. The results show that HDE is better than DE in terms of the mean, standard deviation and
data distribution.
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1. Fwm1da3afn (Meta-Heuristics)
BN3uA18I3aRn (Meta Heuristic Method) Ao
FBnnsfieenuuunniienimneuiindmsulymi
FoansmAdianaafidaiugsendudoulunis
widgyyn 38n1siumndlsadndnazgnldlunism
FnoumelimamdneuiituegfuiavduiiielfiAn
msfumituiivessinouiidululdlinhefigaminfiay
Julle [1,2] wandidafniideudeuunsvats wu
ToMaugNIIU (Genetic Algorithm, GA) F3@yLan
wiAkaullads (Simulated Annealing, SA) [3,4] T58/sun
(Ant Colony Optimization, ACO) [5] 33WALALNZa
wuungueyniA (Particle Swarm Optimization,
PSO) [6] F3Aloisuiuatenligdu (Differential
Evolution, DE) [7] 58151uiii@se (Harmony Search
Algorithm, HSA) [8] 3alne3ansmaniesldnanan
Jungduuesdineunarazlndifssdfiadign lag
nsUIUMIIUIRIus W aEgan T wilefs

Waulvveannsiwasinvualy warluwmazisazd
sULUUKaEISluN SN AmBUTILANGN Y

2. 35Avinasul¥eatanlagdu (Differential
Evolution, DE)
msmeanmnyauganlagliisanasudeaion

|

Tgduidunszuiumsmsdaiadnifinundiouas
INAABATEN1INUGNTTN wiISANLYBLT WL T aLa
hgiuflasiaisidudeutioonin iilesainawnsald
A uAnanauauesasaesszuy (Floating Point
Number) Tunismiainsuresleyn dlaldnisulas
Adaudsnssindula (Decision Variables) {uaugu
2 WueAuiimausnssy wenandisaninelsy
Fearenlgdudldnszurunsiamdu (Mutation)
Junszurumsvdnlunismeainey vaziisni
fugnssuazldnsvuiunisasealeiias (Crossover)
Wunszuaunisnan 39 TR AN WeLs W aLew
hadufinnuifuaziiuszansamlunsmeineugs
11 wngdmdunsuidymiddeuladeditania
ninensuazdgymifideuluuazanududouldingd
TngisAnosudoaenigiuiduneunsmeiney
il

2.1 NMsAInuaAInaULsuAY (Initialization) +Du

@

NIMUUAYBUIAUIEYINTTRILUIAnaUlaunaz s
Tiogludsilanusalidnouiiafanld a1ntudai
Msdudentszrngi3usiu (initial Population) 7SR
Wiy D wasuuaswausmeuilduldlsBudulid
Asinfu NP Taersuslileniaiiazgnidenyomn
A1mou (Decision Vector) fiAasinians wdads
AIUMANYBIENNTINGUTEadA (Function Value)
yosudazAmouBuduiiulule

22 A3EUIUNSIWTY (Mutation) tFudugae
n13inun Target Vector (X, o) 108 i=1,2,3,.,NP
Tnefl G = Sruautssanadudiu Mndurinisduden
Random Vector 377U 3 Vector (X ,1,c , X 2,6 »
X 13,0 nUsEINIHIRY (Initial Population) vl
qedasligniu Target Vector wdh3svimseuiam
Mutant Vector (v ; ¢,q) 91NANUEUNUS

Vi G = Xr1,6+F(Xr2,G‘Xr3,G) (1)

IﬂEJ‘ﬁI Xi ¢ = Target Vector

Vi 641 = Mutant Vector

X1 6, X 2.6 X5 ¢ =Random Vector

F - Weighing Factor o §1uIua39713

AASTILALilA9E T8I 0 9 2

23 N52UIUNITASEEALLI85 (Crossover) vu
ASEUIUNISNVIYLAUANUNAIN VA VDIATNDU T
gavineasla Trial Vector (U, q,y) A9@UNNS

Ui G = (Uli,G+1 » Ui G+l s oo s Upi, +1) (2)

Theft Uy o _ | Vs if (randb() <CR) or j=rbr(i)
Xiic if (randb(j) >CR) or j= rnbr(i)

W Uji, 641 Trial Vector
Vi G+1 Mutant Vector
Xii. 6 = Target Vector
. | @ ° a Ada
randb(j) = NTFUALAVIIUIUIIINUAN
] = S A .
FJEMIN 0 a9 1 ATIN j
CR = Crossover Constant 1Juta%
o a dld U ! ! =
VTUIUIIN NUANBYIEININ 0 09 1
. | 1 A a1
rbr() = A1 Index 3N1NNITEULADN UAN

Wutavdunudusening 1, 2,
,D:j =1,2..D
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2.4 nsyuIuMIAnLden (Selection) Wutuney
dditeodndonuszvnsdmiunmsdniunislugu
bl (G+1) 39 Vector ﬁiﬁﬁmauﬁaﬂ’jwzgmﬁaﬂ
Tngleisn1sAsLUIeuigu Function Value v89 Trial
vector ffu Target vector lunsdifidn Function
Value ¥84 Trial Vector And1 Target Vector agn
uwnuiishey Trial Vector Tugu sioly

25 msanfiunisainded 2.2 fededi 2.4 Tae
\Wasw Target Vector aufia i = NP

26 msih Target Vector fildande 2.4 1vire
ASYUIUMINIIUAIUASUA MG BINS

3. FoRviasudeaenlagdy LWUUHENNEIY

(Hybrid Differential Evolution, HDE)

Faduismslumsufulslnonsaaunauisnng
naekuudImgiy Inge1den1siidngnssunasy
aslumstandneutusnlnilnsendendnnisg
#1499 FeudaziFaziinagnslunisfumnalaasi
uanenafueentu Tunuideidld Banesudsaien
Iaq%’u Imaﬁwmnﬂ%uammsﬂ%’uﬂqaﬁmaumﬂ
aumsfi (1) Guaunisil (3) el

Xip1 = %; +rand(—1,1) * (Xpax — Xmin)/iteration (3)

o A

e x, F Vayavadsiuus x S10UN { UaE x,,

a

ToyavaIFINUs x @MU i +1
Rand(-1,1) A AR UTANTA1TEWIN9 -1
89 1 radius AeAATives
SATlUNSAUMIAINBU X ax
Lag X ﬁaﬁwﬁmmﬁqm

waztosfgafilululives
fuls X

4. sumsiuRonsusuasiignldlucuise
aumsvosiufianevauss luenddoilldfiansun
Fonld 8 aunns InedinsgimiAnaneuaussiin
fign (Maximize) Inednwagmamenmvesaunsi
dAyUsznoumeaunsifiiigsiigaiiiosgation
aunsiiianiigsiianey o USnuvouvesiiuiivng
aums aunsigedigeiiannanseen weldumsaina
anuuanAtunvaaes wazdunisdiaesssuunis
nanlurangq sUkuu lnsegasluveuiuniiuiu
Hafoifios 2 Jads SelivwazBoadwioluil

A5199 1 ndunazaunsauduiusamsutdymiuiinevaues

afiaferidu AUNTANUTUNUS
51 5 5
UF11U (Branin) f (%% ) =5-log;,[(X, ——=5 X' += X% ~6)° +(10-——cos(x,)) +10]
4 V3 4z
k
I5ifuufen (Rosenbrock) f(x,%)=70[{20—((-x /a)* + Y [(x;/ a;) - (x,/&)*])}+150) /170] +10
2

wWaLna (Shekel)

f(%,%)=100> ——

1

e+ Z (x; —a;)?
=1

5. Usy191unds (Machining Problem)
WamneRednsnsiuasu IngRuiiiafign

(Material removal rate , MRR)

MRR =1.42-1.83-A-0.9-B+10-C +103-
AB-112- AC +0.000014BC (6)

aunmsithuunede  Maximize MRR = f (A, B,C)

Wauludadnianiamswenns

0.62< A<0.98(Mm/rev); 40 < B <1000 (rpm);
3.5<C <955 (m/min)

e A snsianusinistouiinnas (feed rate)
1 < & < a 1 <
NUIYLUU (mm/rev) B ABANULSITUUNUIgLTY
< o £ ~ | <
(rpm); and C AI1ULSINITAATUINTUY UnUIBLUU

(m/min).
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6. NAN1INAABY (Experimental Results)
mATedisssfuiiiei@nuilanuaitens  wnvauigaluusazds (113199 2-5) Arwaniiiees
9 U 1
TuiEsy 1nevin1siUS UL uaNssSausTaAUaLaY (Paiameters) ‘UEN’JﬁﬂWLW@L?UL‘UEJ@LEJWI’JQ%U%WU’JU
Y8979 2 AEUlUTWNSUABURIADS c# 2008 tapyin  UW (Iteration) tv1nu 2000, A1 NP 1Ay 40, F
ANSNARBIVANUA 15 A9 LNBYINNNTIATIZUUIAN winnu 0.5, CR wnnu 0.5

] = 5 a
MN1919N 2 NaﬂqﬁﬂigﬂqaﬂimWQﬂﬂju‘Uﬁquu

Response DE HDE
Average 4.7870 4.9257
Std. Dev. 0.2632 0.3092
Max 5.1785 5.3697
Min 4.2318 4.5302

A15199 3 Wan1sUszanansalanTulsiguuden

Response DE HDE
Average 78.6662 79.0713
Std. Dev. 0.4550 0.3055

Max 79.5459 79.4928
Min 77.8848 78.5401

AN519% 4 wansUsEnansalilaidudaLng

Response DE HDE
Average 17.4295 17.5981
Std. Dev. 0.4338 0.5394
Max 18.0662 18.6263
Min 16.8079 16.8165

A19199 5 wan1suszanansaidymaunds

Response DE HDE
Average 99486.281 99546.702
Std. Dev. 190.213 80.576

Max 99762.974 99685.348
Min 99087.759 99434.346
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Boxplot of DE and HDE (Parabolic function)
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7. d@gUnan1Inaasg

ALade (Average), ﬁ?ﬁaﬁqm (Maximize), Al
feufign (Minimize) wazA1dosluuInsgIy
(Standard Deviation) 21N 2 Fnut enwaanse
Tunismidfmunzanfignlndlfosdu uay
Usgansnmlunsfumdmeudeudiafiazvinlaegig
s sndfulunsdvasaunsiufimevausdady
ufien BAMeLsuTealenlgiu LUuNaNNaTY
AUTOMIHANBUALBLARNI KATNITNTENLFAIVRY
Joyatesninegrniuladaau Tunsdlveslgniau
nda AFAvolsutieatenligdu LuuHaLNaNY
annsamenldindt feludiuvesanads wazdiu
\Deauunnsgu

8. YalauauuY

8.1 nuidvatull #uUsvesds wandaisain
anunsaiUasuudasldmusyiuanumnzay [9]

8.2 n13Uszgndld nN150NLUUNIINAABY
(Design of experiments) ﬂ%«’l’]}ﬂiﬁuusﬂ%ﬁalﬁumi
WA R0 TMINzaLYe93S NS B3 aRN
[10]
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