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ABSTRACT – This paper proposes a highly robust method for face recognition with variant 

illumination, scaling, rotation, blur, reflection and difference emotions (smiling, angry and screaming). 
Techniques introduced in this work are composed of two parts. The first one is the detection of facial 
features by using the concept of multi-resolution Trace transform. Then, in the second part, the 
Hamming distance is employed to measure and determine of similarity between the models and tested 
images.  Finally, our method is evaluated with experiments on the AR and XM2VTS facial databases 
and compared with other related works (e.g. Eigen face, Enhance-EBGH, Hausdorff ARTMAP and 
Original Trace-Hamming). The extensive experimental results show that the average of accuracy rate 
of face recognition with variant pose, illumination, scaling, rotation, blur, reflection and difference 
expression is very high and it was found that our proposed method performed better than the other 
related works in all cases. 
 

KEY WORDS – Face Recognition/Authentication, Multi-resolution Trace Transform, Hamming 
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1. Introduction 
 
Biometric identification [1] system makes use of 
either physiological characteristics [2-5] (such as a 
fingerprint, an ear, iris pattern, or face) or behavior 
patterns [6-8] (such as hand-writing, voice, or key-
stroke pattern) to identify a person. Because of 
human inherent protectiveness of his/her eyes, 
some people are reluctant to use eye identification 
systems. However, many biometrics are similar in 
nature but are deployed in different manners. For 
example, face recognition [9-13] and face 
authentication [14-16] use similar identification 
algorithms, but the former is a passive biometric 
and the latter is active. Face recognition takes 
images of people, and returns the possible identity 
of that person. Face recognition systems are 
intended for use as a security system to find people 

in a crowd or deny access to a particular person from 
a sensitive area. Face authentication typically has a 
user position themselves in front of a camera, and 
then they enter their username and have the camera 
take an image from them. The image is compared to 
other images of the person. Based on this comparison 
the user is either granted access or denied. While the 
uses and procedures for the system are different, the 
algorithms used to compare the query or inputted 
images to the training images are similar. Face 
recognition methods use statistical methods like 
Eigen faces and Fisher faces [17-22] to associate an 
identity with a face when it falls within a threshold to 
a training number associated with a person in the 
training set. Support vector machine (SVM) based 
face recognition [23-27] use multiclass decision 
functions to recognize faces. Hausdorff ARTMAP 
(A-ARTMAP) [28,29] use Neuron network and 
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Hausdorff distance to classify and recognize faces. 
Statistical face recognition uses methods like 
principal component analysis (PCA), independent 
component analysis (ICA), and linear discrete 
analysis (LDA) to find the closest match in a face 
database. Like with face authentication, face 
recognition has two phases: a training phase and a 
classification phase. During the training phase, a 
database of identified images, called gallery images 
are converted from image matrices into vectors, 
where all the images have the same dimensions. 
These vectors of all the gallery images are 
combined into a matrix, where each column is a 
vector of the images. This matrix then has the 
dimension reduction tool applied to it; whether, it is 
PCA, ICA, or LDA, or a combination of them. This 
paper presents a face feature extraction and 
recognition method that employs the texture 
representation derived from the Trace transform.  

 
The organization of this paper is as follows. An 
introduction to the multi-resolution Trace 
transform, its properties and how it can be used to 
extract invariant features is given and   the 
extraction of the string identifier from a facial 
image in Section 2. The method of similarity 
measure is described in Section 3. Section 4 
presents the experimental results and then 
conclusions and references in order of Section 5 
and 6. 
 

2. Features Extraction 
 
In this work, we use a trace transform with multi-
resolution technique for extracting features from 
clustered segments. The multi-resolution trace 
transform method able to produce feature values of 
an input image, invariant to translation, rotation 
and even reflection of an input image. Accordingly, 
it is suitable to extract feature values from various 
shapes of facial segments, even if deformed by 
translation, rotation, or reflection.  

 
2.1 Pre-processing 
 

The pre-processing phase that helps to improve the 
robustness of features extraction by removing 
possible artifacts due to resampling when trace 
transform is computed. Following [30], we 
represent each extracted face inside an ellipse. 
Therefore, all faces have a shape that is not 
intrinsic to the face. So, we describe the algorithm 
for face detection. This algorithm will search only 

the human skin areas, not the entire image. The 
whole algorithm can be described as shown in table 
1. 
 
2.2 The Original Trace Transform 
 

The Trace transform [31,32] projects all lines over an 
image and applies functional over these lines. A 
further functional, known as the diametrical 
functional, is applied to the Trace transform to obtain 
a one-dimension function known as the circus 
function. A facial image identifier is developed using 
the trace and diametrical functionals. A line is 
parameterized in a co-ordinate system ܥଵ 
by	ሺߠଵ, ݀ଵ,  ଵ the angle of the normal toߠ ଵሻ, whereݐ
the line is,  dଵ is the distance between the origin and 
line and ݐଵ is the distance along the line. The values 
of the image function along a particular line 
are	ܨଵሺߠଵ, ݀ଵ, ଵሻݐ ൌ ;ଵܥሺܨ ,ଵߠ ݀ଵ,  ଵሻ. And then, theݐ
Trace transform ܶ applies some functional over the 
image function that results in the diametrical 

function	݀ሺܥଵ; ∅ଵ, ଵሻߩ ൌ ܶ൫ܨሺܥଵ; ∅ଵ, ,ଵߩ  ଵሻ൯. Theݐ

diametrical functional ܦ operates on the diametrical 
function to give the circus function as shown below: 

 
 

ܿሺܥଵ; ∅ଵሻ ൌ ܦ ൬ܶ ቀܨ൫ܥଵ; ∅1, ,1ߩ  1൯ቁ൰.        (1)ݐ

 
Table 1.The face detection algorithm [30] 

Algorithm-I 

 
Step 1:  

 
RGB to HSV Color Model Conversion. 

Step 2: Human Skin Detection. 
Step 3: The Region of Human Skin. 
Step 4: RGB to Gray scale Conversion. 
Step 5: Edge Detection. 
Step 6: Face Region Searching and Snipping by 

using an Elliptical Model. 
 

 
 
Table 2.Invariant functionals and their properties are 
used in this work. 

No Functional ࢑   ࣅ Properties

 ଵܨܫ නߦሺݐሻ݀ݐ  ‐1  1  ,ଵܫ ݅ଵ and ݅ଶ 

ଷܨܫ  ݐ݀|′ሻݐሺߦ|׬ 0 1  ,ଵܫ ݅ଵ and ݅ଶ

଺ܨܫ max൫ߦሺݐሻ൯  0  1  ,ଵܫ ݅ଵ and ݅ଶ
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ሺܥଶ;߶ଶሻ ൌ ܦ݇ ቀܶ൫ܨଵሺ߶ଵ െ ,ߠ ,ଵߩ	  ଵሻ൯ቁ,    (4)ݐ

 

where ݇ ൌ  ሻ. From equation (4) itݒ஽ሺߙሻ൯ݒሺ்ߙ൫ܦߛ

can be seen that the one-dimension circus function 
in ܥଶ  is a scaled and shifted version of the circus 
function in	ܥଵ. From equation (4) we taking the 
Fourier transform 

gives	ܨሺΦሻ ൌ ࣠ ቂ݇ܦ ቀܶ൫ܨଵሺ∅ଵ െ ,ߠ ,ଵߩ  ଵሻ൯ቁቃ, thenݐ

exploiting the linearity identity and translation 
property of the Fourier Transform gives ܨሺΦሻ ൌ

௝ఏ஍࣠ି݌ݔ݁݇ ቂܦ ቀܶ൫ܨଵሺ∅ଵ െ ,ߠ ,ଵߩ  ଵሻ൯ቁቃ. Takingݐ

the magnitude of ܨሺΦሻ gives 

 

ሺΦሻܨ ൌ ቚ݇࣠ ቂܦ ቀܶ൫ܨଵሺ∅ଵ െ ,ߠ ,ଵߩ  ଵሻ൯ቁቃቚ.   (5)ݐ

 

By the properties of the circus function and the 
magnitude of the Fourier transform an identifier 
can be extracted from an image. An algorithm to 
extract the binary identifier is given in Table 3. The 
identifier is robust under similarity transform, 
which is scaling, rotation and translation.  

Table 3. The binary identifier extraction algorithm. 
Algorithm-II 

Step 1:  Take the Trace transform of the image using the 

functional ׬  i.e., integrating over all lines  ݐሻ݀ݐሺߦ
in the image. 

Step 2: Find the first two circus functions by applying the 
following diametrical functionals to the columns of 
the two dimensions matrix resulting from step 1,  

 .ሻ൯ݐሺߦmax൫	where ′ is the gradient ݐ݀|′ሻݐሺߦ|׬

Step 3: Get the magnitude of two circus functions by 
taking the Fourier transform. 

Step 4: Obtain the binary strings from each circus function 
that comes from taking the difference of 
neighboring coefficients 

݅ఠ ൌ ቄ0							ܿሺ߱ሻ ൏ 0
	݁ݏ݅ݓݎ݄ݐ݋						1

,                        (6) 

where ܿሺ߱ሻ is defined by ܿሺ߱ሻ ൌ |ሺ߱ሻܨ| െ
ሺ߱ܨ| ൅ 1ሻ|. 

Step 5: The first bit  ݅ଵcorresponding to the different-
combinations component is discarded and the 
identifier is made up of the subsequent N bits, 
ܫ ൌൌ ሼ݅ଵ, ݅ଶ, … , ݅௡ሽ. 

Step 6: For each diametrical functional perform steps (2) to 
step (5). 

Step 7: Concatenate each of the identifiers to obtain the 
complete identifier. 

 

The multi-resolution Trace transform provides more 
identifiers. One-dimension decomposition over the 
distance (d) parameter is performed. The extraction 
process shown in table 2, steps 2 to 5, are used for 
each level of the multi-resolution Trace transform. 
Significant performance improvements are obtained 
by extracting multiple identifiers from each image. 
Firstly different identifiers are extracted by making 
different choices for the diametrical functionals in 
steps 1 and 2 of Algorithm-II (see in Table 3). 

From algorithm in table 3, the results are further 
improved by using different diametrical functionals 
to extract multiple component identifiers and 
concatenating them to obtain a complete identifier as 
shown in Fig. 2. 

3. Similarity Measure  
 
3.1 The Hamming Distance 
To perform identifier matching between two different 
identifiers Bଵ and	Bଶ, the length of each identifier 
denotes N and the normalized Hamming distance 
[33] is defined by: 

 

HሺBଵ, Bଶሻ ൌ
ଵ

୒
∑ Bଵ⨂୒ Bଶ,                (7) 

 

where ⨂	 denote the exclusive OR (XOR) operator. 
If the HሺBଵ, Bଶሻ is less than some predefined 
threshold the images are classified as “accept”, if the 
distance value is above the threshold then the images 
are classified as “reject”. 
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(a) 

(b)

Fig. 2. The binary identifier for a facial image (a) and its distortion version (b). 
 
 

 

Fig. 3. Some example of facial images in AR and XM2VTS face databases. 
 
 

 
 

4. Experimental Results 
 
In this section, we describe a face database we used 
and then present a face authentication result under 
variant pose, illumination, scaling, rotation, blur 
and different expression (smiling, angry, and 
screaming). Our proposed method was 

implemented on the AR [34] and XM2VTS [35] 
facial databases (As shown sample in Fig. 3). 
 
Our proposed method has been compared with other 
approaches using the same database and test protocol 
presented in Ref. (36). The success rates 
corresponding to evaluation and test sets are 
summarized in table 4. 
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Table 7 Performance of the propose method (the 
results with * are from [36] 
 

Condition 

Success rate (%) 

E
ig

en
* 

H
-A

R
P

M
A

P
* 

E
B

G
H

* 

T
ra

ce
-

H
am

m
in

g*
 

Pr
op

os
e 

M
et

ho
d 

      
Normal case  92*  95*  97*  99*  99 

Scaling  67*  54*  92*  97*  99 

Rotation  53*  46*  48*  98*  99 

Scaling + 
rotation 

 47*  36*  38*  95*  99 

Smiling  84*  87*  92*  91*  93 

Angry  71*  86*  91*  91*  93 

Screaming  34*  59*  52*  67*  72 

Blur   78*  87*  84*  89*  99 

Illumination  62*  85*  72*  88*  92 

Pose  76  82  89  87*  93 

      

 

 
5. Conclusions 
 
This paper proposes a highly robust method for 
face recognition. Techniques introduced in this 
work are composed of two parts. The first one is 
the detection of facial features by using the 
concepts of Multi-resolution Trace Transform, 
Fourier Transform and Circle Function.  Then, in 
the second part, the notions of Hamming distance 
and Image identifier algorithm are employed to 
measure and to determine the similarity between 
the models and the tested images. Extensive 
experimental results demonstrate that the average 
of accuracy rate of face recognition with variant 
pose, illumination, scaling, rotation, blur, reflection 
and difference expression is very high and it was 
found that our proposed method performed better 
than the other related works in all cases. 
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