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ABSTRACT — The amount of electronically stored information in non-segmented texts has grown
rapidly and the number of these documents is still increasing. This makes index-term extraction an
essential task and some techniques have been proposed for extracting index-terms from non-segmented
texts in order to support indexing. In this paper, we investigate two index-term extraction techniques: n-
gram and frequent max substring techniques for non-segmented texts. Many research communities have
acknowledged that the n-gram technique is one of the viable solutions for extracting index-terms in non-
segmented texts such as Chinese, Japanese, Korea, Thai languages and genome or protein in area of
bioinformatics. Beside this, the frequent max substring technique has been proposed as an alternative
method to extract index-terms. This technique provides significant benefits for indexing non-segmented
texts. In this paper, experimental studies and comparison results are shown in order to compare two
techniques. From the experimental results, the following observations can be made. The n-gram
technique requires less space to extract the index-terms when compare to the frequent max substring
technique. Meanwhile, the frequent max substring technique has improved over the n-gram technique in
term of performance as it can be applied to many non-segmented texts without the requirement of
determining the dimensions of the term.

KEYWORDS - Frequent max substrings, Frequent substrings, n-gram technique, Frequent max
substring techniques, n-grams.

Japanese, Korea and Thai are considered as non-

1. Introduction and Background segmented texts where the structure of writing is a

string of symbols without explicit word boundary
For information retrieval, index-term extraction can be delimiters. Words in these languages are not naturally
regarded as an important task that has to be performed separated by any word delimiting symbols such as
before constructing the index to allow efficient white spaces. In addition, there are also other non-
retrieval. There are a number of techniques have been segmented texts in area of bioinformatics such as
proposed to extract index-terms for efficient retrieval. genome or protein sequences. These sequences refer to
However, many challenges are still existing for sequence of characters over specific alphabets which
extracting index-terms from non-segmented texts. are not based on human nature language. Therefore,
Many efforts have been devoted to researching and extracting the index-terms for these texts becomes a
developing index-term extraction techniques for such challenging task in the area of information retrieval
problems. While there are many literatures reporting because they cannot be easily simulated by computer
techniques to solve the problems for segmented texts algorithms. Although index-terms can be manually
like European languages [1]. Normally, European specified by experts, this process is very time
languages are naturally segmented into individual consuming and labor intensive. Consequently, some
words that can directly be used as the index-terms and approaches have been proposed in extracting index-
indexed by indexer for efficient retrieval. However, it terms for non-segmented texts as will be described in
is known that many Asian languages such as Chinese, the next section.
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2. Related Works

Index-term extraction is one of the many techniques
that used to automatically extract index-terms from
many Asian texts. Previously proposed methods for
extracting index-terms in Asian languages can be
classified into two main categories: word based and n-
gram based approaches. In the word based approach,
there are several techniques proposed to split Asian
texts such as Chinese [1], Japanese [2], Korea [3] and
Thai [4] into term tokens. A word segmentation
technique is usually required to extract the index-terms
before they can be organized into the index. This
technique provides lower accuracy in term of searching
due to a segmentation ambiguity [4], [5] when
compared with the n-gram technique for non-
segmented texts. In addition, most of the word
segmentation techniques are language-dependent.
They usually rely on language analysis or on the use of
dictionary. The preparation of such method is very
time consuming. Therefore, word segmentation has
become a challenging task in Natural Language
Processing (NLP) for Asian texts due to their non-
segmented nature. This makes the n-gram technique is
more popular technique and widely used to segment
many Asian texts due to its being language-
independent. The n-gram technique was first
introduced and tested as index-terms by Adams in 1991
[6]. This technique is a language-independent
approach, which does not require the use of language
analysis, or a dictionary or corpus. In information
retrieval systems, the n-gram technique is often used
for Asian texts where extraction of words is not simple
[7], [8]. It can also be applied to other non-segmented
texts such as genome or protein sequence [5], [9], [10].
However, determining the dimensions of the gram term
is very important issue that should be considered so
that they are appropriate for each application. For
instance, it has been shown that the bi-gram term is
effective for indexing Chinese texts [11], [12], while
tri-gram terms are used as index-terms for the protein
sequence [13].

Apart from the n-gram technique, the frequent max
substring technique is another technique, which has
been proposed to extract index-terms from non-
segmented texts. This technique was first introduced in
2008 and has been applied in application for indexing
for non-segmented texts such as Chinese, Thai
languages and genome or protein sequence [14], [15],
[16]. It is also successfully applied to many
applications in the area of information retrieval [64],

[17]. The main strength of this technique is that it was
proposed as a language-independent technique, which
does not rely on the use of language analysis. This
technique also does not require determining the
dimensions of the gram term. Because of this, the
frequent max substring technique is then applicable for
many non-segmented texts such as Chinese and
genome sequences, which are regarded as non-
segmented texts.

3. Index-Term Extraction Techniques

In this section, we review the details of two techniques
for extracting index-terms from non-segmented texts:
the n-gram and frequent max substring techniques.

3.1 n-gram Technique

The n-gram technique is used to extract n-grams as
index-terms. It has been widely used in information
retrieval for non-segmented texts such as Chinese,
Japanese, Korea, Thai and genome.

Let us consider a document d as a string of characters
S1, S2, -y SN- AN N-gram is a substring of n overlap or
non-overlap successive characters extracted from texts.
Extracting a set of n-grams from the document d can be
done by using the 1-sliding technique. That is, sliding a
window of length n from s; to sy and storing the
characters located in the window. Therefore, the ith n-
gram extracted from document d is the substring s;, S+1,
..y Sisn Figure 1 shows 2-gram (bi-gram), 3-gram (tri-
gram), ..., N-gram overlap sequence of the document d
containing the string S ‘GTCGTCT".

2-gram GT,TC,CG, GT, TC,CT
3-gram GTC, TCG, CGT, GTC, TCT
N-gram GTCGTCT

Figure 1. The sets of 2-gram, 3-gram, ..., N-gram
overlap sequence of the document d.

For information retrieval, after non-segmented texts are
segmented into serial of index-terms using n-gram
technique, all tokenized index-terms are then stored in
alphabetical order in the index for fast and efficient
retrieval. The index is normally composed of two
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elements: the vocabulary and postings file. The
vocabulary contains the set of all distinct index-terms
that occur in the documents. The postings file contains
a list of pointers or index-terms positions where they
appear in the documents. The following shows the
organizing of the index-terms into the index.

From figure 1, we can show an example of posting
lists of the 2-gram, 3-gram,..., N-gram which are
created on the document d1 containing the string S
“GTCGTCT” as shown in figure 2.

di: GTCGTCT
1234567
Vocabulary Posting file
2-gram GT: <di, 2, [2, 5]>
TC: <d1, 2, [3, 6]>
CG: <d1, 1, [4]>
CT: <d1, 1, [7]>
3-gram GTC: <di, 2, [3, 6]>
TCG: <di1, 1, [4]>
CGT: <d1, 1, [5]>
TCT: <d1, 1, [7]>
N-gram GTCGTCT: <di,1, [7]>

Figure 2. An example of the index of the document
containing the string S “GTCGTCT”.

To build the index efficiently, the trie data structure is
employed to build the index. When constructing the
trie data structure, all index-terms are stored by
collecting one letter at a time in lexicographical order
in the trie data structure. If two or more terms have the
same prefix, they will be kept in the same subtree
before moving to the next character. Otherwise, if the
current character does not match the current nodes in
the trie data structure, a new branch will be made to
collect the mismatched character, and then moved to
the next character. In addition, in any time when the
index-terms are kept in a leaf node, the list of term
positions is also shown in the leaf node on the trie data
structure. Finally, these processes are repeated till the
end of the vocabulary.

Figure 3 illustrates the building of an index for 2-gram,
3-gram, ...., N-gram using these processes as shown in
figure 3.

TC - <dl. 2, [3, 6]=

GT:=dl,2.[2. 3]

CT:=dl. 1, [T}
CG: <di, 1, [4]=

TCT: <dl. 1. [T]=
TCG - <dl. 1. [4]=

GTC - =dl, 2, [3, 6]=

CGT :=dl. 1. 5}

G T C G T c T

Figure 3. The 2-gram, 3-gram, ...., N-gram indexes.

The advantages of the n-gram technique are the error-
tolerance and language-independence [18], [19], [20].
Due to these advantages, this method is one of the
promising index-term extraction techniques that is
acknowledged by many Asian research communities.
It is also used widely in genome or protein sequences
for searching a string since this technique does not rely
on the dictionary or language analysis.

However, as mentioned, the parameters for using
the n-gram technique should be adjusted so that they
are appropriate for each application. In information
retrieval systems, the n-grams is often used as a index-
term for Asian languages such as Korean, Chinese, and
Japanese, where extraction of words is not simple [21]
and the parameter for n-gram is regarded as an
important decision factor in performing indexing for
these languages. For instance, survey shows that the
bi-gram index-term has given significant retrieval
effectiveness for Chinese texts since most Chinese
words can comprise two characters. Furthermore, most
Chinese bi-gram index-terms do not lose the semantics
of words. Chinese characters can also be linked
together to make a phrase. A phrase can consist of two,
three or more characters, but there are no spaces
between Chinese characters except punctuation marks

JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 3| ISSUE 1 | JAN-JUN 2012

10

GTCGTCT: <dl. L,[TP



Chumwatana T. : Using N-gram and Frequent Max Substring Techniques for Index-Term Extraction from

Non-Segmented Texts: A Comparison of Two Techniques

such as, or ., (full stop). In Japanese, n can also be
equal to two characters which is also suitable for n-
gram index because most Japanese words are
ideographs that are composed of one or two characters
[22]. For instance, let a simple Chinese text document
d containing the string  “[RAIIEE AR EAY IR MR
)’ and this document d is a string of characters sy, S,
..., Sx. Therefore, the i bi-gram term extracted from
the document d is the substring S;, Si+1, .., Si+n- Figure 4
shows the bi-gram index-terms overlap sequence of the
document d containing the string S (R AU 1EEL AR E
HIIR IR

Let d: BRE 1 BT RN ) R A

Bi-gram index-terms: {B&#Y, BIME, 1EE, B/, BN,
NE, B/, B, I8, AR
(530

Figure 4. Example of bi-gram index-terms from document.

Meanwhile, Jaruskulchai [23] showed that the more
probable n for Thai language, that is not ideographic,
should be greater than two, to achieve the retrieval
effectiveness since the combination of some
consonants and vowels are more defined words. The
top 20 of the high frequencies’ 3-gram and 4-gram are
more complete words in the Thai language. In
bioinformatics, CAFE [24] is a well known method
which uses the n-gram index. It uses 9-grams for the
genome sequence and 3-grams for the protein sequence
as index-terms.

Due to the above reasons, we cannot specify the best
parameter for n-gram index-terms of non-segmented
texts because of the variety of data. In order to support
every parameter for n-gram approach, the frequent max
substring technique has been proposed to extract all
frequent index-terms for every parameter as will be
described in the next section.

3.2 Frequent Max Substring Technique

In order to support every parameter for n-gram index-
terms, the frequent max substring technique is
proposed to generate frequent long substring as the

index-terms [25]. Frequent max substring technique is
based on text mining that describes a process of
discovering useful information or knowledge from
unstructured texts. This technique is used to classify
index-terms called frequent max substrings from the
non-segmented texts where the word boundaries are
not clearly defined. The frequent max substrings refer
to the substrings that appear frequently (at a
predetermined frequency f) and have the maximum
length of n-grams on the given string, so these terms
are likely to be the patterns of interest. The set of
frequent max substrings is also able to contain all
frequent substrings which appear on the given texts.
We extract the set of frequent max substrings by using
the frequent max substring technique. This technique
uses Frequent Suffix Trie or FST data structure to
explore the index-terms [15]. The FST data structure
is similar to suffix trie structure [26] that is an efficient
substring enumeration method. However, FST data
structure enumerates substrings with their frequencies
and positions information while suffix trie structure
enumerates only substrings without their frequencies
information. Therefore, we employ FST data structure
in order to support extracting frequent max substrings.
In the frequent max substring technique, the parameter
and the predetermined frequency are applied to reduce
the number of the index-terms. This method uses the
two reduction rules: 1) reduction rule using the

predetermined  frequency to check extracting
termination, 2) reduction rule using superstring
definition to reduce the number of index-terms

extracted. This technique also uses heap data structure
to support computation [15]. As a result, this
technique extracts only the frequent long n-grams,
called frequent max substrings, as index terms which
contain all frequent n-gram index terms from the text in
order to improve the performance of searching for
information retrieval.

In order to explain the concept, the following briefly
describes the steps of extracting frequent max
substrings as index-terms from genome sequencing.

Let genome sequence S = ‘ATGATGT’
and predetermined frequency f = 2

1. We extract 1-gram, 2-gram index-terms and so on
with their frequencies and positions. Only index-
terms that occur at least at the predetermined
frequency f will be extracted, and are sorted in
order of occurring in the texts on the FST data
structure for further processes.
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2. Then, we extract the frequent max substrings by
selecting index-terms having no super-substrings
from the set of the frequent index-terms, also
called frequent substrings, in order to reduce the
number of the index-terms.

To illustrate the applicability of the frequent max
substring technique for genome sequencing, the
following example shows the process of the frequent
max substring technique using Min Heap and two
reduction rules to extract the frequent max substrings
from genome sequencing

Let genome sequence S = ‘ATGATGT”’

Position(.pos) = 12 34567
and predetermined frequency f=2

Min-heap structure

Firstly, all substrings with a length of 1 are extracted,
together with their frequencies and list of positions.
The frequencies of these substrings are then checked in
order to select only the frequent substrings with a
length of 1. These frequent substrings are finally kept
in the min-heap structure for further processes.

A2 T,3 G,2
.pos=1, 4 .pos=2,5,7]| .pos=3, 6

Next, <A, 2> is removed from min-heap in order to
indicate that <A, 2> is detected and extracts its child
substrings for the next process. After <A, 2> is
removed from min-heap, the algorithm extracts child
substrings of <A, 2> using list of positions or pointers
of <A, 2> to reduce time complexity. Child substrings
consist of <AT, 2>. <AT, 2> is kept in min-heap using
the insertion rule, because <AT, 2> is the substring that
occurs in two different positions in string s.

T,3 AT, 2 G,2
.p0s=2,5,7 | .pos=2,5 |.pos=3,6

<T, 3> is removed from min-heap, after which child
substrings of <T, 3> are extracted using the list of
positions or pointers of <T, 3>. Child substrings
consisting of <TG, 2> and <T$, 1>. <G, 2> are deleted

from min-heap because <TG, 2> is a proper superstring
of <G, 2> at the same frequency, and <TG, 2> is kept
in min-heap instead, using the insertion rule, because
its frequency is equal to the predetermined frequency.

AT, 2
.pos=2,5

TG, 2
.pos =3, 6

<AT, 2> is removed from min-heap and then its child
substrings are extracted using its list of positions
(pointers). They consist of <ATG, 2>. <TG, 2> is
deleted from min-heap because <TG, 2> is a substring
of <ATG, 2> with the same frequency. After that,
<ATG, 2> is kept in min-heap using the insertion rule
because <ATG, 2> is the substring that occurs in two
different locations in string s.

ATG:2
.pos =3, 6

<ATG, 2> is removed from min-heap and then its child
substrings are extracted using its list of positions. They
consist of <ATGA, 1> and <ATGT, 1>. They are not
kept in min-heap because their frequencies are less
than predetermined frequency.

The algorithm will stop when min-heap is empty. This
means all substrings in min-heap were detected and
processed completely.

From the above process, the resulting frequent suffix
trie or FST structure can be depicted in Figure 5.

Figure 5 shows the FST structure using the frequent
max substring technique. The set of frequent max
substrings is {<s, 2>, <i, 3>, <ive, 2>}.

To illustrate the applicability of the frequent max
substring technique for other non-segmented texts, we
show another example of the FST structure that was
constructed on the Chinese text as shown in following
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<s, 2>
.pos=3, 13

<1, 3>
.pos=4,6,10

<iv, 2>
.pos=7,11

<ive, 2>
.p0s=8,12

Figure 5. Frequent suffix trie structure using frequent
max substring technique

Let Chinese text S = “fRAI/EE RIS LAY IR A (R A
and predetermined frequency f = 2

Root

=
<fz: 2> O<E|4J: 4> <H:2>
pos=1,11 pos=2,5,8,12 pos = 4,7
4
<1E§E’;J:22>12 <EH: 2>
POs =2, pos=5,8

Figure 6. The FST data structure using the frequent
max substring technique on the Chinese text.

Figure 6 shows the FST structure. The set of frequent

max substrings is {<#, 4>, <& #Y, 2>, <EM), 2>}

4. Experiments and Comparison
Results

In this section, the experiment and comparison result of
extracting index-terms from Chinese texts using the bi-
gram and frequent max substring techniques are
presented. Bi-gram is chosen because it is one of the
most widely used techniques for indexing Chinese texts
[11]. In this experiment, the predetermined frequency f

is set to 2, therefore only index-terms that occur at least
two times are of interest. The text collection used for
evaluation is a set of Chinese texts obtained from the
website: http://www.personal.um
ich.edu/~dporter/sampler/sampler.html.

The texts have varying lengths. The set of texts
consists of 20 texts and contains 28,522 characters.
The text lengths range from 564 to 2,187 characters.
The n-gram and frequent max substring techniques are
used to extract the set of index-terms from the set of
Chinese texts, at the predetermined frequency f = 2.

In order to compare the two index-term extraction
techniques: the bi-gram and the frequent max substring
techniques for Chinese texts, the number of index-
terms extracted from both techniques is compared. In
Figure 7, a comparison of two techniques is presented.
The vertical axis represents the number of index-terms
and the horizontal axis represents the text size (n
characters).

The number of index-terms extracted from two index-term extraction techniques

mBi-gram Frequent max substring technique

The number of indexing terms

» © ® > n N ® 0
B Lo R R T L G I )
Textsize (n characters)

Figure 7. Comparison of number of index-terms
extracted from bi-gram and frequent max substring
techniques

From the comparison results, it can be observed that
the bi-gram technique extracted a slight lesser number
of index-terms than the frequent max substring
technique. The index-terms extracted from the bi-gram
technique are small and each term consists of two
characters. Meanwhile, the frequent max substring
technique generates slightly more index-terms
compared to the bi-gram technique. The index-terms
extracted from the frequent max substring technique
have varying lengths. This means more space is needed
to store index-terms compared to the bi-gram
technique.
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In addition, the experiment and comparison results of
extracting index-terms from other sorts of non-
segmented texts such as genome sequence and Thai
language were also discussed in this paper. We also
performed the use of the n-gram and frequent max
substring techniques for the Thai language and genome
sequences. For the genome sequence, 9-gram is chosen
because 9 is the best dimensions to represent the
genome sequence [24]. In order to compare the two
different algorithms for genome sequencing, the
number of index-terms that are enumerated by using 9-
gram technique and the number of index-terms that are
enumerated by using the frequent max substring
technique are compared. The dataset used for the
evaluation is the genome sequence found on the
website:  http://www.broadinstitute.org/cgi-bin/annota
tion/methanosarcina/download-sequence.cgi.

Consequently, it can be observed that the
experiment results of extracting index-terms from the
genome sequence are similar to the experiment results
of extracting index-terms from the Chinese language.
In case of Thai language, 3 is chosen as a dimensions
of the term for the n-gram technique. This is because
the more probable n for Thai language, that is not
ideographic, should be greater than two, to achieve the
retrieval effectiveness since the combination of some
consonants and vowels are more defined words. The
top 20 of the high frequencies’ 3-gram is more
complete words in the Thai language.  Again, the
number of index-terms that are extracted by using 3-
gram technique and the number of index-terms that are
extracted by using the frequent max substring
technique from the Thai language are compared. The
results have shown that the frequent max substring
technique provides a better result in term of
performance when compared to the 3-gram technique.
This is because the index-terms extracted from the
frequent max substring technique have varying lengths
meanwhile each index-term extracted from the 3-gram
technique consists of 3 characters. This makes the
result from the frequent max substring technique is
more applicable than the 3-gram technique as the
words in Thai language naturally have varying lengths,
and they may consist of two, three or more characters
which cannot specify the certain number of characters
per word. Therefore, the 3-gram technique then cannot
provide such a good performance for Thai language.
In contrast, the frequent max substring technique shows
the beneficial results because most index-terms from
this technique are more complete words or sentences in
Thai language.

Furthermore, the main advantage of the frequent max
substring technique is that it is applicable for any types
of non-segmented texts without the requirement of
determining the dimensions of the term. This shows
that the frequent max substring technique is a versatile
index-term extraction technique. For instance, the
frequent max substring technique extracts any length of
index-terms as long as those index-terms occur at least
at the predetermined frequency f. Therefore, it can
directly be applied to Chinese, Japanese, Korea, Thai
languages and genome or protein sequence etc, without
specifying the dimensions.

5. Conclusion

This paper describes and compares two index-term
extraction techniques: the n-gram and frequent max
substring techniques for non-segmented texts. These
two techniques are regarded as a viable solution for
extracting index-terms in non-segmented texts and also
used in the area of bioinformatics. = From the
experimental studies and comparison results, we have
observed that the frequent max substring technique
requires slightly more space to extract the index-terms
when compared to n-gram technique. However, the
frequent max substring technique provides the
significant benefit in term of versatileness. The
frequent max substring is applicable for any types of
non-segmented texts and can directly be applied to
non-segmented texts without the requirement of
determining the dimensions of the term. This shows
that the frequent max substring has improved over the
n-gram technique in term of performance, meanwhile
the n-gram technique requires less memory for
extracting index-term.
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