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ABSTRACT -  This research presents the development of computer vision to determine the locations of a 

spoon, a food plate,  and a water glass along with the orientation of a spoon on the tray. The tracked 

information will be sent to a robot arm to feed food to the disabled person. The SIFT feature technique is 

applied to find the recognized objects.  It can take care of lighting and image’s rotation with noises.  The 

proposed system can find the spoon within 1.7 seconds with accuracy of tracked location with less than +14 

mm. In addition,  the computer vision can send all tracked information to the robot arm in order to pick up the 

targeted object automatically.  
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บทคัดย่อ - งานวิจยัน้ีเป็นการพฒันาระบบคอมพิวเตอร์วิชัน่เพ่ือใชใ้นการหาต าแหน่งของชอ้น จาน แกว้น ้ า และมุมท่ีท ากบัแนว
ระนาบของดา้มชอ้นบนถาดอาหาร เพ่ือส่งขอ้มูลดงักล่าวใหแ้ก่แขนหุ่นยนตส์ าหรับป้อนอาหารให้แก่คนพิการ โดยใชห้ลกัการ SIFT 
Feature ซ่ึงสามารถประยกุตใ์ชง้านไดดี้ในระบบน้ี ซ่ึงตอ้งมีการคน้หาวตัถุดว้ยภาพท่ีมีการเปล่ียนแปลงสภาพแสง โดยวตัถุมีการหมุน 
และมีจุดรบกวนภายในภาพ จากผลการท างานของระบบพบวา่สามารถตรวจหาต าแหน่งชอ้น ไดเ้ฉล่ียภายในเวลาไม่เกิน 1.7 วินาที 
และมีความถูกตอ้งของต าแหน่งพิกดัของวตัถุ วดัไดเ้ฉล่ียไม่เกิน +14 มิลลิเมตร นอกจากน้ีระบบคอมพิวเตอร์วิชัน่ยงัสามารถส่ง
ต าแหน่งและมุมดงักล่าวเพ่ือช่วยใหแ้ขนหุ่นยนตห์ยบิจบัวตัถุท่ีตอ้งการไดโ้ดยอตัโนมติั 
 

ค าส าคญั - SIFT Feature   การประมวลผลภาพ   การจดจ าวตัถุ 
                                                                                                                                      

1. บทน า 
จากการส ารวจพบว่าในปี พ  .ศ . 2545 [1] มีจ านวนคนพิการ

ประมาณ 1,890,000   คนซ่ึงจะเห็นไดว้่าคนจ านวนไม่น้อยท่ีตอ้งทน
ต่อความ  ยากล าบากในการด ารงชีวิตประจ าวนั  ด้วยเหตุน้ีผูพิ้การ

ต้องการความช่วยเหลือจากบุคคลอ่ืนหรืออุปกรณ์เข้ามาช่วยให้
สามารถด าเนินชีวิตไดส้ะดวกข้ึนและมีคุณภาพชีวิตท่ีดีข้ึน ไดมี้การ
พัฒนาอุปกรณ์เพ่ือช่วยอ านวยความสะดวกให้แก่คนพิการอย่าง

ต่อเน่ือง รวมทั้ งมีการน าระบบหุ่นยนต์เข้ามาช่วยท าให้คนพิการ
สามารถด ารงชีวิตไดอ้ย่างสะดวกข้ึน ซ่ึงโดยทัว่ไปไดมี้การน าแขน
หุ่นยนตม์าช่วยป้อนอาหารคนพิการแต่ส่วนใหญ่จะไม่เป็น 

แบบระบบอตัโนมติั โดยจะตอ้งมีการระบุต าแหน่งการเคล่ือนท่ี
ให้แขนหุ่นยนตไ์วก่้อนแลว้ หรืออาจจะเป็นแบบการควบคุมดว้ยมือ
เพ่ือส่ังงานแขนหุ่นยนต์โดยตรง ท าให้ขาดความสะดวกแก่ผูพ้ิการ
ทางแขนท่ีไม่สามารถใชง้านไดต้อ้งอาศยัผูอ่ื้นคอยช่วยเหลือ งานวิจยั
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น้ีจึงน าเสนอ      การพัฒนาระบบคอมพิวเตอร์วิชั่นมาช่วยหา
ต าแหน่งของวตัถุ แลว้ส่งขอ้มูลดงักล่าวไปให้แขนหุ่นยนตจ์ะท าให้
ระบบการป้อนอาหารคนพิการสามารถท างานไดเ้องอยา่งอตัโนมติั 
 
2. การทบทวนงานวิจัยที่เกีย่วข้อง 

ในปี ค.ศ.2004 คณะวิจยัของ  Shahram Jafari และ Ray Jarvis 
จาก  Monash  University Australia   ท่ีศูนยว์ิจยั Intelligent Robotic 
Research Centre (IRRC) ได้พัฒนาระบบ Eye-To-Hand 
Coordination [2] เป็นการศีกษา  การท างานระหว่างกลอ้งถ่ายภาพ
แบบสเตอริโอ ร่วมกับแขนหุ่นยนต์ช่ือ COERSU เพื่อให้สามารถ
หยิบจบัส่ิงของท่ีมีลกัษณะอ่อนนุ่มเช่น กลว้ย แตงกวา บนโต๊ะได ้มี
มือจบัท่ีติดเซนเซอร์รับแรง (Tactile Sensor)  และหุ้มดว้ยยางเพ่ือช่วย
ใหมี้ความอ่อนนุ่มในการหยบิ มีการท างานร่วมกนัจาก    การวิเคราห์
ภาพ 3 มิติ แบบสเตอริโอวิชั่นร่วมกับฟัซซ่ีลอจิกมาช่วยหาต าแหน่ง 
แลว้สามารถหยบิของได ้
 

 
 
รูปท่ี 1. หุ่นยนต ์COERSU ก าลงัหยิบวตัถุ [2] 

 
หุ่นยนต ์COERSU ดงัรูปท่ี 1 สามารถหยบิจบัวตัถุท่ีมีลกัษณะยาว ได ้
เช่น แตงกวา กล้วย ข้อมูลภาพจะถูกส่งเข้าไปให้คอมพิวเตอร์
ประมวลผลภาพและหาต าแหน่งของวตัถุซ่ึงเป็นส่วนท่ียาก  เพื่อให้
หุ่นยนตส์ามารถหยิบวตัถุให้ได ้โดยเร่ิมจากการวางวตัถุเป้าหมายให้
กลอ้งจบัภาพหาต าแหน่งให้ได ้  เพื่อให้สามารถสร้างแผนท่ีวตัถุบน
ภาพได ้แสดงดงัรูปท่ี 2 
 

 
 
รูปท่ี 2. แสดงการวเิคราะห์ภาพและการจบัต าแหน่งของวตัถุ  [2] 

หลงัจากนั้นใชก้ารค านวณหา  Kinematics ของแขนหุ่นยนต ์เพื่อใช้
ใน   การเคล่ือนท่ีไปหยิบวตัถุไดอ้ย่างถูกตอ้ง โดยวิธีของ Jacobian 
Matrices  การหยิบจะใชท่ี้จบัแบบคีบ 2 อนั หยิบตรงกลางของวตัถุท่ี
ท  าการประมวลผลภาพไว ้
 

 
รูปท่ี 3. แสดงรูปแบบการก าหนดจุดท่ีตอ้งการหยบิ  [2] 

 
โดยหุ่นยนตส์ามารถหยบิจบัวตัถุไดต้ามต าแหน่งท่ีระบบประมวลผล
ภาพหาต าแหน่งเอาไวใ้ห้ โดยจะเน้นวตัถุท่ีเป็นลกัษณะยาว เป็นตวั
หลกั แสดงดงัรูปท่ี 3 
 
ในปี ค.ศ. 2006 Andrew Dankers ไดพ้ฒันาระบบ Realtime Stereo 
Active Vision [3] ซ่ึงระบบสเตอริโอวิชั่นส่วนใหญ่จะเป็นแบบ
สเตติก-สเตอริโอวชิัน่ (Static Stereo Vision) โดยในงานวิจยัน้ีจะเป็น
การพัฒนาระบบแบบแอกทีฟ (Active) เป็นหลักและยังสามารถ
ท างานแบบสเตติก-สเตอริโอวชิัน่ไดด้ว้ย ระบบแบบเอกทีฟคือกลอ้ง
สามารถเคล่ือนท่ีข้ึน-ลง ซ้าย-ขวา เพื่อมองหาภาพได้ เร่ิมจากการ
พฒันาระบบท่ีช่ือ CeDAR แสดงดงัรูปท่ี 4 
 

 
รูปท่ี 4. แสดงระบบ CeDAR [3] 

 
แนวคิดคือการใชเ้ทคนิคซ้อนภาพแบบเรียลไทม ์(Real-Time Active 
Rectification Technique) ในขณะท่ีกลอ้งก าลงัเคล่ือนท่ี เพื่อให้ภาพ
กลมกลืนกนั แลว้จะถูกประมวลผลอย่างต่อเน่ืองจนกลายเป็นระบบ
แบบแอกทีฟ ปัจจุบนัระบบ CeDAR สามารถตรวจหาวตัถุในภาพท่ีมี             
การเคล่ือนไหวได ้โดยกลอ้งจะเคล่ือนท่ีตามวตัถุไปในเฟรมภาพท่ี
เคล่ือนท่ีไดอ้ยา่งราบร่ืน 
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ในปี ค.ศ. 2002  Loannis Lossifidis จาก Bochum University 
Germany   ไดพ้ฒันาระบบ An Anthropomorphic Robot Assistant 
[4] โดยมีหุ่นยนต ์ CORA ซ่ึงเคล่ือนท่ีไม่ได ้ โดยจะยดึติดอยูก่บัโต๊ะ 
แสดงดงัรูปท่ี 5  

 
 
รูปที่ 5. แสดงหุ่นยนต ์CORA มีส่วนแขน 7 DOF และส่วนหวั 2 
DOF [4] 

 
มีการท างานโตต้อบกบัมนุษยท่ี์นัง่อยูต่รงขา้มกนับนโต๊ะ ส่วนหวั
หุ่นยนตจ์ะมีการเคล่ือนที่ได ้ 2 DOF แบบ  Pan – Tilt ซ่ึงส่วนหวัจะ
บรรจุกลอ้งสีเอาไว ้ 2 ตวั เพื่อท าเป็นระบบสเตอริโอวชิัน่สามารถ
จดจ าวตัถุบนโต๊ะไดแ้ละยงัจ าท่าทางของมือท่ีใหสั้ญญาณได ้
นอกจากน้ียงัสามารถวเิคระห์หาต าแหน่งวตัถุในระบบ 3 มิติได ้
กลอ้งจะมีระยะห่างระหวา่งกลอ้งถึง 300 มิลลิเมตร ซ่ึงกวา้งกวา่ตา
ของมนุษย ์ ท าใหส้ามารถเพ่ิมความละเอียดในมุมมองไดม้ากกวา่ มี
ความสามารถในการติดตามวตัถุ โดยถา้พบมือ กลอ้งก็จะเคล่ือนที่
ตามมือ แลว้ลอ็คต าแหน่งนั้นไว ้ ขอ้มลูการเคล่ือนที่ของมือก็จะถูก
ค านวณส่งไปยงัอุปกรณ์ควบคุมความเร็วและการเคล่ือนที่ของกลอ้ง 
ขบวนการท างานของระบบดงักล่าวแสดงไดด้งัรูปท่ี 6 
 

 

 
รูปท่ี 6. แสดงขบวนการประมวลผลภาพของระบบ [4] 

ส่ิงแรกท่ี หุ่นยนต์จะต้องท า คือการจดจ าวัตถุ ท่ี มีทั้ งหมดก่อน
เปรียบเสมือน เป็นการเรียนรู้ของหุ่นยนต ์เช่นการจ าสี รูปร่าง ขนาด 
แลว้เอาเขา้มาค านวณร่วมกบัมุมการมอง เป็นเร่ืองเก่ียวกบัเรขาคณิต 
มุมของกลอ้งท่ีมองลงมาแบบ  Bird’s Eye View ตวัอย่างของการ
ส่ังงานโดยใชท่้าทางมือแสดงไดด้งัรูปท่ี 7 
 

 
 
รูปท่ี 7. แสดงการส่ังใหหุ่้นยนตห์ยิบของตามค าส่ังมือ [4] 

 

3. ภาพรวมของระบบวช่ัิน 
ระบบการประมวลผลภาพจะท างานร่วมกับแขนหุ่นยนต์ป้อน

อาหารคนพิการ เพื่อหาต าแหน่งและทิศทางของวตัถุท่ีตอ้งการจาก
ภาพระบบสเตอริ-โอวิชัน่ คือ ชอ้น จานขา้ว และแกว้น ้ า เม่ือไดพ้ิกดั 
ของต าแหน่งชอ้น จานขา้ว และแกว้น ้า แลว้จะส่งขอ้มูลผ่านทางซ็อก
เก็ต (Socket Communication) ไปยงัชุดโปรแกรมของแขนหุ่นยนต ์
โดยใหส่้วนของ  การประมวลผลภาพเป็นเซิร์ฟเวอร์ (Server) หรือตวั
แม่ข่าย แล้วส่วนโปรแกรมของแขนหุ่นยนต์จะเป็นตัวลูกข่าย 
(Client) เพื่อให้แขนหุ่นยนตท์  างานตามค าส่ังของผูใ้ชง้านท่ีตอ้งการ 
ให้ระบบเข้ามาหยิบจับแบบอัตโนมติั ภาพรวมของระบบวิชั่น
สามารถแสดงไดด้งัรูปท่ี 8 

 
รูปท่ี 8. แสดงภาพรวมของระบบ 
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การท างานของระบบคอมพิวเตอร์วิชั่น  เ ร่ิมจากระบบจะ
ประมวลผลภาพเพ่ือหาต าแหน่งของจาน ช้อน และแก้ว ถา้เจอจาน 
ช้อน และแก้ว ก็จะเก็บข้อมูลต าแหน่งเอาไว ้เพ่ือรอการร้องขอ
ต าแหน่งจากโปรแกรมแขนหุ่นยนต์ ถา้ขอต าแหน่งช้อนมา ก็จะส่ง
ต าแหน่งชอ้นและจานไปให้ ถา้ขอต าแหน่งของแกว้มา ระบบวิชัน่ก็
จะส่งขอ้มลูต าแหน่งแกว้ไปใหโ้ปรแกรมแขนหุ่นยนตโ์ดยโฟร์ชาร์ต
การท างานของระบบแสดงไดด้งัรูปท่ี 10 

 
 

 
รูปท่ี 9. แสดงกลอ้ง 2 ตวัท่ีใชท้  า สเตอริโอวชิัน่ 

 

          
รูปท่ี 10. แสดงโฟร์ชาร์ตการท างานของระบบ 

 
 
 
 
 
 

3.1. ส่วนประกอบด้านฮาร์ดแวร์ 
ส่วนประกอบท่ีส าคญัดา้นฮาร์ดแวร์คือกลอ้ง 2 ตวั แสดงดงัรูปท่ี 

9 ถูกติดตั้ งอยู่บนรถเข็นคนพิการส าหรับสร้างภาพแบบสเตอริโอ 
กล้องมีระยะห่างระหว่างกัน 12 เซนติเมตร มีความยาวโฟกัส 3.7 
มิลลิเมตร และใชค้อมพิวเตอร์ 1 เคร่ือง ท่ีมีซีพีย ูIntel Duo T9400 2.4 
GHz และการ์ดจอรุ่น ATI Radeon HD3650 ติดอยู่หลงัเบาะของเกา้อ้ี 
เพื่อควบคุม              การประมวลผลภาพ การติดตั้งของอุปกรณ์ดา้น
ฮาร์ดแวร์ แสดงในรูปท่ี 11 
 
 

    
รูปที่ 11. แสดงอุปกรณ์ท่ีติดตั้งบนรถเขน็คนพิการ 

 
3.2 ส่วนประกอบด้านซอฟต์แวร์ 

โปรแกรมภาษาซีพลสัพลสัของ Microsoft Visual Studio 2008 
พร้อมดว้ยซอฟตแ์วร์ไลบราล่ี OpenCV 2.1 ไดถู้กน ามาใชพ้ฒันาเพื่อ
การประมวลผลภาพจากกล้อง โดยระบบจะตอ้งท าการสอบเทียบ
ภาพจากกลอ้งก่อนแลว้น าพารามิเตอร์จากการสอบเทียบไปใชใ้นการ
ปรับขอบภาพให้ถูกตอ้งและท าการประมวลผลภาพเบ้ืองตน้เพื่อให้
ไดภ้าพท่ีเหมาะสมข้ึน หลงัจากนั้นระบบจะใชห้ลกัการ SIFT เพื่อหา
ฟีเจอร์ในภาพและท าการเปรียบเทียบกับส่วนท่ีเหมือนกันใน
ขอ้มลูภาพตน้แบบ แลว้ท าสเตอริโออิมเมจ เพื่อหาระยะความลึกของ
วตัถุในภาพ หลังจากนั้นระบบวิชั่นจะเก็บต าแหน่งของช้อน จาน 
และแกว้ เพ่ือรอการร้องขอจากโปรแกรมควบคุมแขนกลต่อไป โฟร์
ชาร์ตการท างานแสดงไดด้งัรูปท่ี 12 
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รูปท่ี 12. แสดงโฟร์ชาร์ตการท างานของการประมวลผลภาพ 
 
3.2.1. การสอบเทียบภาพจากกล้อง 

 
ก่อนการประมวลผลภาพจากกลอ้งแบบสเตอริโอจะตอ้งท าการ

สอบเทียบภาพจากกล้องก่อน ด้วยการใช้ภาพตารางหมากรุก เพื่อ
ปรับแก้ค่าความโคง้ของเลนส์ให้ถูกตอ้งก่อนดงัรูปท่ี 13 แลว้จึงน า
ค่าตวัแปรท่ีไดไ้ปใชป้รับแกภ้าพเพื่อใชใ้นการประมวลผลภาพในขั้น
ถดัไป 

 
 
รูปท่ี 13. แสดงใหเ้ห็นภาพท่ีบิดเบ้ียวจากความโคง้ของเลนส์ [8] 

 
โดยผงัการวางของระนาบบนฉากรับภาพสามารถแสดงไดด้งัรูปท่ี 14 
 

จากรูปท่ี 15 ภาพท่ีได้จากกล้องรูเข็มจะใช้เป็นโมเดลเร่ิมต้น 
จากนั้นจึงแปลงไปอยู่ในรูปท่ีให้ จุด Center of Projection อยู่
ดา้นหลงั Image Plane  เป็นการยา้ยจุด Pin Hole ไปไวด้า้นหลงั หรือ

การสลบัท่ีกนัระหว่าง  Pinhole กบั Image Plane เพ่ือให้เขา้ใจง่ายข้ึน 
และสามารถค านวณหาระยะต่างๆได ้แสดงไดด้งัรูปท่ี 15 
 

 
รูปท่ี 14. แสดงภาพท่ีไดจ้ากกลอ้งรูเขม็ (Pin Hole) ท่ีปรากฏบนฉาก
รับภาพ (Image Plane) 
 
             f  คือ ระยะโฟกสั     Z คือ ระยะจากวตัถุถึงรูกลอ้ง [8] 
 

 
รูปท่ี 15. แสดงภาพท่ีไดจ้ากการสลบัท่ีกนัของภาพจากกลอ้งรูเขม็ กบั
ฉากรับภาพจะไดเ้ป็น ตน้แบบภาพ (Camera Model) ท่ีจะใชใ้นการ
สอบเทียบ [8] 
 

โดย Q คือจุดบนวตัถุ   และ q  คือจุดบนภาพท่ี Image Plane เม่ือมี          
การลากเส้นจาก Q ไปตดัแกน Optical Axis ความสัมพนัธ์ระหว่าง
จุดตดับนวตัถุ Q(X,Y,Z) และจุดตดับนภาพ q(x,y,z) บน Image Plane 
ไดด้งัสมการท่ี 1 และ 2 
 

x = f * (X/Z)                                                    (1) 
y = f * (Y/Z)                                                    (2) 

 
จากความสัมพนัธ์ขา้งตน้ จะใช้เมตริก Projective Transform เพื่อ
น ามาปรับแก้ความบิดเบ้ียวจากเลนส์โดยใช้พารามิเตอร์ Camera 
Intrinsic Matrix และ Distortion Intrinsic Matrix โดย Camera 
intrinsic matrix จะอยู่ในรูปเมตริก 3x3 ซ่ึงแทนด้วย M มี
ส่วนประกอบดว้ย 2 ส่วน คือ Focal Length (fx ,fy)   โดยท่ี  fx , fy 
คือ focal length หน่วยพิเซล  (pixel) และ Principle Point (Cx ,Cy) 
ตามสมการท่ี 3 ในความเป็นจริงจุด Principle Point ไม่ได้อยู่บน 
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Optical Axis ดงันั้นจึงตอ้งสร้างตวัแปรใหม่ 2  ตวั คือ  Cx , Cy เพื่อ 
สร้างจุดท่ีเคล่ือนที่ออกจาก Optical Axis ตามสมการท่ี 4 
 

           (3) 
 

          (4) 
 
ส่วน Distortion Intrinsic Matrix จะใชใ้นเร่ืองของการแกค้วามโคง้
ของเลนส์ ซ่ึงประกอบด้วย 2 ส่วนคือ Radial Coefficients และ 
Tangential Coefficients โดย Radial Coefficients คือ k1 , k2 , k3  ซ่ึง 
k3 จะใช้ในกรณีของเลนส์ตาปลา (Fish Eye) และสามารถปรับค่า
ความโคง้ใหถู้กตอ้งตามสมการท่ี 5 และ 6 

x corrected   =  x(1+k1r
2 + k2r

4 + k3r
6)                           (5) 

y corrected   =  y(1+k1r
2 + k2r

4 + k3r
6)                           (6) 

ส่วน Tangential Coefficients  คือ P1 และ P2 จะใชใ้นการปรับค่า
ความเอียงท่ีเกิดจากการติดตั้งเลนส์ของกลอ้ง 

x corrected   =  x + [2p1y+p2(r
2 + 2x2)]                           (7) 

y corrected   =  y + [p1(r
2 + 2y2) + 2p2x]                          (8) 

 
พารามิเตอร์ทั้ง 5 ตวั ของ Distortion Intrinsic Matrix  จะน ามาใช้
ร่วมกนัในการแกค้วามโคง้ของเลนส์ การทดลองเขียนโปรแกรม เพื่อ
หาค่าพารามิเตอร์ต่างๆ และน าไปใช้ในการปรับแก้ความโค้งของ
เลนส์โดยจะต้องเตรียมภาพตารางหมากรุกส าหรับการสอบเทียบ
กลอ้งแสดงไดด้งัรูปท่ี 16 
 

 
รูปท่ี 16. แสดงการหาจุดตดับนตารางหมากรุกเพื่อใชใ้นการสอบ

เทียบกลอ้ง 
 

ค  าส่ังท่ีใชใ้นการสอบเทียบกลอ้งของ OpenCV คือ 
cvCalibrateCamera2()   และ cvInitUndistortMap() ก็น าไปใชเ้ขียน
ในฟังกช์ัน่ cvStereoCalibrate( ) 
จะไดพ้ารามิเตอร์ท่ีอยูใ่นรูป  .xml  เม่ือไดพ้ารามิเตอร์มาแลว้จะ
น าไปใชใ้นการแกค้วามโคง้ของเลนส์ ดงัแสดงในรูปท่ี 17 
 

 
 

 

                              
รูปท่ี 17. แสดงภาพท่ีปรับแกค้วามโคง้ของเลนส์จะเห็นวา่ภาพ
ขา้งบนก่อนปรับแกค้วามโคง้ของเลนส์บริเวณริมขอบภาพจะมีความ
โคง้อยู ่หลงัปรับแกแ้ลว้จะท าใหภ้าพมีส่วนโคง้ลดลง 
 
3.2.2. การรับขอ้มลูภาพเขา้มาเพื่อท  าการประมวลผลภาพเบ้ืองตน้ 
ภาพท่ีได้มาจากกล้อง 2 ตัว เม่ือปรับแก้ความเอียงเรียบร้อยแล้ว 
ขอ้มูลภาพจะแยกภาพดา้นซ้ายกบัภาพดา้นขวา ภาพแต่ละดา้นจะถูก
น าไปปรับเป็นภาพเทา-ด า ก่อน แลว้จึงปรับแต่งเร่ืองสภาพแสงท่ี
เรียกวา่การกรองขั้นต ่า(Threshold) เพื่อใหมี้ความเหมาะสมก่อน 
 
3.2.3. หาฟีเจอร์ในภาพและท าการเปรียบเทียบกับส่วนท่ีเหมือนกัน
ในขอ้มลูภาพตน้แบบ 
กระบวนการน้ีเป็นการจดจ าวตัถุในภาพ (Object Recognition) โดย
ใชอ้ลักอริทึม SIFT Feature [5] [6] ในการหาวตัถุ ซ่ึงมีคุณสมบติัท่ีดี
ต่อ     การทนการเปล่ียนแปลงของสภาพแสง ทนต่อการยอ่-ขยาย ทน
ต่อการหมุนของภาพได้ดีกว่า ซ่ึงหลกัการท างานมี 4  ขั้นตอนหลัก 
คือ 

1. Scale-Space Extrema Detection 
2. Keypoint Localization 
3. Orientation Assignment 
4. Generation of  Keypoint  Descriptor 
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ขั้นตอนท่ี 1 : Scale-Space Extrema Detection 
เป็นการน าวธีิของ Burt&Adelson ท่ีเรียกวา่ DoG:Difference 
Gaussian of Pyramid มาพฒันาเพ่ิมเติม มีหลกัการคือการน าภาพมา
ท าใหเ้บลอดว้ย      โลพาสฟิลเตอร์ช่ือวา่ Gaussian-Blurred  ของภาพ
แต่ละขนาดและหาความแตกต่างของภาพโดยตวัอยา่งแสดงดงัรูปท่ี 
18 

 
 
รูปที่ 18.  แสดงการลดขนาดภาพของชอ้นลงไปเร่ือยๆ เป็นการท าท่ี
เรียกวา่ปิรามิด ตามอตัราส่วนท่ีก าหนดไว ้
 
ขั้นตอนท่ี 2 : Keypoint Localization 
ขั้นตอนน้ีจะเป็นการน าจุดท่ีสนใจท่ีไดจ้ากรูปท่ี 18 มาไวใ้นรูป
เดียวกนั เพ่ือรวมเป็นลกัษณะของฟีเจอร์ในภาพ ผลของการหา 
Keypoint ดงัแสดงในรูปท่ี 19 

 

 
 

รูปท่ี 19. แสดงผลการท า Keypoint Localization 
 
ขั้นตอนท่ี 3 : Orientation Assignment 

ขั้นตอนน้ีเป็นการหาทิศทางผลรวมของจุดท่ีสนใจ จุดท่ีสนใจของ
ชอ้นจะเห็นชดัท่ีบริเวณท่ีตกัของชอ้น และปลายสุดของหางชอ้น จะ
ไดต้  าแหน่ง (x,y) ของทั้ง 2 จุดออกมา ดงัแสดงในรูปท่ี 20 
 

 
รูปท่ี 20. แสดงการทิศทางของฟีเจอร์ท่ีได ้ 

 
ขั้นตอนที่ 4 : Generation of  Keypoint  Descriptor 
เม่ือไดจุ้ดท่ีสนใจจากขั้นตอนท่ี 3 แลว้ ขั้นตอนน้ีจะสร้างตวัคน้หา
เป็นกรอบเมตริก 4x4 หรือ 0x0  หรือมากกวา่ เพ่ือใชเ้ป็นฟีเจอร์
มาตรฐาน ในการน าไปคน้หากรอบเมตริกท่ีมีความเหมือนกนัในภาพ
ท่ีตอ้งการ ยิง่กรอบเมตริกมากก็ยิง่ละเอียดมาก แต่จะใชเ้วลาในการ
ค านวณหานานมากข้ึนดว้ยตวัอยา่งของการท างานดงัแสดงในรูปท่ี 
21 

 
 
รูปท่ี 21.   แสดงวิธีการสร้างตัวค้นหา จากภาพซ้าย ขนาด 8x8 
แบ่งย่อยภายในเป็น 4x4 โดยน าเวกเตอร์ท่ีมีทิศทางเดียวกนัรวมกัน 
แลว้ใหมี้ขนาดพิกเซลเหลือเป็น  2x2 [6] 

 
3.2.4  Keypoint Matching 
การท าการจบัคู่จุดท่ีสนใจ (Keypoint Matching) เบ้ืองตน้จะใชว้ธีิการ
ของ Nearest Neighbor  มาค านวณหาระยะทางยคูลิเดียน (Euclidean 
Distance)ของแต่ละจุดท่ีสนใจ โดยจุดท่ีสนใจตอ้งมีฟีเจอร์อยา่งนอ้ย 
3  ฟีเจอร์ถึงจะใชไ้ด ้ตวัอยา่งการท างานดงัแสดงในรูปท่ี 22 
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รูปท่ี 22. แสดงการการจบัคู่ของฟีเจอร์จากภาพตน้แบบไปยงัวตัถุท่ี
ตอ้งการ 

 
3.2.5. การเพิม่จ านวนฟีเจอร์ให้มากขึน้ 
วธีิการเพ่ิมจ านวนฟีเจอร์ให้มากข้ึนสามารถท าไดโ้ดยเพ่ิมการท า
ขอบภาพ (Edge) ซอ้น 2 ชั้นจะช่วยท าให ้ฟีเจอร์เพ่ิมข้ึน อยา่งนอ้ย 3-
5 เท่า ดงัแสดงในรูปท่ี 23 
 

 
ฟีเจอร์ = 62                                  ฟีเจอร์ = 6 

 
ฟีเจอร์ = 74                                  ฟีเจอร์ = 76 

รูปท่ี 23. แสดงฟีเจอร์ท่ีเพ่ิมข้ึนจากการท าขอบภาพ 2 ชั้น 
 

ส่วนรูปท่ี 24 แสดงภาพการหาฟีเจอร์ของวตัถุท่ีมีลกัษณะคลา้ยกนั
เช่นส้อมจะสามารถหาไดดี้หลงัจากเพ่ิมจ านวนฟีเจอร์แลว้ 
 

 
รูปท่ี 24. แสดงภาพการหาฟีเจอร์ของวตัถุท่ีมีลกัษณะคลา้ยกนั 

3.2.6. การท าสเตอริโออิมเมจ เพ่ือหาระยะความลึกของวตัถุในภาพ  
การหาความลึกของวตัถุสามารถหาได้โดยใช้หลกัการสามเหล่ียม
คลา้ยดงัแสดงในรูปท่ี 25 [7] 
 

 
รูปท่ี 25. แสดงหลกัการสามเหล่ียมคลา้ยท่ีไดจ้ากกลอ้ง 2 ตวั [7] 

 
T คือระยะระหวา่งกลอ้ง จากภาพแสดงรูป 2 มิติ มี Cl กบั Cr จะเกิด
กรณีเลนส์มีความโคง้ (Lens Distortion) เราสามารถค านวณจุด P ได้
จากภาพซา้ย ท่ี จุด Pl และ Pr ซ่ึงมี xl และ xr อยู ่โดยใชส้ามเหล่ียม
คลา้ยหาความลึก z ตามสมการ 9 

           (9) 
 
ส าหรับระยะวตัถุท่ีไกลข้ึนจะท าให้ภาพทางซา้ยและขวามีค่า
เหมือนกนันอ้ยลงดงัแสดงในรูปท่ี 26 
 

 
 
รูปท่ี 26. แสดงให้เห็นว่าถ้าระยะวตัถุไกลข้ึนค่าความเหมือนกัน 
(Disparity) ของภาพทั้ง ซา้ยและขวาจะยิง่นอ้ยลง [7] 
 
ภาพในรูปแบบ 3 มิติ ส าหรับใชใ้นการค านวณหาระยะความลึกดงั
แสดงในรูปท่ี27 
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รูปท่ี 27. แสดงภาพแบบ 3 มิติ เพื่อใชใ้นการหาระยะความลึก [7] 

 
สูตรสมการ 10 11  และ12 ท่ีใชใ้นการค านวณหาระยะใน 3 มิติ 
 

Z_actual = (b*focal_lenght)/(xl-xr)        (10) 
X_actual = x*Z_actual / focal)length            (11) 
Y_actual = yl*Z_actual / focal_length        (12) 

 
จากรูปท่ี 28 ส าหรับทดสอบหาต าแหน่งของวตัถุในภาพ 3 มิติ จะเห็น
วา่ภาพดา้นล่างจะมีบางส่วนใชง้านไม่ได ้จะตอ้งมีการตดัออกไปหลงั
สอบเทียบกลอ้ง จากนั้นก็สามารถหาระยะความลึกของวตัถุได ้
 

 
 

รูปท่ี 28. แสดงการทดลองหาระยะความลึกของวตัถุในภาพ 3 มิติ 
 

จากการทดลอง เราสามารถจ าแนกวตัถุท่ีเป็นถว้ย และแก้ว ออกไป
ไดก่้อนและมีความแม่นย  าสูง  แลว้จึงใช้ SIFT Matching มาหาตวั
ชอ้นเพ่ือตีกรอบเบ้ืองตน้รอบวตัถุท่ีเป็นชอ้น แลว้จึงหาลกัษณะเด่น
ของช้อนเพ่ิมเติมคือสี ความยาว และความกวา้งของด้าม เพื่อหา
ต าแหน่งของดา้มชอ้นดงัแสดงในรูปท่ี 29 
 

 
รูปท่ี 29. แสดงพิกดับนดา้มชอ้นของภาพซา้ยและขวา 
 
การทดสอบการท างานของโปรแกรมระบบวชิัน่ท่ีเป็นเซิฟเวอร์
ส าหรับใชร้อการติดต่อมาจากโปรแกรมของแขนหุ่นยนตเ์พื่อร้องขอ
ค่าต าแหน่งของวตัถุท่ีตอ้งการดงัแสดงในรูปท่ี 30 

 

 
รูปท่ี 30. แสดงภาพการทดสอบการท างานของโปรแกรมในการหา 
 
วตัถุท่ีจดจ าไวคื้อชอ้นจาน และ แกว้ ในรูปต าแหน่งหางชอ้นคือ 
(603, 86, 10) วดัต าแหน่งจริงได ้(594,90,22) ผดิพลาดไป x=-9 y=4 
z=12  มิลลิเมตร 
 

4. ผลการวิจัย 
การทดสอบการท างานโปรแกรมระบบวิชั่นส่งค่าต าแหน่งของแก้ว
ไปใหแ้ขนหุ่นยนตเ์ขา้มาหยบิป้อนผูท้ดลองดงัแสดงในรูปท่ี 31  
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รูปท่ี 31. แสดงการหยบิจบัวตัถุของแขนหุ่นยนตร่์วมกบัระบบ
ประมวลผลภาพ  
 
จากการบันทึกผลการท างานของระบบพบว่าสามารถตรวจหา
ต าแหน่งชอ้น ต าแหน่งจาน และต าแหน่งแกว้ ไดเ้ฉล่ียภายในเวลาไม่
เกิน 1.7 วินาที มีความถูกตอ้งของต าแหน่งพิกดัของวตัถุ วดัไดเ้ฉล่ีย
ไม่เกิน + 14 มิลลิเมตร ส่วนการส่งข้อมูลไปให้แขนหุ่นยนต์จะส่ง
ทางซ็อกเก็ต โดยผูใ้ชก้ดปุ่มขวาดว้ยดา้นขา้งของหัวไหล่เพ่ือเลือกว่า
จะใหแ้ขนหุ่นยนตห์ยบิอะไร เม่ือโปรแกรมแขนหุ่นยนตรั์บค าส่ังก็จะ
ส่งรหัสไปยงัโปรแกรมประมวลผลภาพเพื่อขอให้ส่งขอ้มูลต าแหน่ง
ของวตัถุท่ีจะหยิบเข้ามา ส่วนการกดปุ่มซ้ายจะเป็นการส่ังให้แขน
หุ่นยนตห์ยดุ 
 
5. สรุปและแนวทางพฒันา 

งานวิจัยน้ีเป็นการน าเทคโนโลยีทางด้านคอมพิวเตอร์วิชั่นมา
ประยุกตใ์ชใ้นการจดจ าวตัถุในภาพ เพ่่ือช่วยหาต าแหน่ง x y z และ
มุมท่ีกระท ากบัแนวระนาบ ของวตัถุในระบบภาพ 3 มิติ เพ่ือส่งขอ้มูล
ให้แขนกลเข้ามาหยิบจับแก้วน ้ าและด้ามช้อนตามทิศทางดังกล่าว 
จากการทดลองพบวา่ผล          การท างานของระบบประมวลผลภาพ
ความเร็วอยู่ในเกณฑ์ดี    และการหาวตัถุช้าท่ีสุดไม่เกิน 2 วินาที 
เน่ืองจากบางคร้ังสภาพแสงไม่คงท่ี ท  าให ้            

  การประมวลผลภาพยากข้ึน แต่ก็ยงัหาวตัถุได ้โดยสามารถหา
ต าแหน่งของดา้มช้อนไดแ้ละส่งขอ้มูลให้แขนกลเขา้มาหยิบจบัดา้ม
ชอ้นไดถู้กตอ้ง แต่ยงัคงตอ้งท างานในสภาพแสงคงท่ีเช่นในห้อง ท่ีมี
แสงจากหลอดฟลูออเรสเซนต ์เป็นตวัหลกั การส่งขอ้มูลไปให้แขน
หุ่นยนตโ์ดยใชส้ถาปัตยกรรมแม่ข่าย-ลูกข่าย สามารถรับส่งขอ้มูลกนั
ไดเ้ป็นอยา่งดี  

 
 
 
 
 
 
 

งานวิจยัน้ีสามารถพฒันาต่อให้ระบบวิชั่นสามารถตรวจจบัปริมาณ
ของอาหารบนจานไดว้า่เม่ืออาหารใกลห้มดหรือหมดแลว้ ก็จะส่งขอ้
มมลูไปส่ังใหหุ่้นยนตห์ยดุการป้อนอาหาร  
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