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ABSTRACT - Plagiarism detection methods have been required by many education 

institutions because students in these institutions use other people works or idea without 

referencing the original authors. However, the existing methods obtain poor performance when 

applying them to Thai documents because the sentence structure of Thai is different from 

English (e.g. no space between words). This research presents a hybrid approach for Thai 

document plagiarism detection using the N-gram and Semantic Role Labeling (SRL) techniques. 

In addition, keywords of documents are weighted to enhance similarity computation efficiency. 

As a result, the proposed technique can improve the plagiarism detection performance 

compared to traditional SRL and other existing methods. 
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บทคัดย่อ--การตรวจจบัการคดัลอกเชิงวชิาการเป็นส่ิงที่ได้รับความสนใจอย่างมาก โดยเฉพาะในสถาบันการศึกษาเน่ืองจาก
นักศึกษามกัจะกระท าผดิโดยการน าเอาผลงานหรือแนวคดิผู้อ่ืนมาแอบอ้างเป็นงานของตนเอง แต่เทคนิคในการตรวจจบัการ
คดัลอกของเอกสารทีน่ิยมใช้กนัในปัจจุบันนั้น เม่ือน ามาใช้กบัเอกสารภาษาไทยพบว่ามปีระสิทธิภาพทีต่ า่เน่ืองจากปัญหา
ด้านโครงสร้างไวยากรณ์ของภาษาไทย งานวจิยันีจ้งึน าเสนอการน าหลกัไวยากรณ์และการตารางความน่าจะเป็นแบบ 5 และ 
3 แกรม (N-gram) ทีส่ร้างจากตวัแบบท านายต้นไม้ในการปรับปรุงโครงสร้างของประโยคและเทคนคิ Semantic Role 
Labeling ร่วมกบัการให้ค่าน า้หนกัของค าในการเปรียบเทยีบเชิงความหมาย จากการทดลองพบว่าท าการปรับปรุงโครงสร้าง
ของประโยคแล้วมปีระสิทธิภาพในการตรวจจบัมากยิง่ขึน้กว่าการใช้เทคนิค Semantic Role Labeling ร่วมกบัการให้ค่า
น า้หนักของค าเพยีงอย่างเดยีว 
ค าส าคญั  การโจรกรรมความคิดทางวชิาการ, การเปรียบเทียบเชิงความหมาย, Semantic Role Labeling, N-grams  
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1. บทน า  
การตรวจจบัการคดัลอกทางวิชาการนั้นเป็นส่ิงท่ีสถาบนัการศึกษา
เร่ิมให้ความสนใจมากข้ึนแต่การตรวจสอบการคดัลอกเป็นเร่ือง
ยากและต้องใช้เวลามากในการตรวจสอบด้วยมือ มหาวิทยาลัย
หลายแห่งมีการใช้โปรแกรมประยุกต์มาร่วมในการตรวจจบัการ
คดัลอกทางวิชาการ เพ่ือช่วยลดทรัพยาการบุคคลในการตรวจจบั
การคดัลอกจากเอกสารจ านวนมาก ซ่ึงโปรแกรมประยกุตส่์วนใหญ่
นั้นถูกพฒันาเพื่อใช้ในการตรวจจบัการคดัลอกภาษาองักฦษซ่ึงมี
การเวน้วรรคตอนระหว่างค าและมีการใช้เคร่ืองหมายเพื่อบอกถึง
จุดส้ินสุดของประโยคอยา่งชดัเจน แต่เน่ืองจากภาษาองักฤษมีหลกั
ไวยากรณ์ท่ีต่างจากภาษาไทย ท าให้ซอฟตแ์วร์ท่ีมีอยู่ในปัจจุบนัมี
ประสิทธิภาพท่ีลดลงเม่ือน ามาใชก้บัเอกสารภาษาไทย 

หัวใจส าคญัของการตรวจสอบการโจรกรรมทางวิชาการคือ
การใช้เทคนิคของการประมวลผลภาษาธรรมชาติ (Natural 
Language Processing) มาช่วยในการตรวจจับการคัดลอกเชิง
วิชาการ โดยจะใช้ในการวิเคราะห์ประโยคเพื่อเปรียบเทียบความ
คลา้ยคลึงกนัของประโยค วิธีท่ีนิยมใชใ้นการวิเคราะห์ประโยควิธี
หน่ึงไดแ้ก่ Semantic Role Labeling  (SRL) เทคนิคน้ีจะท าการแยก
โครงสร้างของประโยคเป็นแต่ละหน้า ท่ีของค าในลักษณะ
โครงสร้างตน้ไมด้ว้ยหลกัไวยากรณ์และท าการเช่ือมโยงค าศพัทแ์ต่
ละค ากับค าคล้ายของค าศัพท์นั้ นๆ เพื่อให้สามารถวิเคราะห์
ประโยคได้ว่าประโยคนั้ นมีใจความว่าอะไร,ถูกท าโดยใคร,ท า
อะไรท่ีไหน,เม่ือไร อยา่งไรก็ตามผูว้จิยัไดพ้บปัญหาในขั้นตอนการ
วเิคราะห์ประโยคโดยใชเ้ทคนิค SRL กบัประโยคภาษาไทยดงัน้ี  

1) ปัญหาการไม่พบค าศพัทใ์นฐานขอ้มูล Lexitron ท าให้ไม่
สามารถทราบไดว้่าค  าศพัทน์ั้นท าหน้าท่ีอะไรในประโยค จึงท าให้
มีโอกาสท่ีจะจดัประโยคให้อยู่ในโครงสร้างของ SRL ผิดพลาดได้
ไดเ้น่ืองจาก SRL ใช้หน้าท่ีของค าในพจนานุกรมเป็นหลกัในการ
จดัโครงสร้าง  

2) ค  าศพัทห์น่ึงค าท าหน้าท่ีหลายอย่างท าให้มีโอกาสท่ีจะถูก
น าไปเปรียบเทียบกบัค าศพัทท่ี์อยูใ่นกลุ่มหนา้ท่ีของค าผิดไดเ้ช่นค า
วา่ “เร่ิม’สามารถท าหนา้ท่ีของ V และ AUX ไดไ้ด ้ 

3) การตดัประโยคผดิพลาดท าใหค่้าน ้าหนกัของค าในขั้นตอน
การเปรียบเทียบผิดซ่ึงจะส่งผลให้การเปรียบเทียบความเหมือน
คลาดเคล่ือน    

ในงานวจิยัน้ีจึงน าเสนอการน าเทคนิค n-gram และการเทคนิค
การวเิคราะห์ประโยคตามหลกัไวยากรณ์ เพ่ือใชใ้นการแกไ้ขปัญหา
ของการไม่พบค าศพัทใ์นพจนานุกรมและการเลือกหนา้ท่ีของค าใน
กรณีท่ีค านั้นมีไดห้ลายหนา้ท่ีร่วมกบัเทคนิค SRL   

 

2. งานวจัิยทีเ่กี่ยวข้อง 
จากปัญหาการคดัลอกหรือโจรกรรมความคิดหรือผลงานทาง

วิชาการดังกล่าว จึงได้มีการคิดค้นและพฒันาวิธีตรวจสอบการ
คัดลอกผลงานวิจัยต่างๆ โดยใช้เทคนิคของการประมวลผล
ภาษาธรรมชาติข้ึนมา   Schleimer et al.[1] ไดเ้สนอวิธีตรวจสอบ
การคดัลอกเอกสารทั้งเอกสาร โดยใช ้ Winnowing algorithm [2] 
เพ่ือช่วยให้สามารถตรวจสอบการคดัลอกเม่ือมีการสลบัต าแหน่ง
ของอกัขระหรือค าในบทความได้  โดยน าเสนอแนวทางการแกไ้ข
ปัญหาการคดัลอกบทความจากหลายๆ แหล่งมารวมกนัโดยการตดั
ค าในเอกสารออกส่วนๆ เท่าๆ กันและท าการเข้ารหัสข้อมูล
เหล่านั้นเป็นตวัเลข (document fingerprinting) ดว้ยการใชเ้ทคนิค 
Winnowing algorithm และท าการเปรียบเทียบตวัเลขเหล่านั้นกับ
เอกสารทดสอบ ซ่ึงผลท่ีไดพ้บวา่มีความแม่นย  าในการตรวจจบัการ
คดัลอกเอกสารแบบค าต่อค าสูง อยา่งไรก็ตามการท างานของวิธีน้ีมี
ข้อจ ากัด เน่ืองจากมีการท างานบนพ้ืนฐานของค่าแฮช (Hash 
number) ดงันั้นจึงมีโอกาสท่ีขอ้ความต่างกนั แต่ค านวณไดค่้าแฮช
เท่ากนั ซ่ึงจะท าใหเ้กิดความผดิพลาดข้ึนในการเปรียบเทียบเอกสาร 

ต่อมา Du et.al et al.[3] ท าการปรับปรุงการค านวณค่าแฮชเพื่อ
เพ่ิมความแม่นย  าในการตรวจสอบให้ดีข้ึนดว้ยการปรับปรุงสมการ
ในการค านวณในการหาค่าแฮชเพ่ือแกไ้ขปัญหา กรณีท่ีจ านวนชุด
ของค่าแฮชมีค่าเท่ากนั อยา่งไรก็ตามการตรวจสอบการคดัลอกวิธีน้ี
ยงัมีพ้ืนฐานการตรวจสอบแบบเปรียบเทียบค าต่อค า หมายความว่า 
หากมีการคดัลอกและผูค้ดัลอกท าการสลบัต าแหน่งของค า วิธีการ
น้ีอาจจะไม่สามารถตรวจจบัการคดัลอกได ้ดงันั้น Gipp et al.[4] 
ไดน้ าเสนอการตรวจสอบการคดัลอกเอกสารโดยน าเอกสารอา้งอิง 
(references) ร่วมพิจารณากับการใช้การเปรียบเทียบค าต่อค า 
เพื่อให้สามารถขยายขอบเขตการตรวจจบัการคดัลอกแบบเปล่ียน
ค าได้ดียิ่งข้ึน โดยมีแนวคิดว่าการเอกสารใดๆ ท่ีมีการอ้างอิง
เหมือนกันอาจจะมีการคัดลอกกันเกิดข้ึน อย่างไรก็ตามการน า
เอกสารอ้างอิงมาใช้ในการหาความสัมพันธ์ของเอกสารนั้ นมี
ข้อจ ากัดคือหากในเอกสารไม่มีการระบุแหล่งอ้างอิงจะท าให้
ประสิทธิภาพในการตรวจสอบลดลง จากวิธีการต่างๆ ท่ีกล่าวมา
ขา้งตน้เป็นการพิจารณาการคดัลอกเอกสารโดยเปรียบค าต่างๆ ใน
เอกสาร แต่วิธีการเหล่าน้ีไม่ได้พิจารณาความหมายของค าตาม
บริบทท่ีแทจ้ริงหรือเรียกว่า “การตรวจสอบเชิงความหมาย” ดงันั้น
นักวิจยัช่ือ Osman et al.[5] จึงไดน้ าเสนอการน าวิธี Semantic role 
labeling ( SRL)  ซ่ึ ง เ ป็ น เ ท ค นิ ค ท่ี ใ ช้ ใ น ก า ร ป ร ะ ม ว ล ผ ล
ภาษาธรรมชาติ โดยมีจุดเด่นท่ีสามารถวิเคราะห์ประโยคท่ีมีการใช้
ค  าท่ีมีความหมายคลา้ยกันได ้โดยน าเทคนิค SRL มาใช้ในการ
เปรียบเทียบความคลา้ยคลึงของประโยคเชิงความหมาย แต่จ ากัด
ขอบเขตของการหาค าท่ีมีความหมายเหมือนกันเฉพาะค ากริยา
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เท่านั้น ท าใหส้ามารถตรวจสอบการคดัลอกเชิงความหมายในส่วน
ของค ากริยาได้แม่นย  ายิ่งข้ึน  แต่วิธีน้ีมีข้อจ ากัดในภาษาไทย
เ น่ืองจากโครางส ร้างของภาษาไทย มีความแตกต่า งจาก
ภาษาอังกฤษตามท่ีกล่าวในบทน า จึงไดมี้การน าเทคนิค N-gram 
มาร่วมในการตัดค าภาษาไทย โดยเทคนิคน้ีจะใช้วิธีการค านวน
ความน่าจะเป็นท่ีจะเกิดรูปแบบค าศพัท์จากจ านวนค า N ค าก่อน
หน้าส าหรับภาษาไทยนั้นนิยมใชค่้า N เป็น 3 และ 4 เช่น [6]ได้
น าเสนอการใช ้N-gram มาช่วยในการตดัค าเพ่ือการคน้คืนระบบ
สารสนเทศ จากผลการทดลอง พบว่าการท า index โดยใช ้4-grams 
ในการตัดค ามีความแม่นย  ามากท่ีสุด หรือ [7] ใช้ 3-grams ใน
ขั้นตอนการตดัค าของการย่อความให้เหลือแต่ใจความส าคญัเป้น
ตน้ [8] ไดท้  าการทดลองเปรียบเทียบการตัดค ากับภาษาท่ีไม่มี
จุดส้ินสุดของประโยคเช่นภาษาไทย,จีน,ญีปุ่น พบว่าขนาดของ N-
grams ส่งผลกบัความถูกตอ้งโดยพบว่า 3 grams เหมาะสมกบัการ
ตดัค าไทยมากท่ีสุด[9] ไดท้  าการทดลองโดยใช้ N-gram เพื่อวดั
ประสิทธิภาพของการตดัค าพบว่าควรใชห้ลกัไวยากรณ์ร่วมในการ
ตดัค าดว้ยเพ่ือเพ่ิมประสิทธิภาพในการตดัค า 

จากปัญหาดังกล่าวดังนั้ นผูท้  าวิจัยจึงได้มีแนวคิดท่ีจะพฒันา
เทคนิคการคัดลอกเอกสารในลักษณะของการเปรียบเทียบเชิง
ความหมายส าหรับเอกสารภาษาไทยให้มีประสิทธิภาพมากยิ่งข้ึน 
โดยการปรับปรุงขั้นตอนของการวเิคราะห์ประโยคโดยมุ่งเน้นไปท่ี
การใช้โมเดล N-gram ในการคาดเดาความน่าจะเป็นของหน้าท่ี
ค  าศัพท์เม่ือไม่พบค าศัพท์ในพจนานุกรมหรือพบค าศัพท์ท่ีมีได้
หลายหนา้ท่ีร่วมกบัการใชไ้วยากรณ์โครงสร้างวลี (phase structure 
grammars)  

 

3. ระเบียบวธีิวจัิย 

งานวจิยัน้ีใชว้ิธี SRL ซ่ึงประกอบดว้ยขั้นตอน 3 ส่วน (รูปท่ี 1) 
ดงัน้ี  

1) การคัดกรองเอกสารและการเตรียมข้อมูล (Document 
filtering and data preparing) เป็นการคดัเลือกเอกสารท่ีตอ้งการ
ตรวจสอบซ่ึงจะเรียกว่า “เอกสารกลุ่มเส่ียง” โดยขั้นตอนน้ีจะ
คดัเลือกจากการเปรียบเทียบช่ืองานวิจยัท่ีตอ้งการตรวจสอบกบัค า
ส าคัญของงานวิจัยท่ีอยู่ในฐานข้อมูล และท าการตัดค าโดยใช ้
Swath API1 ของศูนยเ์ทคโนโลยีอิเล็กทรอนิกส์และคอมพิวเตอร์
แห่งชาติ ซ่ึงเป็นเคร่ืองมือในการตดัค าภาษาไทยท่ีมีประสิทธิภาพ
สูงโดยจะท าการตดัค าโดยเปรียบเทียบกับพจนานุกรม เม่ือผ่าน
กระบวนการตดัค าแลว้ จึงจะท าการตดัค าท่ีไม่มีความส าคญัออก 
(Remove stop word)  

                                                           
1http://www.thaisemantics.org/service/swath/index 

2) การเปล่ียนโครงสร้างประโยค (Sentence Re-structuring) คือ
การจัดประโยคให้อยู่ในโครงสร้างของ SRL ด้วยใช้ไวยากรณ์
โครงสร้างวลี และการใช้โมเดลต้นไมท้างเลือกท่ีจัดเก็บรูปแบบ
หน้าท่ีค าศพัท์แบบ 5-gramและ 3-gram ในการท านายหน้าท่ีของ
ค าศพัทท่ี์ไม่ปรากฏในพจนานุกรม Lexitron หรือค าศพัทท่ี์มีหลาย
หนา้ท่ี  

3) การเปรียบเทียบความคลา้ยคลึง (Similarity comparison) 
โดยจะท าการเปรียบเทียบความเหมือนดว้ยการเปรียบเทียบค าศพัท์
ตามแต่ละหนา้ท่ีของค า เขา้ดว้ยกนัดงัรูปท่ี 1 

 

Re-Structuring

Thai Worldnet

Journal DB

Document Filtering

Compare Each Role
In SRL

Weighting

1
2

3

Start

End

Grammar- 
Mutation

Predict-POS

Grammar 
Rule Base

POS Predict 
Model

 
รูปท่ี 1. แนวคิดของระบบ 
 

3.1 แนวการคดักรองเอกสารและการเตรียมข้อมูล (document 
filtering and data preparing)    

    ในการตรวจสอบการคดัลอกงานวจิยันั้นขั้นตอนท่ีใชเ้วลามาก

ท่ีสุดคือขั้นตอนการเปรียบเทียบเชิงความหมายซ่ึงตอ้งเปรียบเทียบ

เอกสารกลุ่มเส่ียงทีละคู่ ท  าใหจ้  าเป็นตอ้งมีการจ ากดัขอบเขตของ

เอกสารกลุ่มเส่ียง ผูท้  าวจิยัไดน้ าเสนอวธีิในการจดักดัของเขตโดย

การเปรียบเทียบช่ืองานวจิยั (Title) ท่ีตอ้งการตรวจสอบกบัค า

ส าคญั (Keyword) ของเอกสารกลุ่มเส่ียงจากวธีิน้ีสามารถลดเวลา

ในการตรวจสอบได ้เม่ือท าการคดักรองเอกสารแลว้จึงท าการ

เตรียมขอ้มูลงานวจิยัท่ีตอ้งการตรวจสอบจะถูกตดัค าออกโดยใช ้

Swath API ซ่ึงเป็นเคร่ืองมือในการตดัค าท่ีมีความแม่นย  าสูง โดย

เปรียบเทียบกบัค าศพัทใ์นพจนานุกรม และท าการตดัค าท่ีไม่ส าคญั
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ทิ้ง (stop word) โดยค าท่ีถูกตดัออกไปไดแ้ก่ค าท่ีเป็นสัญลกัษณ์ท่ี

ไม่มีความหมายและค าท่ีมีความถ่ีการถูกใชบ่้อยเกินกวา่ 80% 

เน่ืองจากเป็นค าท่ีไม่สามารถใชเ้ป็นตวัแทนเอกสารใดๆ ได ้เม่ือท า

ขั้นตอนน้ีแลว้พบวา่การเปล่ียนประโยคใหอ้ยูใ่นโครงสร้างของ 

SRL ใชเ้วลาลดลง 
 

3.2 การเปลีย่นโครงสร้างประโยค (Sentence re-structuring) 
    การเปล่ียนโครงสร้างของประโยคใหม่ให้อยู่ในโครงสร้างของ 

SRL เป็นขั้นตอนท่ีส าคญัและพบปัญหามากท่ีสุด โดยระบบจะท า

การวเิคราะห์ประโยคตามโรงสร้างของไวยากรณ์วลี โดยใชเ้ทคนิค

การวิเคราะห์ส่วนประชิด (Immediate Constituent) [10] ซ่ึงจะจดั

ประโยคเป็นสองส่วนคือนามวลี ( noun phrase) และกริยาวลี (verb 

phrase) โดยจะเร่ิมค้นหาค านามและค ากริยาท่ีอยู่ติดกันเพ่ือแบ่ง

ประโยคเป็นประโยคยอ่ย และท าแบบน้ีไปเร่ือยๆ หากประโยคย่อย

ใดมีสมาชิกเพียงค าเดียวก็จะถูกระบุหนา้ท่ีของค าทนัที โดยผลลพัธ์

ท่ีไดจ้ากขั้นตอนน้ีคือประโยคท่ีอยู่ในโครงสร้าง SRL ดงัตวัอย่าง

ในรูปท่ี  4 ในขั้ นตอนน้ีผู ้วิจัยพบว่าปัญหาเกิดข้ึนในการจัด

โครงสร้าง 2 ประการคือ 1 การไม่พบค าศพัทใ์นพจนานุกรมและ

ค าศพัทบ์างค ามีไดห้ลายความหมายดงัตารางท่ี 1 จะเห็นว่าค าว่า ”

เร่ิม” มี 3 หน้าท่ีของค าหากใชเ้พียงการจดัค าแบบพจนานุกรมแลว้

จะพบวา่ประโยค “โดยเร่ิมวิเคราะห์นามวลี” มีความน่าจะเป็นท่ีจะ

เกิดโครงสร้างของประโยคถึง 6 รูปแบบ ดงัตารางท่ี 3 ผูว้ิจยัจึงได้

น าหลกัไวยากรณ์วลีท่ีถูกเก็บไวใ้นลกัษณะของกฏดงัตวัอยา่งในรูป

ท่ี 2 มาร่วมในการรวมหรือเปล่ียนหน้าท่ีของค าศัพท์ตามหลัก

ไวยากรณ์โดยจะเรียกขั้นตอนย่อยน้ีว่า Grammar- Mutation ท าให้

พบว่าค าว่าเร่ิมจะท าหน้าท่ีเป็นกริยาร่วม (AUX) เม่ืออยู่หน้า

ค ากริยาอ่ืนท าให้สามารถลดรูปแบบโครงสร้างของประโยคเหลือ

เพียง 2 รูปแบบ คือ ID ท่ี 2 และ 5 หลงัจากนั้นจึงใชฐ้านขอ้มูล

ความน่าจะเป็นของค าศัพท์ดังตัวอย่างในตารางท่ี 3โดยจะเลือก

คน้หาค าท่ีติดกนั 5 ค าก่อนหากไม่พบจะท าการคน้หาจาก ค่าเฉล่ีย

ความน่าจะเป็นของของการเล่ือน 3-grams ดงัรูปท่ี 3  จากตวัอย่าง

พบวา่ไม่พบทั้ง 2 รูปแบบในฐานขอ้มูลความน่าจะเป็นของค าค าท่ี

ติดกนั 5 ค าจึงตอ้งคน้หาจาก ฐานขอ้มูลความน่าจะเป็นของค าค าท่ี

ติดกนั 3 ค า  พบวา่ ID ท่ี 2 มีความน่าจะเป็นท่ีจะเกิดมากท่ีสุด 

ตารางท่ี 1. แสดงตารางค าศัพท์และหน้าท่ีของค า ของประโยค 
“โดยเร่ิมวิเคราะห์นามวลี” 
 

โดย  เร่ิม วเิคราะห์ นาม วลี 

CONJ ADJ V N N 

PREP AUX    

 V    

 

 
รูปท่ี 2. แสดงตัวอย่างกฏของโครงสร้างไวยากรณ์วลี 
 

A B C D E

A B C D E

A B C D E

P(A,B,C,D,E)=Average(P(A,B,C),P(B,C,D),P(C,D,E))

รูปท่ี 3. แสดงตัวอย่างการค านวณความน่าจะเป็นของประโยค 

ABCDE จากการเล่ือน 3-gram 3คร้ัง 

 

 

 

 

 

 

 

     S          =   NP + VP 

    NP        =   Mod + N + PREP 

    Mod      =   ART + ADJ 

    VP        =   V + ADV 

    VP        =   AUX + V 

     VP          =  V  + NP 

     V          =  V + ADJ  

     PREP   =  PREP + NP 

 

JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 5 | NO 1 | JAN-JUN 2015                                                    
45 

 



ตารางท่ี 2. แสดงตารางค าศัพท์และหน้าท่ีของค า ของประโยค 
“โดยเร่ิมวิเคราะห์นามวลี” 

ID Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 

1 CONJ ADJ V N N 

2 CONJ AUX V N N 

3 CONJ V V N N 

4 PREP ADJ V N N 

5 PREP AUX V N N 

6 PREP V V N N 

 
ตารางท่ี 3. แสดงตารางความน่าจะเป็นที่สร้างจาก microsoft 
decision trees 

1st 2nd 3rd 4th 5th Prob 
N DET ADJ ADV endl 0.648828 
N DET ADJ N space 0.648828 
N DET ADV N space 0.648828 
N DET AUX ADJ space 0.648828 
N DET AUX V space 0.648828 
N DET CLAS V space 0.648828 
N DET N ADJ endl 0.648828 

 
3.3 การเปรียบเทยีบความคล้ายคลงึ (similarity comparison) 
เป็นขั้นตอนท่ีท าการเปรียบเทียบประโยคถูกจดัอยูใ่นโครงสร้าง

ของ SRL จากขั้นตอนท่ีโดยผลท่ีไดจ้ะเป็นรูปแบบประโยคดงัรูปท่ี

4 แลว้กบัประโยคท่ีอยูใ่นฐานขอ้มูลซ่ึงถูกจดัอยูใ่นโครงสร้าง SRL 

อยูแ่ลว้โดยระบบจะจดัค าและค าท่ีมีความหมายคลา้ยกนัจากทั้ง

สองประโยคเขา้เป็นเซ็ตหนา้ท่ีของค าและท าการนบัค าท่ีซ ้ ากนัดงั

รูปท่ี 5 ท่ีท  าการเปรียบเทียบประโยคในเซ็จหนา้ท่ีค านาม โดยจะมี

การใหค่้าน ้าหนกัแต่ละเซ็ตหนา้ท่ีของค าตามสมการท่ี 1 

j k

i

j

l

i
k

k

i 0 0

C(Args ) C(Args )   
Weight (Rol )

C(Args ) C(A

e

 rgs

=

)
 






  (1) 

โดยให้ iWeight (Role ) คือค่าน ้าหนกัของหนา้ท่ีของค า i 
jC(Args )  คือ กลุ่มค า j ในเซ็ตหนา้ท่ีของค า i 
kC(Args )  คือ กลุ่มค า k ในเซ็ตหนา้ท่ีของค า i 

 
j

k

i 0

C(Args )



คือผลรวมของจ านวนค าทั้ งหมดใน
ประโยค j ซ่ึงมีจ านวน k ค า 

k

l

i 0

C(Args )



คือผลรวมของจ านวนค าทั้ งหมดใน
ประโยค k ซ่ึงมีจ านวน l ค  า 

จากสมการท่ี 1 สามารถค านวนค่าน ้าหนกัของกลุ่มค านาม ไดด้งัน้ี 
(4+4)/(8+8)=0.5 และเม่ือน าไปค านวณหาค่าน ้าหนกัของค าของ
ประโยคของประโยค “โดยเร่ิมวเิคราะห์นามวลีและกริยาวลี”และ
“โดยริเร่ิมวิเคราะห์หากลุ่มค ากริยาและกลุ่มค านาม”  ได้ผลออกมา
ดังตารางท่ี 4   
ซ่ึงพบว่าค่าน ้ าหนักของค าจะมีค่าแปลผนัตรงกับจ านวนค าในแต่
ละหน้าท่ีนั้นๆ เม่ือไดค่้าน ้ าหนักของค าแลว้จะไดค่้าสมการความ
เหมือนดงัสมการท่ี 2  

 

  j k

j k

i

i

C(Args ) C(Args )

C(Args ) C(Args )

similarity Role =

                Weight Role ×


   (2) 

เม่ือน าสมการท่ี (2) ไปใช้ในการเปรียบเทียบกบัตวัอย่าง ได้
ผลลพัธ์ดงัตารางท่ี 5  

จากสมการท่ี 2 จะเห็นว่าค่าความเหมือนของแต่ละหน้าท่ีของ
ค านั้ นได้ผ่านการให้ค่าน ้ าหนักมาแลว้ท าให้สามารถหาค่าความ
เหมือนของประโยคไดจ้ากสมการท่ี 3 

 
n

i
i

j k
1

similarity similarity(RoleS ),S


 
             (3) 
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NP
 

   :PREP
 

 
VP

  

   :CONJ
 

NP
 

     :N 
 

   :N
 

     :AUX
 

         :V
 

 
รูปท่ี 4. โครงสร้าง SRL ของประโยค “โดยเร่ิมวิเคราะห์นามวลี” 

 

 

รูปที 5. จ าลองการเปรียบความคล้ายของหน้าท่ีของค า N(ค านาม) ของประโยค “โดยเร่ิมวิเคราะห์นามวลีและกริยาวลี”และ“โดยริเร่ิม
วิเคราะห์หากลุ่มค ากริยาและกลุ่มค านาม” 

 

 

{นาม,ฉายา,ช่ือ 

,…,นามกร,ค านาม};,{วล,ีกลุม่ค า,ค าพดู,ถ้อยค า},{กริยา, 

,ค ากริยา} 

{นาม,ฉายา,ช่ือ 

,…,นามกร,ค านาม};,{วล,ีกลุม่ค า,ค าพดู,ถ้อยค า},{กริยา, 

,ค ากริยา} 
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เม่ือน าสมการท่ี 3 ไปใชใ้นการค านวณค่าความเหมือนของผระ
โยค “โดยเร่ิมวิเคราะห์นามวลีและกริยาวลี”และ“โดยริเร่ิม
วเิคราะห์หากลุ่มค ากริยาและกลุ่มค านาม”   ท่ีถูกคดัลอกโดยใช้
เทคนิคการสลบัค า, การใส่ค าขยาย, และการเปล่ียนไปใช้ค  า
คลา้ยไดค่้าความเหมือนเป็น 0.99 ซ่ึงสูงกว่าค่าความเหมือนท่ี
ไดจ้ากการเปรียบเทียบแบบค าต่อค าต าแหน่งต่อต าแหน่งซ่ึงจะ
ไดค่้าความเหมือนเป็น 2/17=0.12 (เหมือนแค่ค าว่าโดยและค า
ว่าวิ เคราะห์) จึงท าให้สามารถแก้ไขปัญหาของจากการ
เปรียบเทียบประโยคสองประโยคท่ีมีจ านวนค าแตกต่างกนัหรือ
ปัญหาการคดัลอกแบบใส่ค าขยายไดเ้พราะค่าน ้ าหนักของค าท่ี
ถูกใส่ค าขยายจะมีค่านอ้ยท าใหไ้ม่ส่งผลกบัค่าความเหมือนของ
ประโยคได ้

ตารางท่ี 4 ตัวอย่างตารางค่าน า้หนักของแต่ละหน้าท่ีของค าท่ีได้ 
หนา้ท่ีของค า ค่าน ้าหนกั 

N 0.5 

V 0.125 
PREP 0.125 
AUX 0.18 
CONJ 0.125 

 
3. การทดลองและอภิปรายผล 
ผูว้จิยัไดส้ร้างแบบจ าลองการท านายผลท่ีจดัเก็บความน่าจะเป็น
ของหนา้ท่ีของค าแบบ 3-5 grams โดยใชฐ้านขอ้มูลงานวจิยั
จ านวน 11636 ประโยค ดว้ยเทคนิคเทคนิคตน้ไมท้างเลือก 
(Microsoft decision trees) ดงัตารางท่ี 3และท าการเปรียบเทียบ
ค่าความแม่นย  าไดด้งัตารางท่ี 5  

ตารางท่ี 5. แสดงตารางค่าความแม่นย าของ N-grams ท่ีสร้าง
จาก Microsoft decision trees 

N-grams scores 
3-grams 0.72 
4-grams 0.69 
5-grams 0.74 

 
ผูว้ิจยัไดเ้ลือกใชแ้บบจ าลอง 5-grams และ 3-grams แบบเล่ือน 
3 คร้ังในขั้นตอนการเปล่ียนโครงสร้างประโยคจากนั้นจึงท า
แบบจ าลองขอ้มูลทดสอบโดยคดัลอกประโยคของงานวจิยัท่ีถูก

เก็บในระบบตามประเภทการคดัลอกทั้ง 4 รูปแบบ รูปแบบละ 
100 ประโยค  เม่ือได้ข้อมูลทดสอบแล้วจึงน ามาทดสอบ
ประสิทธิภาพของงานวิจยัโดยใชว้ิธีการให้น ้ าหนักของค าหรือ
เรียกวา่ Weighted-SRL (W-SRL) โดยมีวิธีการเปรียบเทียบจาก
วิธีการเดิมท่ีมีอยู่ 3 วิธีคือ Anti-kobpae, Turnit-in2 และ 
Traditional SRL (T-SRL) โดยก าหนดให้เอกสารท่ีถูกคดัลอก
จะต้องมีค่าความเหมือนมากกว่าหรือเท่ากับ 0.6 และใช ้
Precision และ Recall เป็นมาตรวัดความถูกต้อง โดยมี
สมมติฐานว่า Swath API สามารถตดัค าไดถู้กตอ้งในระดบัท่ี
ยอมรับไดแ้ละไดผ้ลการทดลองดงัตารางท่ี 6  

จากตารางท่ี 5 พบว่าทุกเทคนิคสามารถตรวจจับการ
คดัลอกแบบค าต่อค า (Word by word) มีค่า Precision และ 
Recall เป็น 1.0 เหมือนกันหมด ส าหรับการคดัลอกแบบสลบั
ต าแหน่ง (Word reordering) พบว่า เคร่ืองมือ Anti-kobpae ไม่
สามารถตรวจสอบการคดัลอกประเภทน้ีไดแ้ละ Turnit-in มีค่า 
Precision และ Recall ท่ีลดต ่าลงในขณะท่ีเทคนิค  T-SRL และ 
W-SRL  ยงัสามารถมีค่า Precision และ Recall ท่ี 1.0 เช่นเดิม 
เน่ืองจากใชก้ารเปรียบเทียบค าศพัทต์ามหมวดหมู่ของค า ดงันั้น
เม่ือมีการสลบัต าแหน่งของค าจึงไม่ส่งผลกับค่าความเหมือน  
ส าหรับการคัดลอกแบบเปล่ียนไปใช้ค  าคล้าย  (Synonym 
replacement) พบว่า Anti-kobpae และ Turnit-in มีค่า Precision 
และ Recall เท่ากับ 0 เน่ืองจากไม่สามารถตรวจสอบการ
คัดลอกโดยใช้ค  าคล้ายได้ ในขณะท่ี W-SRL มีค่า มีค่า 
Precision และ Recall เท่ากบั 0.69 และ 0.83 ซ่ึงสูงกว่า T-SRL 
เน่ืองจาก W-SRL ใช้เทคนิคการแบ่งกลุ่มในการท านายหน้าท่ี
ของค าศพัท ์อีกทั้งยงัมีการใชโ้มเดลในการท านายผลในกรณีท่ี
ไม่พบค าศพัทใ์นฐานขอ้มูลท าให้มีค่า Precision และ Recall ท่ี
สูงกว่า อีกทั้งเม่ือมีการปรับปรุงรูปแบบของโมเดลการท านาย
ผลเป็น 5-grams และใช้หลกัไวยากรณ์เขา้ร่วมดว้ย จะพบว่า
สามารถเพ่ิมค่า Precision และ Recall เท่ากบั 0.74 และ 0.86 ซ่ึง
สูงกว่าเทคนิค W-SRL เดิม  ส าหรับ การคัดลอกแบบใส่ค า
ขยายก็เช่นเดียวกันพบว่า Anti-kobpae และ Turnit-in มีค่า 
Precision และ Recall เ ท่ากับ 0  ในขณะท่ี W-SRL มีค่า 
Precision และ Recall เท่ากบั 0.74 และ 0.85 ซ่ึงสูงกว่า T-SRL 
เน่ืองจาก W-SRL  ไดมี้การน าค่าน ้ าหนักมาช่วยในการค านวณ
ค่าความเหมือนท าให้สามารถป้องกันการคัดลอกโดยใส่ค า

                                                           
2 http://www.turnitin.com/ 

JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 5 | NO 1 | JAN-JUN 2015                                                    
48 

 



                                                                                                                                          
 

ขยายไดดี้มากข้ึน และพบว่า 5-grams W-SRL มีค่า Precision 
และ Recall เพ่ิมข้ึนเป็น 0.79 และ 0.91  เน่ืองจากสามารถ
ท านายผลหนา้ท่ีของค าไดแ้ม่นย  าข้ึนดว้ยเช่นเดียวกนั 
 

4. บทสรุป    
งานวจิยัน้ีเสนอเทคนิคในการตรวจสอบการโจรกรรมทาง
วชิาการโดยใชเ้ทคนิคผสมระหวา่งการตรวจสอบเชิง
ความหมายและ N-gram โดยวธีิการท่ีน าเสนอสามารถแกไ้ข
ปัญหาการโจรกรรมทางวชิาการทั้ง 4 รูปแบบไดแ้ก่ การ
คดัลอกแบบค าต่อค า การสลบัต าแหน่งของค า การใชค้  าคลา้ย 
และการคดัลอกแบบใส่ค าขยาย ซ่ึงซอตตแ์วร์ท่ีมีอยูใ่นขณะน้ี
ยงัมีประสิทธิภาพต ่าในการตรวจสอบการคดัลอกใน 2 แบบ
สุดทา้ย อีกทั้งวธีิการใหน้ ้ าหนกัของค าท่ีน าเสนอ ยงัสามารถ
เพ่ิมประสิทธิภาพการตรวจจบัการคดัลอกเน่ืองจากเม่ือมีการ
คดัลอกโดยใส่ค าขยายจะท าให้จ  านวนค าศพัทใ์นเซ็ตหนา้ท่ีของ

ค ามากยิง่ข้ึนส่งผลให่ค่าน ้าหนกัของเซ็ตหนา้ท่ีของค ามีค่าลดลง
ท าใหก้ารใส่ค าขยายส่งผลกบัค่าความเหมือนของประโยค
นอ้ยลงและการพฒันาโมเดลการท านายผลเม่ือไม่พบค าศพัท์
และการใชห้ลกัไวยากรณ์มาร่วมในการแปลงโครงสร้างของ
ประโยคท าใหก้ารจดัค าเขา้เซ็ตหนา้ท่ีของค าเพื่อเปรียบเทียบ
ความคลา้ยมีความถูกตอ้งมากยิง่ข้ึนส่งผลใหป้ระสิทธิภาพใน
การเปรียบเทียบดีข้ึนกวา่วธีิดั้งเดิม  

ในขณะน้ีผูว้จิยัไดท้  าการศึกษาหลกัไวยากรณ์ภาษาไทยเพื่อ
หาวธีิท่ีในการแยกประโยคออกจากกนัโดยมีแนวคิดท่ีจะน า
หลกัไวยากรณ์ในการแบ่งประโยคมาใชร่้วมกบัโมเดลท านาย
ผล เพื่อใหส้ามารถแยกประโยคความซอ้นออกจากประโยค
หลกัและน าปรับปรุงค่าน ้าหนกัตามระดบัความส าคญัของ
ประโยคและระดบัความใกลชิ้ดของค าคลา้ยเพื่อพฒันาวธีิการ
เปรียบเทียบความคลา้ยเชิงความหมายของภาษาไทยในอนาคต 

 

ตารางท่ี 6 ผลการทดลอง 

ปรับให้อยู่ใน
โครงสร้าง 
SPG Tool 

Word by  word  Word reordering Synonym 
replacement 

Adjective insertion 

Precision Recall Precision Recall Precision Recall Precision Recall 

Anti-kobpae 1.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 

Turnit-in 1.0 1.0 0.8 0.73 0.0 0.0 0.0 0.0 

T-SRL 1.0 1.0 1.0 1.0 0.64 0.75 0. 70 0.61 

W-SRL  1.0 1.0 1.0 1.0 0.69 0.83 0.74 0.85 

5 grams  

W-SRL  

1.0 1.0 1.0 1.0 0.74 0.86 0.79 0.91 
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