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ABSTRACT – Currently, emotion semantic search technology can support users to access data 
in the database. This can cover user’s desirable which focuses on emotion concept. Given an 
image to different users, users’ emotion stimulated by the image might be different due to 
different areas of interest. This paper presents a novel approach to increase the accuracy of 
emotion based image classification by combining eye movement data with basic image feature. 
The results show that combining eye movement data together with color feature can yield better 
classification performance than using color feature alone. 
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บทคัดยอ -- ปจจุบันการสืบคนเชิงอารมณเปนเทคโนโลยีท่ีจะสนับสนุนใหผูใชสามารถเขาถึงขอมูลในคลังขอมูลโดย

ครอบคลุมความตองการของผูใชไดมากขึ้น โดยเนนทางดานอารมณ ถึงแมวารูปภาพรูปเดียวกันก็ตาม ผูใชตางกัน อารมณ

ของผูใชท่ีถูกกระตุนโดยรูปภาพนั้นอาจจะแตกตางกัน ขึ้นอยูกับสวนของภาพท่ีผูใชมองและสนใจ บทความนี้นําเสนอการ

เพิ่มประสิทธิภาพของการจําแนกประเภทรูปภาพเชิงอารมณของผูใช โดยการใชประโยชนจากขอมูลการเคลื่อนไหวของตาท่ี

เก็บจากผูใชขณะมองรูปภาพ กับคุณลักษณะพื้นฐานของรูปภาพ จากการทดลองพบวาขอมูลการเคลื่อนไหวของตาท่ีมีตอ

รูปภาพนั้นสามารถเพิ่มประสิทธิภาพในการจําแนกประเภทอารมณไดดีกวาการใชเพียงคุณลักษณะสีพื้นฐาน 

คําสําคัญ – การเคล่ือนไหวของตา; การปอนกลับโดยปริยาย; อารมณ; การคนคนืรูป 

 
1. บทนํา 

การคนคืนภาพ (Image Retrieval) คือ การคนหารูปภาพที่ผูใช

ตองการจากรูปภาพที่มีในฐานขอมูล ในอดีตระบบการคนคืน

ภาพจะเปนการคนคืนโดยใชคําสําคัญ (Keyword) ที่ถูกแท็ก 

(Tag) กับรูปภาพแตละรูปในฐานขอมูล ในการแท็กรูปภาพ

ทั้งหมดที่มีอยูในฐานขอมูล ตองใชแรงงานมาก จึงสงผลใหมี

การพัฒนาระบบเพ่ือการแท็กรูปภาพอัตโนมัติ [1] หรือใชการ

คนคืนภาพแบบอิงเนื้อหา (Content Based Image Retrieval; 

CBIR) โดยการเปรียบเทียบภาพคําถาม (Query Image) กับ

รูปภาพทั้งหมดที่อยูในฐานขอมูล ตัวอยางของระบบ CBIR คือ 

PicSOM [2], Google Images, Yahoo! Images [3] เปนตน 

จากนั้นในป 2006 ไดมีการนําเสนอระบบการคนคืนภาพจาก

อารมณของรูปภาพ (Emotion Sematic Image Retrieval; ESIR) 

[4] และเริ่มมีงานวิจัยที่ศึกษาเกี่ยวกับ ESIR มากขึ้น เชน 

การศึกษาคุณลักษณะ (Feature) ในการจําแนกอารมณรูปภาพ

โดยใชทฤษฎีดานจิตวิทยาและศิลปะในการหาอารมณรูปภาพ 

[5] การศึกษาอารมณของมนุษยที่มีตอรูปภาพจากคุณลักษณะ

พ้ืนฐานของรูปภาพนามธรรม (Abstract Art) [6] และการศึกษา

คุณลักษณะของรูปภาพที่มีผลตอการจําแนกอารมณโดยใช 
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Multiple Kernel Learning (MKL) โดยพ้ืนฐานของคุณลักษณะ

ที่ใชคือ สี, รูปรางและพ้ืนผิว [7] 

ในระบบ CBIR จะตองมีการปอนกลับความเกี่ยวของ 

(Relevance Feedback) เพ่ือประเมินตัวอยางรูปภาพที่คนคืน

โดยระบบโดยผูใช นั่นคือการคลิกเมาส (Mouse Click) ซึ่งการ

คลิก เมาสนั้น จัด เปนการปอนกลับโดยชัด เจน (Explicit 

Feedback) ซึ่งเกิดจากความต้ังใจของผูใช ซึ่งตองใชแรงงานใน

การปอนกลับ ในป 2009 ไดมีการเริ่มพัฒนาระบบคนคืนโดย

เริ่มจากการเรียงลําดับของรูปภาพโดยใชการเคลื่อนไหวของตา 

[8,9] งานวิจัยนี้ใชประโยชนของการปอนกลับโดยปริยาย 

(Implicit Feedback) ซึ่งเกิดจากความไมต้ังใจในขณะที่กําลัง

เรียงรูปภาพ ในการเพ่ิมประสิทธิภาพของระบบ จากนั้นจึงมี

การพัฒนาระบบคนคืนภาพที่ใชทั้งการปอนกลับโดยชัดเจน

และการปอนกลับโดยปริยายที่เรียกวาระบบ PinView [10] 

จากสํานวน “Beauty is in the eye of the beholder” หรือ 

“ความสวยขึ้นอยูกับคนมอง” จึงทําใหเกิดคําถามวิจัยที่วา 

รูปภาพหนึ่งรูป และมีคนมองหลายคน อารมณที่ถูกกระตุนโดย

รูปภาพของแตละผูมองนั้นอาจไมเหมือนกัน ขึ้นอยูกับพ้ืนที่ที่

ผูใชกําลังมองรูปภาพนั้นอยู งานวิจัยนี้จึงไดนําเสนอการจําแนก

อารมณของรูปภาพโดยใช คุณลักษณะของภาพและการ

เคลื่อนไหวของตา โดยมีสมมติฐานที่วา การใชคุณลักษณะของ

ภาพรวมกับขอมูลการเคลื่อนไหวของตานั้นสามารถเพ่ิม

ประสิทธิภาพในการจําแนกอารมณของผูใชที่มีตอรูปภาพจาก

การใชคุณลักษณะของภาพอยางเดียวได 

2. ทฤษฎีท่ีเกี่ยวของ 

2.1 อารมณ (Emotions) 

อารมณคือความรูสึกที่ไดรับการกระทบจากสิ่งเรา ซึ่งการแบง

อารมณพ้ืนฐานของมนุษยสามารถอธิบายได 2 แนวทาง คือ 

1) Discrete Approach – อารมณแตละอารมณนั้นแตกตาง

กันอยางสิ้นเชิง โดยแตละอารมณจะมีระดับความเขมของ

ตัวเอง ทฤษฎีตาง ๆ ที่อธิบายอารมณโดยใชแนวทางนี้ เชน 

[11,12] ในงานวิจัยนี้จะแบงอารมณโดยใชแนวทางของ Ekman 

[13] ซึ่งแบงอารมณของมนุษยออกเปน 6 อารมณ นั่นคือ โกรธ 

(Anger), ขยะแขยง (Disgust), กลัว (Fear), ดีใจ (Happiness), 

เสียใจ (Sadness) และประหลาดใจ (Surprise) อารมณดังกลาว

ไดถูกจัดกลุมใหมเปน 4 อารมณ คือ ดีใจ, เสียใจ, โกรธและ 

กลัว โดยแบงตามกลามเนื้อการแสดงสีหนาของแตละอารมณ 

โดยพบวากลามเนื้อของการแสดงสีหนาของมนุษยจากอารมณ

ประหลาดใจมีลักษณะคลายกับกลัว เชนเดียวกับอารมณ

ขยะแขยงและโกรธ [14] 

2) Dimensional Approach – อารมณตาง ๆ เกิดขึ้นไดจาก

การผสมกันระหวางอารมณพ้ืนฐาน ซึ่งอารมณพ้ืนฐานแตละ

อารมณจะมีระดับความเขมของอารมณดวย ตัวอยางเชน 

Plutchik [15] ไดแบงอารมณพ้ืนฐานออกเปน 8 อารมณ คือ สุข 

(Joy), เสียใจ (Sadness), โกรธ (Anger), กลัว (Fear), ไววางใจ 

(Trust), รังเกียจ (Disgust), ประหลาดใจ (Surprise), และ 

คาดหวัง (Anticipation) ซึ่งอารมณพ้ืนฐานเหลานี้สามารถผสม

เปนอารมณใหมได เชน สุข-ไววางใจ จะได อารมณรัก (Love) 

2.2. รูปภาพนามธรรม (Abstract Art) 

รูปภาพนามธรรม คือ รูปภาพที่แสดงถึงอารมณหรือความรูสึก

ของผูวาด วาซีลี คันดินสกี (Wassily Kandinsky) ผูใหกําเนิด

ศิลปะแนวนามธรรมกลาววา  สิ่ งที่สํ าคัญสํ าหรับศิลปะ

นามธรรม คือ สีและรูปทรงที่ใชในการถายทอดโดยคํานึงถึง

ความรูสึกภายนอกและภายใน กลาวคือ การถายทอดรูปทรง

ตาง ๆ ใหกลมกลืนดวยสี ลักษณะผิว หรือ ความเดนชัดของ

รูปภาพ เปนตน เพ่ือใหเกิดอารมณและความรูสึก [16] ลักษณะ

ของรูปนามธรรมจะไมสื่อความหมายโดยตรงเปนรูป ผูดูตอง

ใชความรูสึกและจินตนาการ 

อารมณที่เกิดจากการกระตุนจากรูปนามธรรมนั้นเกิดได

จากการตีความหมายของแตละผูมอง ซึ่งขึ้นอยูกับพ้ืนที่ของ

รูปภาพที่ผูมองตองการจะมองดวย ดังนั้นรูปภาพรูปเดียวกัน ผู

มองคนละคน อาจมีอารมณที่ตางกัน ดังนั้นอุปกรณการติดตาม

การมองจึงถูกนํามาใชเพ่ือเก็บขอมูลพฤติกรรมการมองของผู

รวมเก็บขอมูล และนํามาวิเคราะห 

2.3. การปอนกลบัความเกี่ยวของ (Relevance Feedback) 

เปนการใหขอมูลปอนกลับสูระบบคนคืน เพ่ือประเมินวาขอมูล

ที่ถูกคนคืนจากระบบนั้นมีความเกี่ยวของกับคําสอบถาม 

(Query) หรือไม เพ่ือนําไปปรับเปลี่ยนคําสอบใหม เพ่ือเพ่ิม

ประสิทธิภาพของการคนคืนขอมูลที่ตองการในครั้งตอไป 

ยกตัวอยางในกรณีของระบบการคนคืนภาพ หลังจากระบบ

ไดคนคืนและแสดงรูปภาพใหกับผูใชนั้น ผูใชสามารถใหขอมูล

ปอนกลับกับระบบ โดยการคลิ๊กที่รูปภาพที่ผูใชตองการหรือ
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ใกลเคียงความตองการ เพ่ือใหระบบไดนําขอมูลนี้ไปใชในการ

ปรับปรุงการคนคืนรูปภาพใหกับผูใชในรอบถัดไป การ

ปอนกลับสามารถแบงออกเปน 2 ประเภท คือ 

1) การปอนกลับโดยชัดเจน เปนการปอนกลับของผูใช

ระบบที่ เกิดขึ้นโดยความต้ังใจ ซึ่งจําเปนตองใชเวลาและ

แรงงาน เชน การคลิกเมาส การเคลื่อนไหวของตาโดยความ

ต้ังใจ เสียง และ ทาทาง 

2) การปอนกลับโดยปริยาย เปนการปอนกลับของผูใช

ระบบที่เกิดจากความไมต้ังใจ ซึ่งเกิดโดยอัตโนมัติขณะที่มนุษย

กําลังทํางานใด ๆ อยู  การปอนกลับชนิดนี้ จํา เปนตองถูก

ประมวลผลกอนนําไปใช เชน อัตราการเตนของหัวใจ ความดัน

โลหิต อุณหภูมิของรางกาย และ การเคลื่อนไหวของตาโดย

ความไมต้ังใจ (ขณะที่กําลังอานหนังสือ หรือ หาขอมูลบน

เว็บเบราเซอร) 

2.4. ซัพพอรตเวกเตอรแมชชีน (Support Vector 

Machine; SVM) 

เปนอัลกอริทึมการเรียนรูของเครื่องชนิดหนึ่งที่ไดรับความนิยม

อยางแพรหลายในการจําแนกประเภทขอมูลและถูกนํามาใชใน

การศึกษาอารมณของรูปภาพ [5, 6, 7, 17] SVM จะแบงแยก

ขอมูลโดยการใชระนาบหรือไฮเปอรเพลน (Hyperplane) แบง

ขอมูลแบบเชิงเสน 

กําหนดให ix  คือเวกเตอรตัวอยางที่ i  ที่คูกับคาเปาหมาย 

iy  ซึ่ง { 1,1}iy ∈ − , w คือเวกเตอรคาน้ําหนัก, b คือคาความ

โนมเอียง (Bias), iξ  คือคาความผิดพลาดของการจําแนก

ประเภท, และ C  คือตัวแปรเรกิวเลอไรเซชัน (Reguralisation) 

โดยระนาบนั้นจะถูกสร าง ข้ึนโดยการจะพยายามทําให

ระยะหางระหวางสองกลุมนั้นมากที่สุด และ ความผิดพลาดใน

การแบงกลุมนอยที่สุดดังสมการที่ (1) 

 2

, ,

1arg min
2

i
w b i

w C
ξ

ξ+ ∑  (1) 

ซึ่งอยูภายใต ( ) 1i i iy w x b ξ⋅ + ≥ −  และ 0iξ ≥  โดยที่มี

ฟงกชันในการตัดสินใจ คือ 

 ( ) sign( )Tf x w x b= +  (2) 

ในโลกแหงความเปนจริงขอมูลไมไดเปนเชิงเสนเสมอไป จึงมี

การใชเทคนิคที่เรียกวา “เคอรเนล” (Kernel) โดยใชฟงกชันเพ่ือ

แปลงจากปริภูมิคุณลักษณะ (Feature Space) ปจจุบันไปยัง

ปริภูมิคุณลักษณะใหมที่สามารถแบงขอมูลดวยระนาบได เชน 

Polynomial, Radial Basis Function เปนตน 

3. การเก็บขอมูล 

ในการทดลอง ไดมีการเก็บขอมูลอารมณของมนุษยที่มีตอ

รูปภาพ และการเคลื่อนไหวของตา เพ่ือใชในการวิเคราะห จาก

นักศึกษาระดับปริญญาตรี ซึ่งมีอายุ 18-22 ป จํานวนทั้งหมด 10 

คน แบงเปน ชาย 5 คน หญิง 5 คน คนละ 100 รูป ผูรวมการ

ทดลองมีสายตาที่ปกติ และ ไมไดใสแวนตา 

ในการเก็บขอมูล จะมีโปรแกรมที่พัฒนาขึ้นเพ่ือแสดง

รูปภาพจากฐานขอมูล โดยทํางานรวมกับอุปกรณติดตามการ

ม อ ง เ ห็ น  โ ด ย จ ะ ใ ห ผู ร ว ม เ ก็ บ ข อ มู ล นั่ ง ป ร ะ จํ า เ ค รื่ อ ง

คอมพิวเตอรขนาดพกพา 13 นิ้ว โดยการแสดงผลมีความ

ละเอียดเทากับ 1366×768 พิกเซล และผูควบคุมการเก็บขอมูล

จะอธิบายขั้นตอนและวิธีการเก็บขอมูลใหกับผูเขารวม โดย

ผูเขารวมเก็บขอมูลจะบอกอารมณที่เกิดขึ้นจากการมองแตละ

รูปภาพที่แสดงบนหนาจอ และผูควบคุมการทดลองจะบันทึก

ขอมูลที่ไดโดยใชคียบอรด ดังรูปที่ 1. 

 
รูปที่ 1. การเก็บการเคลื่อนไหวของตาโดยเครื่องติดตามการ

มอง และ อารมณของผูรวมการทดลองที่มีตอรูปภาพ 

กอนเริ่มการเก็บขอมูล มีการแจงใหผูรวมการทดลอง

พยายามใหศีรษะอยูนิ่ง  ๆ และจะตองผานการปรับเทียบ 

(Calibration) ของอุปกรณการติดตามการมอง โดยใช 9 จุด 

(กลางหนาจอ 1 จุด และ 8 จุดที่ขอบหรือมุมหนาจอ) ดังรูปที่ 2 

(ซาย) และกอนที่จะใหผูรวมการทดลองดูรูปภาพใหม จะมีการ

แสดงรูปที่มีจุดอางอิง (Reference) ตรงกลางหนาจอเปนเวลา 3 

วินาทีทุกครั้ง ดังรูปที่ 2 (ขวา) เพ่ือใหการเคลื่อนเคลื่อนไหว

ของตาเริ่มตนที่ จุด ๆ เดียวกันทุกครั้ง  ในการทดลองไมมี 
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รูปที่ 2. ตัวอยางหนาจอ (ซาย) 9-point Calibration และ (ขวา) จุดอางอิง เพ่ือใหผูทดสอบเริ่มมองที่จุดเดียวกัน 

 

รูปที่ 3. ตัวอยางรูปนามธรรมที่ถูกเลือกจากงานวิจัย 

กําหนดเวลาในการมองรูปภาพ รูปภาพจะเปลี่ยนก็ตอเม่ือมีการ

บันทึกขอมูลอารมณ 

อุปกรณการติดตามการมองที่ใชคือ Eye Tribe Tracker 

สามารถเชื่อมตอกับคอมพิวเตอรหรือแท็บเล็ตดวย USB3.0 

โดยมีอัตราของการเก็บขอมูลเทากับ 30 Hz และมีความแมนยํา

ที่ 0.5°-1° [18] 

งานวิจัยชิ้นนี้ใชรูปนามธรรมจาก [5] ซึ่งประกอบไปดวย

รู ป  228 รู ป  แ บ ง อ อ ก เ ป น  8 อ า ร ม ณ  คื อ ค ว า ม ส นุ ก 

(Amusement), ต่ืนเตน (Excitement), พอใจ(Contentment), 

เสียใจ (Sad), โกรธ (Anger), นาเกรงขาม (Awe), กลัว (Fear), 

และขยะแขยง (Disgust) เราจึงจัดกลุมอารมณรูปภาพที่มี

อารมณใกลเคียงกันใหเหลือเพียง 4 อารมณ เพ่ือลดความ

ซับซอนใหกับผูรวมเก็บขอมูลในการตัดสินใจ โดยอางอิงจาก 

[19] ซึ่งแบงอารมณอยางมีโครงสรางเปน 3 ลําดับ คือ Primary 

Emotions, Secondary Emotions และ Tertiary Emotions 

โดยรวมรูปภาพที่มีอารมณคลายคลึงกัน ที่อยูในชั้น Primary 

Emotions เ ดียวกัน ให เปนอารมณ พ้ืนฐาน 4 อารมณ 

เชนเดียวกับ [14] คือ (1) ดีใจ – {สนุก, ต่ืนเตน, พอใจ}, (2) 

เสียใจ (3) โกรธ (4) กลัว – {กลัว, ขยะแขยง} เนื่องจากรูปที่มี

อารมณนาเกรงขามไมไดถูกกลาวไวใน [19] เราจึงไมไดสนใจ

รูปในกลุมนี้ 

จากนั้นจึงเลือกรูปภาพจํานวน 100 รูป โดยเลือกรูปที่มี

อารมณทั้ง 4 อารมณ อารมณละ 25 รูป วิธีการเลือกรูปภาพนั้น 

เลือกจากคะแนนสูงสุดของแตละอารมณจากการโหวตของผูใช

ในงานวิจัยชิ้นนั้น ตัวอยางของรูปภาพที่ถูกเลือกมาบางสวน 

แสดงดังรูปที่ 3. 

จากการเก็บขอมูลนั้นพบวารูปเดียวกัน ดังรูปที่ 4(ก) คน

มองตางกัน อารมณที่ไดตางกันเชนกัน จากการมองรูปภาพของ 

ผูเขารวม-1 ใหผลอารมณรูปภาพ คือ กลัว ดังรูปที่ 4(ข) 

ผูเขารวม-2 ใหผลอารมณรูปภาพ คือ โกรธ ดังรูปที่ 4(ค) และ 

ผูเขารวม-3 ใหผลอารมณรูปภาพ คือ เสียใจ ดังรูปที่ 4(ง) 

4. การสกัดคุณลักษณะ 

ในงานวิจัยนี้เราสกัดคุณลักษณะสีของรูปภาพเปนหลัก โดยใช

การแจกแจงความถี่ของสี (Colour Histogram) โดยการ

เปรียบเทียบคุณลักษณะ 3 ชนิด คือ การแจกแจงความถี่ของสี

จาก (ก) รูปภาพตนฉบับ (Original Image; F1)  (ข) รูปภาพที่มี

ขอมูลการมอง (Original Image+Eye Movements; F2) และ (ค) 

รูปภาพที่ มีการมองโดยการเบลอดวยฟงกชันเกาส เซียน 

(Original Image+Eye Movements+Gaussian Blur; F3) ดังรูปที่ 

5. 

4.1 รูปตนฉบบั 

คุณลักษณะของแตละรูปถูกสกัดโดยใชการแจกแจงความถี่ของ

สี RGB ที่มีอยูในรูปภาพ โดยทดลองใชขนาดของชวงตางกัน 

นั่นคือ {8, 16, 32, 64}-bin ในการทดลอง โดยที่ขนาดของ

คุณลักษณะที่ไดจะเทากับ 

 3
feature binn n=  (3)
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 (ก) รูปตนฉบับ (ข) กลัว (ค) โกรธ (ง) เสียใจ 

รูปที่ 4. ตัวอยางรูปภาพ และ สวนทีถู่กมองของผูเขารวม ที่มีอารมณแตกตางกัน 

 

        
 (ก) F1 (ข) F2 (ค) F3 

รูปที่ 5. ตัวอยางรูปภาพ (ก) Original Image (F1) (ข) Original Image + Eye Movements (F2) และ (ค) Original Image + Eye 

Movements + Gaussian Blur (F3) 

4.2 รูปภาพท่ีมีขอมูลการมอง 

ภาพในสวนนี้จะขึ้นอยูกับตําแหนงการมองของแตละผูรวมเก็บ

ขอมูล โดยใชฟงกชันความนาจะเปนการกระจายของตัวแปร

สุมเกาสเซียนที่มีขนาดตาง ๆ คือ 100×100, 125×125 และ 

150×150 กําหนดให ( , )I x y  คือ รูปภาพ โดยที่มี ( , )x y  เปน

พิกัดของรูปภาพ และ ( , )E x y  คือ ขอมูลการมองของรูปภาพ 

จากนั้นจึงใชฟงกชันเกาสเซียนกับขอมูลการมองของรูปภาพ

จาก 

 
2

22( )
sx

sg x e σ
−

=  (4) 

โดยที่ sx  คือขนาดของเกาสเซียน ในที่นี้คือ 100, 125 และ 150 

σ  คือ สวนเบี่ยงเบนมาตรฐานของการกระจายเกาสเซียน ซึ่งมี

คาเทากับ 
6

sx  โดยนําเกาสเซียนที่สรางไปวางไวที่พิกัดตาม

ขอมูลการมองทุก ๆ จุดของ ( , )E x y  จะไดขอมูลการมองของ

รูปภาพที่มีการกระจายตัวแบบเกาสเซียน ( , )G x y  ซึ่งสามารถ

นํามาใชแสดงถึงการมองของมนุษยได [20] จากนั้นจึงนําไป

แทนในฟงกชัน (5) เพ่ือสรางตัวกรองสําหรับตําแหนงรูปภาพที่

ถูกผูใชมอง 

 1 ( , ) 0
( , )

0 ( , ) 0
if G x y

H x y
if G x y

>
=  =

 (5) 

ดังนั้นรูปที่ผานตัวกรองคือ 

 2 ( , ) ( , ) ( , )FI x y H x y I x y= ×  (6) 

โดยที่ ×  คือการคูณในระดับสมาชิกของเมตริกซ 

4.3 รูปภาพท่ีมีการมองโดยการเบลอดวยฟงกชันเกาส

เซียน 

ในสวนนี้จะมีวิธีการสรางเชนเดียวกับรูปภาพในหัวขอ 4.2 โดย

ใช ( , )G x y  เปนตัวกรองในการสรางรูปใหม 

 3 ( , ) ( , ) ( , )FI x y G x y I x y= ×  (7) 

( , )G x y  นั้นจะมีคาต้ังแต 0 ถึง 1 หากคาของตัวกรองตําแหนง

นั้นเขาใกลศูนย ตําแหนงภาพนั้นจะมืด แตถาคาของตัวกรอง

ตําแหนงนั้นเขาใกล 1 ตําแหนงรูปภาพนั้นจะสวาง 
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5. การทดลอง 

จากนั้นเราไดเปรียบเทียบคุณลักษณะที่ไดทั้ง 3 ชนิด โดยการ

ทดลองเปนโมเดลของแตละผูใช จํานวน10 คน โดยทดลอง

เปลี่ยนคาจํานวนชวงของการแจกแจงความถี่ คือ 8, 16, 32 และ 

64 bin และ ขนาดของเกาสเซียน คือ 100×100, 125×125 และ 

150×150 จากนั้นขอมูลไดถูกเรียนรูและทดสอบโดยใช SVM 

พรอมกับ Linear Kernel โดยมีพารามิเตอรที่ตองการปรับคา

เพียงตัวเดียว นั่นคือ C ของ SVM ต้ังแต 10-6–104 เพ่ือใหไดผล

การทํานายที่ดีที่สุด โดยใชเทคนิค Leave-one-out Cross-

validation (LOO-CV) เนื่องจากขอมูลที่ใชทดสอบโมเดลผูใชมี

เพียงแค 100 รูปภาพ ซึ่งมีจํานวนนอย 

เนื่องจากขอมูลประกอบไปดวย 4 ประเภท คือ ดีใจ, เสียใจ, 

โกรธ และกลัว เราจึงเลือกการแบงกลุมขอมูลโดยใช 

Multiclass Classification ชนิด 1-vs-all ขอมูลที่ไดถูกนํามานอร

มัลไลเซชัน (Normalization) ใหมีคาเฉลี่ยเทากับศูนยและคา

เบี่ยงเบนมาตรฐานเทากับหนึ่ง 

6. ผลการทดลอง 

ในงานวิจัยนี้ คารอยละความถูกตองเฉลี่ยของผูใชทั้ง 10 คน ได

ถูกใชในการวัดและเปรียบเทียบประสิทธิภาพของการจําแนก

อารมณ โดยพารามิเตอร C และ σ  ไดถูกเลือกโดยพิจารณา

จากรอยละความถูกตองเฉลี่ย ซึ่งไดถูกรายงานในตารางที่ 1 

และทดสอบสมมติฐานการวิจัยโดยใช Paired t-test ดังตารางที่ 

2 

เนื่องจากอารมณทั้ง 4 อารมณของผูรวมการทดลองนั้นไม

สมดุลกัน (Unbalanced Data) คุณลักษณะทั้ง 3 ประเภทที่

นําเสนอในหัวขอที่ 4 ไดถูกเปรียบเทียบกับ Baseline (BL) นั่น

คือ ในกรณีที่ SVM ทําการทํานายไดเพียงอารมณสวนมากเพียง

อารมณเดียว  

จากตารางที่ 1 พบวา F1, F2 และ F3 นั้นใหประสิทธิภาพที่

ดีกวา BL ในทุกกรณี (p<0.05 ยกเวน F1 ในกรณี 64-bin ที่ 

p=0.110 ดังตารางที่ 2) ยิ่งไปกวานั้น F2 และ F3 ยังดีกวา F1 ใน

ทุกกรณีเชนเดียวกัน แตมีเพียงกรณี 32-bin และ 64-bin ที่มี

นัยสําคัญทางสถิติที่ระดับ p<0.05 และ F3 สามารถให

ประสิทธิภาพที่ดีกวา F2 ในกรณีของ 64-bin ดวย (p=0.129) 

จากนั้นไดทดลองเลือกโมเดลโดยปรับพารามิเตอร C, σ  

และ binn  ของแตละผูใช  โดยแสดงผลการทดลองเปน

รายบุคคลดังตารางที่ 3 และการทดสอบสมมติฐานการวิจัยโดย 

ตารางที่ 1. แสดงคาเฉลี่ยและคาเบี่ยงเบนมาตรฐานของผลการ

ทํานายอารมณแตละ bin 

binn  
ความถูกตองเฉลี่ย (%) 

BL F1 F2 F3 

8 

35.0 

42.6±6.6 43.4±7.9 45.1±5.3 

16 39.6±8.1 42.3±7.4 41.4±6.6 

32 38.4±7.7 41.8±6.4 43.1±6.4 

64 37.7±8.1 41.7±5.6 43.9±8.0 

ตารางที่ 2. คา p-value จากการทํา Pair t-test ของประสิทธิภาพ

ในการทํานายอารมณ 

binn  
p-value 

F1-vs-BL F2-vs-BL F3-vs-BL F1-vs-F2 F1-vs-F3 F2-vs-F3 

8 0.004 0.001 0.001 0.663 0.203 0.497 

16 0.050 0.007 0.001 0.060 0.293 0.573 

32 0.048 0.011 0.001 0.033 0.006 0.297 

64 0.110 0.001 0.002 0.012 0.011 0.129 

ตารางที่ 3. คาความถูกตองการทํานายอารมณของแตละผูใช 

User 
ความถูกตองเฉลี่ย (%) 

BL F1 F2 F3 

1 46.0 54.0 58.0 55.0 

2 36.0 39.0 39.0 47.0 

3 31.0 35.0 39.0 47.0 

4 34.0 38.0 44.0 40.0 

5 28.0 45.0 46.0 47.0 

6 35.0 43.0 48.0 49.0 

7 31.0 48.0 44.0 46.0 

8 49.0 50.0 52.0 54.0 

9 33.0 37.0 46.0 52.0 

10 27.0 40.0 41.0 42.0 

Avg. 35.0 42.9 45.7 47.9 
 

ใช Paired t-test ซึ่งจะเห็นไดวา F1, F2, และ F3 นั้นใหผลการ

ทดลองทีดี่กวา BL เชนเดิม (p<0.01) และการใชประโยชนของ

การเคลื่อนไหวของตา (F2, F3) นั้นสามารถเพ่ิมประสิทธิภาพ

จาก F1 ได (p<0.05) ยิ่งไปกวานั้น F3 นั้นมีประสิทธิภาพที่

ดีกวา F2 อยางมีนัยสําคัญทางสถิติที่ p=0.12 อยางไรก็ตามใน
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ผูใชที่  7 การเคลื่อนไหวของตานั้นอาจจะไมมีประโยชน 

เนื่องมาจากประสิทธิภาพของ F2 และ F3 นั้นนอยกวา F1 

รูปที่ 6 แสดงคาเฉลี่ยของ True Positive ของแตละอารมณ

และทุกอารมณของทั้ง F1, F2 และ F3 จะเห็นไดวา F3 จะมี

ผลดีกวา F1 ในทุกอารมณ ขณะที่ F2 นั้นดีกวา F1 เพียงแค

อารมณเสียใจและโกรธเทานั้น อยางไรก็ตามในภาพรวมนั้น F3 

นั้นใหผลดีที่สุด ตามมาดวย F2 และ F1 ตามลําดับ 

 
รูปที่ 6. คาเฉลี่ย True Positive ของการทํานายอารมณในแตละ

อารมณ 

7. สรุปผลการทดลอง 

บทความนี้นําเสนอการจําแนกประเภทของรูปภาพเชิงอารมณ 

คือ ดีใจ, เสียใจ, โกรธ และกลัว โดยใชขอมูล การเคลื่อนไหว

ของตาที่มีตอรูปภาพ รวมกับคุณลักษณะสีพ้ืนฐาน จากการ

ทดลองสรุปไดวา การใชขอมูลการเคลื่อนไหวของตาที่มีตอ

รูปภาพนั้น สามารถเพ่ิมประสิทธิภาพของการจําแนกประเภท

ของภาพเชิงอารมณสําหรับโมเดลของแตละผูใชไดอยางมี

นัยสําคัญทางสถิติ อยางไรก็ตาม งานวิจัยนี้ พิจารณาเพียงแค

ขอมูลการเคลื่อนไหวของตาในการทดลอง ตัวแปรอื่น ๆ เชน 

อายุ เพศ พ้ืนฐานการศึกษา อาชีพ ซึ่งไมไดพิจารณาก็อาจจะมี

ผลดวยเชนกัน 

เนื่องจากในการทดลองไดทดสอบเพียงแค Linear Kernel 

หากใช Non-linear Kernel อื่น ๆ ก็อาจจะชวยเพ่ิมประสิทธิภาพ

ของการจําแนกประเภทก็เปนไปได 

น อ ก จ า ก ก า ร ใ ช คุ ณ ลั ก ษ ณ ะ สี พ้ื น ฐ า น ร ว ม กั บ ก า ร

เคลื่อนไหวของตาในการจําแนกอารมณ คุณลักษณะอื่น ๆ 

อาจจะมีผลตอประสิทธ์ิภาพดวย เชน คุณลักษณะทางพ้ืนผิว 

(Texture) คุณลักษณะทางรูปราง (Shape) ในงานวิจัยนี้ รูปภาพ

ที่ใชในการทดลองมีเพียงแครูปภาพนามธรรม หากใชรูปถายที่

มีเนื้อหาเรื่องราวในการทดลองคุณลักษณะสีพ้ืนฐานอาจจะไม

มีผลตอการจําแนกอารมณก็เปนไปได 
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