
JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 5 | NO 2 | JUL – DEC 2015                                                             
34 

การจําแนกความนาเช่ือถือของเนื้อหาในเว็บไซตภาษาไทย 

ดานมะเร็งโดยใช CancerDic+ 

Classification of Reliable Content on Cancer Thai Website 
using CancerDic+ 

สุภาพร เกิดกิจ1 องอาจ อุนอนันต2 และ พยุง มีสัจ3 
1,3คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีพระจอมเกลาพระนครเหนือ 

2คณะวิทยาศาสตรและเทคโนโลยี มหาวิทยาลัยเทคโนโลยีราชมงคลสุวรรณภูมิ 
 

 
ABSTRACT – Nowadays, there are a lot of informative websites about cancer which enables users 

to access data easily. However, it is difficult to determine whether these websites are reliable. The 

objective of this research was to develop a method which could classify the credibility of a cancer 

website and then determine if the information was reliable. To achieve the above goal, this research 

applied CancerDic+ to extract words. Technical terms referring to cancer were added to a database, 

and then text mining was applied to classify inputted data. The values of accuracy, precision and recall 

derived from the word extraction by Lexto, SWATH and CancerDic+ were then compared. The results 

showed that text mining for word extraction by CancerDic+ yielded the best result (Accuracy = 0.844, 

Precision = 0.838, Recall =0.845). In conclusion, this classification method successfully gained high 

accuracy and can be used in other fields effectively. 
 

KEYWORDS – Text Mining; Data Classification; Word Extraction; Website Credibility 
 

บทคัดยอ – ปจจุบันจํานวนเว็บไซตท่ีใหความรูดานมะเร็งมีอยูเปนจํานวนมาก ทําใหผูใชงานเขาถึงขอมูลได

อยางสะดวกและมีปริมาณมากแตจะทราบไดอยางไรวาเน้ือหาบนเว็บไซตน้ันมีความนาเชื่อถือหรือไม 

งานวิจัยน้ีจึงมีวัตถุประสงคในการจําแนกความนาเชื่อถือของเน้ือหาภายในเว็บไซตดานมะเร็ง เพื่อแยก

ประเภทของเน้ือหาเว็บไซตท่ีมีความนาเชื่อถือและไมนาเชื่อถือ ซึ่งงานวิจัยน้ีนําเสนอ CancerDic+ เพื่อใชใน

การสกัดคํา โดยมีการเพิ่มขอมูลคําศัพทเฉพาะดานเกี่ยวกับมะเร็งและใชเหมืองขอมูล (Text Mining) ทําการ

จําแนกขอมูล โดยมีการเปรียบเทียบคาความถูกตอง (Accuracy) คาความแมนยํา (Precision) และคาความ

ครบถวน (Recall) ของการจําแนกความนาเชื่อถือของเน้ือหาท่ีผานเคร่ืองมือสกัดคําจาก Lexto SWATH 

และ CancerDic+ ซึ่งผลการจําแนกความนาเชื่อถือของเน้ือหาภายในเว็บไซตพบวาการทําเหมืองขอมูลโดย

ใช CancerDic+ สกัดคําใหผลการจําแนกไดดีท่ีสุด (Accuracy = 0.844, Precision = 0.838, Recall =0.845) 

ซึ่งสามารถนําไปประยุกตใชงานอื่นไดอยางมีประสิทธิภาพ 
 

คําสําคัญ – เหมืองขอความ; การจําแนกขอมูล; การสกัดคํา; ความนาเช่ือถือของเว็บไซต 
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1. บทนํา 

ปจจุบันการเติบโตของขอมูลบนอินเทอรเน็ตเพ่ิมขึ้น

เปนอยางมาก ทําใหการคนหาขอมูลที่เกี่ยวของกับการแพทย

และการดูแลรักษาสุขภาพสามารถทําไดสะดวกและรวดเร็ว แต

ขอมูลออนไลนที่อยูบนอินเทอรเน็ตมีอยูเปนจํานวนมาก ซึ่งมี

ทั้งขอมูลที่มีความนาเชื่อถือและไมนาเชื่อถือ จึงไมสามารถนํา

ขอมูลเหลานั้นมาใชงานไดอยางเหมาะสมและมีประสิทธิภาพ

ได  ซึ่ งในการดูแลรักษาสุขภาพตองการขอมูลที่ มีความ

นาเชื่อถือเพ่ือผูที่มาสืบคนขอมูลจะไดปฏิบั ติอยางถูกวิธี 

ปองกันการเกิดผลกระทบกับรางกายหรือโรคที่กําลังเปนอยู ซึ่ง

ในประเทศไทยนั้นคนไทยจะเสียชีวิตดวยโรครายแรงเพียงไมกี่

โรค ไดแก โรคมะเร็ง โรคหัวใจ โรคเบาหวาน โรคความดัน

โลหิตสูง โรคหลอดเลือดในสมอง โรคปอดอักเสบและโรค

อื่นๆเกี่ยวกับปอด ในงานวิจัยนี้จึงมุงเนนไปใชเนื้อหาเกี่ยวกับ

โรคมะเร็งเนื่องจากเปนโรคสําคัญหมายถึงโรคที่สามารถ

ปองกันไดแตมีผูเสียชีวิตเพ่ิมขึ้นทุกป ปจจุบันมีอัตราการปวย

เพ่ิมขึ้นอยางตอเนื่องและที่เปนโรคที่มีอัตราการเสียชีวิตเปน

อันดับ 1 ต้ังแตป พ.ศ. 2551-2556 จะเห็นไดจากรายงานสถิติ

ขอมูลของสํานักนโยบายและยุทธศาสตร กระทรวงสาธารณสุข 

แสดงดังรูปที่ 1 ดังนั้นหากมีขอมูลในการดูแลรักษาเกี่ยวกับ

โรคมะเร็งในลักษณะออนไลนที่มีความนาเชื่อถือก็จะสามารถ

ใหความรูแกผูปวยหรือผูมาสืบคนหอมูล เพ่ือชวยลดอัตราการ

ปวยและการเสียชีวิตจากโรคมะเร็งได 

 

 
รูปที่ 1. แสดงจํานวนและอัตราผูเสียชีวิตจากโรคสําคัญ ป พ.ศ. 

2551 – 2556 

 

ดังนั้นการที่จะนําขอมูลที่ไดจากเว็บไซตมาใชงาน จึงควรมีการ

จําแนกความนาเชื่อถือของเว็บไซต ซึ่งในตางประเทศมีการ

รับรองเนื้อหาภายในเว็บไซตเกี่ยวกับทางการแพทยและสุขภาพ

โดยมูลนิธิฮอน (Health On the Net Foundation: HON) ซึ่ง

กอต้ังในสหภาพยุโรป เม่ือป ค.ศ.1996 โดยมีจุดกําเนิดมาจาก

ขาว “Shark cartilage to cure cancer!” บนเว็บไซตซึ่งแปลไดวา 

“ครีบปลาฉลามสามารถรักษามะเร็ง!” ซึ่งเม่ือขาวนี้ไดแพร

ออกไปทําใหเกิดผลกระทบในวงกวางทั้งมีการเพ่ิมจํานวนการ

ลาปลาฉลามเพ่ือเอาครีบมาขายใหกับผูที่เชื่อในขาวนี้ และมี

ผูปวยหลงเชื่อจนเลิกการรักษากับแพทยแผนปจจุบันทําให

เกิดผลเสียตอตัวผูปวยจนทําใหแพทยตองออกมาเตือนผูรับขาว

นี้ จึงทําใหตองมีองคกรที่มากํากับดูแลเนื้อหาภายในเว็บไซต

ดานสุขภาพ โดยดําเนินการสงเสริมและแนะนําการนําขอมูล

ออนไลนดานสุขภาพที่มีประโยชนเชื่อถือไดมาใชงานได

เหมาะสมและมีประสิทธิภาพ โดยมูลนิธิ HON จะมีเกณฑการ

พิจารณาความนาเชื่อถือของเว็บไซต 8 ขอ ดังนี้ คุณสมบัติของ

ผู เขี ย น (Authoritative)  ค วา มส มบู รณ ข อง บท ควา ม 

(Complementarity) ความเปนสวนตัวของผูใชงาน (Privacy) 

การแสดงแผลงที่มา (Attribution) มีรองรับเรื่องการรองเรียน 

(Justifiability) ความโปรงใสของขอมูล (Transparency) ระบุ

แหลงเงินทุน (Financial Disclosure) และแยกสวนเนื้อหาและ

โฆษณาอยางชัดเจน (Advertising) เว็บไซตที่ไดรับการรับรอง

ความนาเชื่อถือจะไดรับสัญลักษณภาพ HONcode เพ่ือนําไป

แสดงไวที่เว็บไซตนั้น ๆ ซึ่งทําใหผูสืบคนขอมูลจากเว็บไซตที่

ไดรับการรับรองความนาเชื่อถือมีความม่ันใจในการนําขอมูล

เหลานั้นมาใชงานไดอยางเหมาะสมและเกิดประโยชน [1] 

สําหรับในประเทศไทยนั้นยังไมมีการรับรองเนื้อหาภายใน

เว็บไซตที่ เกี่ยวกับสุขภาพ แตมีการรับรองเนื้อหาเว็บไซต

ทางดานพาณิชยอิเล็กทรอนิกส ซึ่งจัดทําโดยกรมพัฒนาธุรกิจ

ก า ร ค า  ก ร ะ ท ร ว ง พ า ณิ ช ย  โ ด ย เ ว็ บ ไ ซ ต ที่ ทํ า พ า ณิ ช ย

อิเล็กทรอนิกสที่ตองการไดรับเครื่องหมายรับรองจะตองทําการ

ลงทะเบียนผานการรับรองความนาเชื่อถือ กับกรมพัฒนาธุรกิจ

การคาแลวตองผานเกณฑที่กําหนดไว จึงจะไดรับสัญลักษณ

ภาพ DBD Verify แสดงดังรูปที่ 2  

 

 
รูปที่ 2. แสดงตัวอยางสัญลักษณภาพ DBD Verify 
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ไปติดไวบนหนาเว็บไซตของตนเอง ทําใหผูซื้อสินคาออนไลน

เกิดความเชื่อม่ันในตัวเว็บไซตมากยิ่งขึ้น แตในการรับรอง

เนื้อหาเว็บไซตเกี่ยวกับสุขภาพดานมะเร็งในประเทศไทยนั้นยัง

ไมมีการจําแนกหรือรับรองความนาเชื่อถือของเนื้อหาภายใน

เว็บไซต 

งานวิจัยนี้ จึงมีวัตถุประสงคในการจําแนกความ

นาเชื่อถือของเนื้อหาภายในเว็บไซตดานมะเร็ง เ พ่ือแยก

ประเภทของเนื้อหาเว็บไซตที่มีความนาเชื่อถือและไมนาเชื่อถือ 

โดยนําเสนอ CancerDic+ ซึ่งเปนพจนานุกรมคําศัพทเฉพาะ

ดานมะเร็งเพ่ือตัดคําภาษาไทย โดยนําขอมูลมาจากเว็บไซต ซึ่ง

ประกอบไปดวยขอมูลที่มีความนาเชื่อถือ เชน ขอมูลที่ไดจาก

เว็บไซตหรือสถาบันทางการแพทย หรือบล็อกของแพทย

สวนขอมูลที่ไมนาเชื่อถือ เชน ขอมูลการขายประกันสุขภาพ 

ขอมูลการขายอาหารเสริม ขอมูลสมุนไพรหรือยาที่โฆษณา

สรรพคุณเกินจริง จากนั้นจึงนํามาเขากระบวนการสกัดขอความ 

(Text Extraction) เพ่ือตัดคํา ในสวนการใหคาน้ําหนักคํา

เพ่ือที่จะนําไปเปนตัวแทนเอกสารใชวิธี การหาคาน้ําหนัก 

(Term Weighting: TF) และการหาคาความถี่ผกผัน (Inverse 

Document Frequency: IDF) แลวจึงนํามาจําแนกประเภทความ

นาเชื่อถือของเว็บไซตดานมะเร็งและทําการประเมิน เพ่ือ

เปรียบเทียบประสิทธิภาพการตัดคําและการจําแนกเนื้อหา 

ในงานวิจัยไดแบงเนื้อหาออกเปนสวน ดังนี้ สวนที่ 2 

แนวคิดและวิธีการดําเนินงาน สวนที่ 3 ผลการทดลอง และสวน

ที่ 4 บทสรุป 

 

2. แนวคิดและวิธีดําเนินงาน 

จากการศึกษาการจําแนกความนาเชื่อถือของเนื้อหา

ภายในเว็บไซตดานมะเร็ง มีทฤษฎีที่เกี่ยวของ และมีกรอบ

วิธีดําเนินการดังนี้ 

2.1 ทฤษฎีท่ีเกี่ยวของ 

2.1.1 ความนาเชื่อถือของเว็บไซต (Website Credibility) 

นิยามของความนาเชื่อถือ (Credibility) [1] หมายถึง 

ความเชื่อถือได (Believability) ไมวาจะเปนบุคคลหรือวัตถุซึ่งมี

ลักษณะที่เชื่อถือได 2 ประการ คือ ความรูสึกวามีคุณภาพผูคน

รับรูวามีคุณภาพ (Perceived) ซึ่งอาจไมมีอยูในตัวบุคคลหรือ

วัตถุสารสนเทศจริง และความนาเชื่อถือที่ไดจากการรับรู 

(Perception of Credibility) การประเมินความนาเชื่อถือเปนผล

มาจากสมองที่จะประเมินปจจัยที่สําคัญ ไดแก ความไวเนื้อเชื่อ

ใจได (Trustworthiness) สําหรับการประเมินสารสนเทศตาง ๆ 

ผานเว็บ และความเปนผูชํานาญการ (Expertise) ซึ่งจะตองมี

ความรูประสบการณและสมรรถนะ มีชื่อนักเขียนบทความและ

การอางอิงชัดเจน เปนตน   ความไวเนื้อเชื่อใจจะบอกถึงความดี

และมีจรรยาบรรณของเว็บไซต ดังนั้นหากตองการใหเว็บไซต

ที่มีความนาเชื่อถือจะตองทําใหผูมาเย่ียมชมรับรูวามีความไว

เนื้ อ เชื่ อใ จได  แล ะค วา มเปน ผูชํ าน าญกา รใ นร ะดับสู ง 

นอกจากนี้ปจจัย ที่ทําใหเว็บไซตนาเชื่อถือไดเพ่ิมขึ้น เชน การ

เพ่ิมคุณคาใหกับเว็บไซต โดยการปรับปรุงเนื้อหาใหทันสมัย 

บทความตองมีอางอิงหรือผูแตงเสมอไมมีโฆษณามากเกินไป 

นามสกุลของเว็บไซต (Domain Name) ตองเปนขององคกรที่

จดทะเบียนอยางถูกตอง ทุกองคประกอบบนเว็บไซตทํางานได

ถูกตองและชื่อเสียงในดานดีขององคกรก็จะสงผลตอเว็บไซต

ดวย 

 

2.1.2 ทฤษฎีดานเซ็ตสําหรับการสืบคนสารสนเทศ 

 ในเรื่องของเซตนั้นมักจะถูกนําใชกับการอธิบายวัตถุ

นามธรรมใหเขาใจไดงายในรูปแบบของวัตถุทางคณิตศาสตร 

เพ่ือทําใหเรื่องที่อธิบายไดยากสามารถเขาใจไดโดยงาย ซึ่ง

เครื่องมืออยางแผนภาพเวนนก็ถูกนํามาใชในการอธิบายเรื่อง

เซตอยูบอยครั้ง เนื่องจากทําใหมองเห็นเปนภาพและอธิบาย

ความหมายไดดี ซึ่งในการสืบคนสารสนเทศก็สามารถนํามา

อธิบายไดดวยเซตเชนกัน โดยมองเนื้อหาที่ตองการคนหาบน

อินเทอรเน็ตเปนเซตใหญทั้งหมด (Existing Content) แลวจะมี

เพียงเนื้อหาบนอินเทอเน็ตบางอยางเทานั้นที่ตรงประเด็นที่ผู

คนหาตองการ (Relevant Content) ซึ่งมีเซตของกลยุทธในการ

สืบคน (Search Strategy) ที่จะเปนตัวกําหนดวาผูคนขอมูลจะ

ใชวิธีการในการสืบคนอยางไรใหไดขอมูลที่ตองการไดใน

ปริมาณมาก ซึ่งในสิ่งที่ผูคนขอมูลไดรับออกมาอาจจะมีทั้ง 

เนื้อหาที่มีอยูบนอินเทอรเน็ตหรือไมไดอยูบนอินเทอรเน็ตก็ได 

ทําใหเกิดเซตทั้งสองสวนที่ซอนทับกัน (Intersect) คือสวนของ

เนื้อหาที่ถูกคนพบจากการสืบคน (Found Content) ซึ่งเซตที่จะ

ใชงานไดจริงหรือตรงประเด็นที่ผูคนขอมูลจะใชไดจริงจะเล็ก

ลงไปอีก แสดงดังรูปที่ 3 
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รูปที่ 3. แสดงเซตการสืบคนสารสนเทศ 

 

 จากรูปจะสรุปไดวาขอมูลที่ผูใชงานตองการคนหา

นั้นจะมีอยูจํานวนหนึ่งซึ่งจะไดขอมูลที่มากหรือนอย ขึ้นอยูกับ

กลยุทธในการคนหาขอมูลของผูใชงาน และในสวนของขอมูล

ที่คนหามาแลวนั้นถาเปนขอมูลที่เกี่ยวกับสุขภาพ ก็จะตองใช

ขอมูลที่มีความนาเชื่อถือ ซึ่งขอมูลที่คนหามาไดนั้นจะมีทั้ง

ขอมูลที่นาเชื่อถือไมนาเชื่อถือปะปนกันอยู ทําใหสิ่งที่คนหามา

ไดนั้นสามารถนํามาใชงานไดจริงๆมีจํานวนนอยลงไปอีก และ

ถาไมคํานึงถึงความนาเชื่อถือของเนื้อหาที่คนหามาได ก็อาจจะ

สงผลเสียตอผูที่นําไปปฎิบัติตามขอมูลที่ไมถูกตอง 

 

2.1.3 การสกัดขอความ (Text Extraction) 

การสกัดขอความนั้นเปนกระบวนการของการทํา

เหมืองขอความ (Text Mining) เพ่ือใชการวิเคราะหคําออกจาก

เอกสาร ขาวสาร ขอความ และสารสนเทศตาง ๆ ที่ เปน

ตัวอักษรโดยสามารถนําไปทําการแบงกลุม (Clustering) การ

จําแนกขอมูล (Classification) และการหาความสัมพันธ 

(Association) ซึ่ งในการแบงกลุม เอกสาร (Document 

Clustering) [2] เปนการวัดความคลายคลึงกันของขอความใน

ตัวเอกสาร โดยขอมูลตัวอักษรจะถูกแปลงเปนตัวเลขเพ่ือทํา

ขั้นตอน การแบงกลุมโดยใชเทคนิคตางๆ เชน DBSCAN, K-

mean, SOM และ Hierarchical ซึ่งกอนการทําเหมืองขอความ

จะตองผานขั้นตอนการเตรียมขอมูล (Preprocess) กอนซึ่งมี

ขั้นตอน [3][4][5] ดังนี้ 

 

2.1.3.1 การตัดคํา (Word Segmentation) 

เปนการแยกแตละคําจากเอกสารออกจากกัน โดย

ยังคงมีความหมายที่ถูกตองสมบูรณอยู โดยการตัดคํานั้นใช

ฐานขอมูลพจนานุกรมคําศัพท ในการแบงคําออกมา [6] 

2.1.3.2 เทคนิคการตัดคํา (Word Segmentation Techniques) 

ในการตัดคํามีเทคนิคที่สามารถนํามาใชโดยขึ้นอยู

กับลักษณะของคําที่จะนํามาตัดซึ่งมีเทคนิคที่นิยมใชงานกัน

แบงออกเปน 5 เทคนิค ดังนี้ เทคนิคการเทียบคําที่ยาวที่สุด 

(Longest Word  Pattern Matching) เทคนิคการเทียบคําที่สั้น

ที่สุด (Shortest Word Pattern Matching) เทคนิคการตัดคําที่ใช

ความถี่ของคําหรือสถิติ (Probabilistic Word Segmentation) 

เทคนิคการยอนรอยกลับ (Back Tracking) และเทคนิคการตัด

คําแบบใชคุณลักษณะ (Feature-based Approach) [7] 

 

งานวิจัยเกี่ยวกับการตัดคํามีอยูมากมาย ทางผูวิจัยได

ทําการศึกษางานวิจัยของวิโรจน [8] เสนอการตัดคําดวยวิธีไตร

แกรมกับคลังขอมูลเพ่ือตัดคําระดับพยางคและทดสอบกับ

พจนานุกรมแตวิธี Maximum Collocation ไมสามารถแบงคําได

ชัดเจนขึ้นอยูกับคําที่มีอยูในพจนานุกรม และควรใชวิธีการทาง

สถิติอื่นมาปรับปรุงประสิทธิภาพ ปโยธร [9] ใชเทคนิควิธีการ

ตรวจสอบยอนกลับ (Back Tracking) และการเลือกคําที่ยาว

ที่สุด (Longest Matching) และควรใหโปรแกรมเพ่ิมคําเฉพาะที่

ไมพบในพจนานุกรมในตอนแรกโดยอัตโนมัติเพ่ือใหการตัด

คําในเอกสารแบบเดียวกันเปนไปไดดีขึ้น สิทธิโชค [10] สราง

โมเดลวิธีการตัดคําภาษาไทยดวยเทคนิคการเรียนรูของเครื่อง 

พบปญหาการคํานวณความถูกตองและแมนยําของคอมพิวเตอร 

รวมทั้งการจัดขอบขวาในโปรแกรมประมวลผลคําเพ่ือคนหาคํา 

สวนของการแบงคําจะเสียเวลาในขั้นตอนการแปลงไฟลหลาย

ไฟลเพ่ือรวมเปนไฟลเดียวกอนที่จะนํามาเปนขอมูลสําหรับ

สอน (Train Data) หรือขอมูลสําหรับทดสอบ (Test Data) และ

มีขอจํากัดคือสามารถตัดคําภาษาไทยที่มีขอความเฉพาะอักขระ

เทานั้น สําหรับงานวิจัยที่เกี่ยวของกับการตัดคําเพ่ือแกปญหาคํา

กํากวมโดย ชนินทร [11] ตัดคําดวยวิธีพจนานุกรมคํากํากวม

เพ่ือแกปญหาคํากํากวมและคําที่ไมปรากฏในพจนานุกรมดวย

โมเดล PTTSF (Parsing Thai Text with Syntax and Feature of 

Word) พบปญหาไมสามารถตัดคําที่เปนคํากริยาระหวางคําที่ไม

ปรากฏในพจนานุกรมได กานดา [2] ตัดคําในเอกสารภาษาไทย

โดยการใชกฎ (Rule-based) และพจนานุกรมแบบใหมรวมกันมี

การตัดคําในระดับพยางค สวนคํากํากวมสามารถแกปญหาโดย

การใชวิธีตัดคําที่ยาวที่สุดรวมกับวิธีการยอนกลับแตยังไม

สามารถตัดคําไดถูกตองทุกครั้ง และควรมีการเพ่ิมเติมปรับปรุง

สําหรับการตัดคําประเภทนี้ดวยการใชคาสถิติของคําที่พบใน
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เอกสารทั่วไปรวมกับการใชความถี่ของคําที่พบในเอกสารที่

นํามาตัดคํา ชูชาติ [12] นําเสนอกรอบการทํางานการเก็บคําที่

ไมรู จักจากเว็บ โดยใชการวิ เคราะห คําที่ ไมรู จักรวมกับ

พจนานุกรมเพ่ือสกัดคําที่ไม รู จักโดยอัตโนมัติ ทําใหผูใช

สามารถเพ่ิมคําไทยที่ไมรูจักลงในพจนานุกรมคําไทยที่ไมรูจัก 

ผลการทดลองพบวาสามารถวิเคราะหคําที่ไมรูจักไดสูงสุดถึง

รอยละ 96 

 

2.1.4 การจําแนกประเภทขอมูล (Data Classification) 

การทํา เหมืองขอความเปนการสกัด เอาสิ่ งที่ มี

ประโยชนออกมาจากขอความที่มีจํานวนมาก ซึ่งมีหลากหลาย

วิธี หนึ่งในนั้นคือการจําแนกขอมูล (Classification) ซึ่งมี

เทคนิคตาง ๆ ที่นิยมใชงานดังนี้ 

2.1.4.1 ตนไมตัดสินใจ (Decision Tree) 

 

เทคนิคตนไม ตัดสินใจ เปนวิธีหนึ่ งที่ใชในการ

จําแนกขอมูล โดยมีลักษณะการทํางานเหมือนโครงสรางของ

ตนไม รูปแบบของตนไมตัดสินใจประกอบดวยโหนดราก 

(Root Node) ซึ่งเปนโหนดแรก และแตกสายยอยเปนโหนดลูก 

(Child Node) [13][14] โดยจะสามารถแปลงไปเปนกฎที่ใชใน

การจําแนกขอมูลหรือที่เรียกวาฐานกฏ (Rule-based) เพ่ือใชใน

การพยากรณขอมูล โดยกฏนั้นจะเปนไปตามรูปแบบของตนไม

ตัดสินใจ 

 

2.1.4.2 โครงขายประสาทเทียม (Artificial Neural Network: 

ANN) 

 

เปนการจําแนกขอมูลอีกวิธีหนึ่งที่นิยมใชงาน มีการ

ทํางานเลียนแบบหลักการทํางานของสมองมนุษย โดยมีหนวย

ที่ใชในการประมวลผลเรียกวา นิวรอน ซึ่งนิวรอนแตละ

นิวรอนสามารถรับคาไดหลายอินพุดแตมีเอาตพุตไดเพียงเอาต

พุดเดียวเทานั้น โดยทุกอินพุดมีคาถวงน้ําหนัก (Weight) และ

ในแตละนิวรอนนั้นจะมีคาความเอนเอียงหรือไบแอส (Bias) 

อยูหรือไมก็ได โดยเม่ือปรับคาถวงน้ําหนักและคาเอนเอียงที่

เหมาะสมแลวจะถูกสงไปยังฟงกชันถายโอน (Transfer 

Function) [15][16] เพ่ือคํานวณคาผลลัพธ 

 

2.1.4.3 ซัพพอรตเวกเตอรแมชชีน (Support Vector Machine: 

SVM) 

เปนเทคนิคที่มีการใชสมการทางคณิตศาสตรในการ

จําแนกขอมูล โดยพยายามหาจุดที่เสนแบงกลุมของขอมูลมี

ระยะความหางระหวางเสนขอบเขต (Border Line) มากที่สุด 

ซึ่งวิธีนี้ทําใหมีขอดี คือ สามารถรองรับจํานวนตัวแปรที่

หลากหลายไดเปนจํานวนมาก และคอนขางมีความถูกตองสูง 

ซึ่งในการทํางานของตัวซัพพอรตเวกเตอรแมชชีน มีฟงชั้นให

เลือกใชอยางหลากหลาย เชน Linear Function, Polynomial 

Function และRadial Basis Function [17] แตตองมีการเลือกใช

ฟงชั่นใหตัวซัพพอรตเวกเตอรแมชชีน จําแนกขอมูลไดอยาง

เหมาะสมดวยเชนกัน 

 

2.2 วิธีดําเนินการ 

 

Database

Text Extraction

Dictionary
Cancer

Dictionary

Lexto SWATH CancerDic+

TF-IDF

Data Set

Training Set Test Set

Classification Models

- Decision Trees

- Artificial Neural Network

- Support Vector Machine 

Optimization

Evaluation

- Accuracy

- Precision

- Recall

 
รูปที่ 4. แสดงวิธีดําเนินงาน 
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จากรูปที่ 4 แสดงวิธีดําเนินงานวิจัยการจําแนกความ

นา เชื่ อถือของเนื้ อหาภายในเ ว็บไซตด านมะเร็งโดยใช 

CancerDic+ ซึ่งการสกัดคําผานเครื่องมือ CancerDic+ เปนการ

ตัดคําโดยใชเทคนิคเดียวกับ Lexto โดยใชเทคนิคการเทียบคําที่

ยาวที่สุด (Longest Word  Pattern Matching) รวมกับวิธีการใช

พจนานุกรม (Dictionary-based) โดยเพ่ิมพจนานุกรมคําศัพท

เฉพาะดานมะเร็ง ในสวนของการตัดคําเพ่ือใหผลของการตัดคํา

ที่เปนเนื้อหาที่มีคําศัพทดานมะเร็งอยูมากมีความถูกตองเพ่ิม

มากขึ้น จึงไดเตรียมขอมูลสําหรับการจําแนกโดยมีขั้นตอน 

ดังนี้ 

 

2.2.1 การเก็บรวบรวมขอมูล (Data Collection) 

การเก็บขอมูลโดยใชขอมูลจากเว็บไซตที่สืบคนดวย

คําสําคัญที่เกี่ยวของกับมะเร็ง เชน มะเร็ง รักษามะเร็ง อาการ

ของมะเร็ง อาหารสําหรับผูปวยมะเร็ง อาหารเสริมสําหรับ

มะเร็ง สมุนไพรรักษามะเร็ง เปนตน โดยมีจํานวน 484 แถว ซึ่ง

สามารถแบงขอบเขตขอมูลออกเปน 6 สวน แสดงดังตารางที่ 1 

ในสวนของหลักเกณฑที่ใชในการกํากับประเภทของเนื้อหาใน

เว็บไซตวาเปนเนื้อหาที่มีความนาเชื่อถือหรือไมนาเชื่อถือ นั้น

ใชจากแหลงที่มาของขอมูลหรือที่อยูของเว็บไซต ซึ่งขอมูล

เนื้อหาที่นาเชื่อถือมาจากเว็บไซตประเภท โรงพยาบาลรัฐบาล

และเอกชน หนวยงานดานสาธารณสุขของภาครัฐ หรือบล็อค

ของแพทย สวนขอมูลเนื้อหาที่ไมนาเชื่อถือมาจากเว็บไซต

ประเภท ขายประกัน ขายอาหารเสริมที่มีสรรพคุณเกินจริง และ

ขอมูลจากเว็บไซตทั่วไปที่ไมมีการอางอิงที่มาของเนื้อหา 

 

ตารางที่ 1. แสดงขอบเขตและรูปแบบของขอมูลที่จัดเก็บใน

ฐานขอมูล 

# Name Detail Type 

1 Text เนื้อหาในเว็บไซต Text 

2 Lexto ขอความที่สกัดผาน Lexto Text 

3 SWATH ขอความที่สกัดผาน SWATH Text 

4 Dic ขอความที่สกัดผาน CancerDic+ Text 

5 Link ลิงคที่มาของเนื้อหาในเว็บไซต Text 

6 Type ประเภทของเนื้อหา 

(1 = นาเชื่อถือ, 2= ไมนาเชื่อถือ) 

Char(1) 

 

 

2.2.2 การสกัดคํา (Text Extraction) 

ในการสกัดคําภาษาไทยมีเครื่องมือสําหรับตัดคําอยู

หลายเครื่องมือ แตในงานวิจัยนี้เลือกใชเครื่องมือสําหรับการตัด

คํา 3 เครื่องมือ ไดแก 1) เล็กซโต (Thai Lexeme Tokenizer: 

LexTo) ที่ถูกพัฒนาโดยศูนยเทคโนโลยีอิเล็กทรอนิกสและ

คอมพิวเตอรแหงชาติ 2) SWATH (Smart Word Analysis for 

THai) ที่ถูกพัฒนาโดยมหาวิทยาลัยคารเนกีเมลลอน และ  3) 

CancerDic+ (Cancer Dictionary Plus) ที่ผูวิจัยนําเสนอ โดยเม่ือ

ผานขั้นตอนการตัดคํา (Word Segmentation) แลวจะนําไป

บันทึกลงในฐานขอมูลที่ผานการสกัดคําจากเครื่องมือทั้ง  3 

ดังกลาวขางตน เพ่ือเปนการเตรียมขอมูลสําหรับการสอน 

(Train Data) และขอมูลสําหรับการทดสอบ (Text Data) ใน

ขั้นตอนถัดไป 

 

2.2.3 การสรางดัชนีเอกสาร (Document Indexing) 

การสรางดัชนีเอกสารเปนขั้นตอนการแปลงเอกสาร

ซึ่งเปนภาษาธรรมชาติใหอยูในรูปแบบที่คอมพิวเตอรสามารถ

ประมวลผลได ซึ่งจะเปนการสรางตัวแทนเนื้อหาเอกสารใหอยู

ในรูปแบบเวกเตอรของน้ําหนักคํา (Term Weighting) เพ่ือนํามา

หาคาสรางดัชนี โดยนิยมใชรูปแบบของคําเด่ียว [13] เริ่มจาก

การสรางเวกเตอรตัวแทนเอกสาร จากนั้นจะสรางเมตริกซของ

เอกสารขึ้นจากเวกเตอรเอกสารทั้งหมด ในกลุม จนกระทั่ง

กลายเปนเมตริกซ 

ในสวนของการคํานวณคาน้ําหนักใหแกดัชนีในแต

ละเอกสารใชวิธีการ TF-IDF Weighting (Term Frequency-

Inverse Document Frequency) แสดงดังสมการที่ (1)(2)(3)(4) 

[16] 

 

                          (1) 

                                     (2) 

                        (3) 

                   (4) 

 

โดยที่  

 = จํานวนคํา  ที่ปรากฏในเอกสาร 

 = จํานวนคําทั้งหมดที่ปรากฏในเอกสาร 

 = จํานวนเอกสารทั้งหมด 

 = จํานวนเอกสารที่มีคํา  ปรากฏ 
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2.2.4 การจําแนกขอมูลและการวัดประสิทธิภาพ 

ใ น ง า น วิ จัย นี้ ผู วิ จั ย ไ ด ทํ า ก า ร เ ป รี ย บ เ ที ย บ ค า

ประสิทธิภาพซึ่งพิจารณาจากคาความถูกตอง (Accuracy) คา

ความแมนยํา (Precision) และความครบถวน (Recall) จาก

โมเดล 3 รูปแบบ แสดงดังตารางที่ 2 โดยทุกโมเดลใชวิธีการ

แบงชุดขอมูลเพ่ือใชในการสอนและทดสอบดวยวิธี 10-fold 

Cross Validation เพ่ือวัดความเที่ยงตรงของโมเดล 

 

ตารางที่ 2. แสดงรายละเอียดโมเดลที่ใชในการทดลอง 

โมเดล ชื่อโมเดล ชื่อยอ 

1 Decision Trees DT 

2 Artificial Neural Network  

(Back Propagation) 

ANN 

3 Support Vector Machine Optimization 

(Linear Function) 

SMO 

 

การหาค าประสิทธิภาพนั้นใชการพิจารณาค า

ประสิทธิภาพจากระดับคาความถูกตอง (Accuracy) คาความ

แมนยํา (Precision) และคาความครบถวน (Recall) แสดงดัง

สมการที่ (5)(6)(7) [8] 

 

                         (5) 

                          (6) 

               (7) 

 

โดยเม่ือ  

TP = จํานวนของ True Positive 

FP = จํานวนของ False Positive 

FT = จํานวนของ True Negative 

FN = จํานวนของ False Negative 

 

3. ผลการทดลอง 

ผูวิจัยไดดําเนินการจําแนกความนาเชื่อถือของเนื้อหา

ภายในเว็บไซตดานมะเร็ง โดยทําการสกัดคํา การคํานวณหาคา

ดัชนีเอกสาร และเปรียบเทียบประสิทธิภาพการจําแนกประเภท

ความนาเชื่อถือของเนื้อหาภายในเว็บไซต มีรายละเอียด ดังนี้ 

 

 

3.1 ผลการสกัดคําและสรางดัชนีเอกสาร 

ในการดําเนินการสกัดคําจากขอมูลเนื้อหาดานมะเร็ง 

ดวยเครื่องมือ LexTo และ SWATH กับฐานขอมูลพจนานุกรม

เล็กซิตรอน แตในสวนของ CancerDic+ นั้นไดใชฐานขอมูล

พจนานุกรมเล็กซิตรอนผสมกับฐานขอมูลคําศัพท เฉพาะ

ทางดานมะเร็ง  โดยแสดงตัวอยางการตัดคําดวยโปรแกรมทั้ง 3 

โปรแกรมขางตน แสดงดังรูปที่ 5 

 

ซึ่งจากการใชเครื่องมือทั้ง 3 ในการสกัดคําจะพบวา

โปรแกรม Lexto และ CancerDic+ มีการตัดคําที่เปนคําสําคัญ

ในดานมะเร็งใกลเคียงกัน แตในสวนของโปรแกรม SWATH มี

การตัดคําสําคัญในดานมะเร็งที่แตกตางออกไป เชน  

“มะเร็ง” ผลที่ได Lexto และ CancerDic+ ตัดคําไดออกมา

เปน |มะเร็ง| แต SWATH ตัดคําออกมาเปน |มะ|เร็ง| 

“เตานม” ผลที่ได Lexto และ CancerDic+ ตัดคําไดออกมา

เปน |เตานม| แต SWATH ตัดคําออกมาเปน |เตา|นม| 

“ลําใส” ผลที่ได Lexto SWATH  และ CancerDic+ ตัดคํา

ไดออกมาเปน |ลําใส| เหมือนกัน 

“ทางกรรมพันธุ” ผลที่ได SWATH และ CancerDic+ ตัด

คําไดออกมาเปน |ทาง|กรรมพันธุ| แต Lexto ตัดคําออกมาเปน   

|ทางกรรมพันธุ| 

 

 
รูปที่ 5. แสดงตัวอยางผลการตัดคํา 
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ซึ่งจะเห็นวามีความแตกตางกันในการตัดคําที่ผาน

โปรแกรมตัดคํา ซึ่งจะสงผลกับประสิทธิภาพในการสรางดัชนี

เอกสารและจําแนกขอมูล และในสวนของการสรางดัชนี

เอกสารไดใชโปรแกรม RapidMiner Studio ชวยในการนับคํา

และคํานวณ TD-IDF ซึ่งมีตัวอยางการสรางดัชนีเอกสาร ซึ่งจะ

ถูกนําไปใชในการจําแนกขอมูล แสดงดังรูปที่ 6 

 

 
รูปที่ 6. แสดงตัวอยางการสรางดัชนีเอกสาร 

 

3.2 ผลการหาคาประสิทธิภาพโดยใช Lexto, SWATH และ 

CancerDic+ สกัดคํา 

จากการทดลองจําแนกความนาเชื่อถือของเนื้อหา

ภายในเว็บไซตโดยใชโมเดลการจําแนก 3 แบบไดแก ตนไม

ตัดสินใจ (DT) โครงขายประสาทเทียม (ANN) และซัพพอรต

เวกเตอรแมชชีน (SMO) โดยผานการสกัดคําโดยใชโปรแกรม 

Lexto, SWATH และ CancerDic+ โดยการแบงขอมูลเพ่ือใชใน

การทดสอบความเที่ยงตรงของโมเดลดวยวิธี 10-fold Cross 

Validation ทําใหไดคาประสิทธิภาพ ซึ่งประกอบไปดวยคา

ความถูกตอง คาความแมนยํา และคาความครบถวน  แสดงดัง

ตารางที่ 3 

 

ตารางที่ 3. แสดงการเปรียบเทียบคาประสิทธิภาพโดยใช Lexto, 

SWATH และ CancerDic+ สกัดคํา 

Tools Model 
10-fold cross validation 

Accuracy Precision Recall 

Lexto 

DT 0.839 0.839 0.839 

ANN 0.819 0.814 0.819 

SMO 0.814 0.810 0.815 

SWATH 

DT 0.777 0.775 0.783 

ANN 0.769 0.765 0.773 

SMO 0.764 0.762 0.769 

CancerDic+ 

DT 0.844 0.838 0.845 

ANN 0.835 0.829 0.836 

SMO 0.831 0.825 0.830 

 

จากตารางพบวาการตัดคําที่ผานเครื่องมือ Lexto แลว

มีคาประสิทธิภาพมากที่สุด คือ DT (Accuracy = 0.839, 

Precision = 0.839, Recall =0.839) การตัดคําที่ผานเครื่องมือ 

SWATH แลวมีคาประสิทธิภาพมากที่สุด คือ DT (Accuracy = 

0.777, Precision = 0.775, Recall =0.783) และการตัดคําที่ผาน

เครื่องมือ CancerDic+ แลวมีคาประสิทธิภาพมากที่สุด คือ DT 

(Accuracy = 0.844, Precision = 0.838, Recall =0.845) ซึ่งจะ

พบวาโมเดลที่มีประสิทธิภาพมากที่สุดเปนโมเดลการจําแนก

ขอมูลแบบตนไมตัดสินใจ (Decision Trees) ที่ผานการตัดคํา

จากเครื่องมือ CancerDic+ 

 

4. บทสรุป 

จากการทดลองหาคาประสิทธิภาพการจําแนกจากทั้ง 

3 โมเดลจากการสกัดคําจากทั้ง 3 โปรแกรมทําใหไดคา

ประสิทธิภาพของแตละโมเดลในแตละการทดลองจึงนํามา

เปรียบเทียบกันทั้ง 3 รูปแบบการทดลองเพ่ือใหเห็นภาพได

อยางชัดเจน โดยใชคาความถูกตอง (Accuracy) มาทํากราฟ

เปรียบเทียบ แสดงดังรูปที่ 7 

 

จ า ก รู ป พ บ ว า ผ ล ก า ร ท ด ล อ ง โ ม เ ด ล ที่ มี ค า

ประสิทธิภาพในดานตางๆ ที่มากที่สุด คือ โมเดลที่ผานการ

สกัดคําจาก CancerDic+ และใชเทคนิคการจําแนกแบบ DT 

(Accuracy = 0.844, Precision = 0.838, Recall =0.845) ซึ่งดีกวา

โมเดลที่ผานการสกัดคําจาก Lexto และ SWATH เนื่องจากมี

การใชคํ า ศัพท เฉพาะทางเกี่ยวกับโรคมะเร็ง  (Cancer 

Terminology) ทําใหการสกัดคําในขั้นตอนการเตรียมขอมูล 

กอนนําไปทําเหมืองขอมูลมีความถูกตองมากยิ่งขึ้น  
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รูปที่ 7. แสดงเปรียบเทียบคาความถูกตอง (Accuracy) 

 

ในสวนของปญหาและขอเสนอแนะ ที่พบจากการ

เก็บรวบรวมขอมูลเนื้อหาจากเว็บไซตตางๆ พบปญหาที่สงผล

ตอประสิทธิภาพการตัดคํา เชน การสะกดคําผิด การใชคําทับ

ศัพทภาษาอังกฤษ ขอมูลที่เปนการใหขอมูลเชิงรูปภาพ (Info-

graphic) อีกทั้งในการเก็บรวบรวมขอมูลควรพัฒนาการเก็บ

ขอมูลโดยการใชเว็บครอวเลอร (Web Crawler) เพราะจะทําให

สามารถรวบรวมขอมูลไดมาก รวดเร็วและหลากหลาย สวน

กําหนดเกณฑอื่นๆ ที่ใชในการประเมินคาความนาเชื่อถือของ

เนื้อหาภายในเว็บไซต ที่ในงานวิจัยนี้ใชเพียงแหลงที่มาของ

เว็บไซต อาจจะใชเนื้อหาประกอบกับชื่อผูเขียน หรือประเมิน

จากผูเชียวชาญก็ได ซึ่งจะนําไปพัฒนาตอไปในอนาคต 
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