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ABSTRACT-- Thailand's road death rate is the world's highest in 2015, most of 

which comes from pedestrians. This research introduces a model to predict the 

risk of road accidents in the New Year day. Data mining technique is used with 

data based on accident information, casualties and deaths collected during the 

2008-2015 by the Government Information Center. By comparing the 

performance of Naïve Bayes Multilayer Perceptron and Meta bagging, a popular 

technique is used to forecast. The experiments show that Meta bagging 

technique is more effective than Multilayer Perceptron and Naïve Bayes. 
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บทคัดย่อ-- เนื่องด้วยอัตราการเสียชีวิตด้วยอุบัติเหตุทางถนนของไทยนั้นอยู่ในอันดับหนึ่งของโลกในปี 2558 ซ่ึงสาเหตุ

ส่วนใหญ่มาจากผู้ใช้ถนนโดยเฉพาะบนทางหลวงชนบท งานวจิยันีจ้งึได้สร้างแบบจ าลองเพื่อพยากรณ์ความเส่ียงในการเกิด
อุบัติเหตุทางถนนในเทศกาลปีใหม่ด้วยเหมืองข้อมูล จากข้อมูลการเกิดอุบัติเหตุผู้บาดเจ็บและเสียชีวิต ในช่วงเทศกาล
ระหว่างปี  2551- 2558 ของศูนย์กลางข้อมูลภาครัฐ โดยการเปรียบเทียบประสิทธิภาพของการเรียนรู้ด้วยนาอีฟเบยส์ เพอร์
เซ็ปตรอนหลายช้ัน  และ ถุงจ าแนก  ซ่ึงเป็นเทคนิคทีไ่ด้รับความนิยมน ามาใช้เพือ่พยากรณ์ จากการทดลองพบว่า เทคนิคถุง
จ าแนก สามารถสร้างแบบจ าลองทีม่ปีระสิทธิภาพมากกว่าพอร์เซ็ปตรอนหลายช้ัน และ การเรียนรู้ด้วยนาอฟีเบยส์ 
ค าส าคญั –การพยากรณ์, เหมืองขอ้มูล, ถุงจ าแนก, เพอร์เซ็พตรอนหลายชั้น, การเรียนรู้ดว้ยนาอีฟเบยส์. 
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บทน า 

ข้อมูลจากส านักนโยบายและยุทธศาสต ร์ 
กระทรวงสาธารณสุข รายงานอตัราเสียชีวิตของประชากร
ไทยในปี 2558 (ส านักนโยบาย กระทรวงสาธารณสุข, 
2558) [1] จ าแนกตามสาเหตุท่ีส าคญัต่อประชากร 100,000 
คน พบวา่ คนไทยเสียชีวติดว้ยอุบติัเหตุจากคมนาคมขนส่ง
ทางบก 22.3 คนต่อประชากรหน่ึงแสนคน รองจากการ
เสียชีวิตดว้ยมะเร็งทุกชนิด โรคหลอดเลือดในสมอง ปอด
อกัเสบ และโรคหัวใจขาดเลือด ซ่ึงเป็นโรคท่ีรักษาไดย้าก 
และมีความรุนแรง จึงถือวา่ไดว้า่อตัราการเสียชีวิตของคน
ไทยยงัอยูใ่นระดบัท่ีสูง ในขณะท่ีค่าเฉล่ียของทัว่โลกอยู่ท่ี 
18 คนต่อประชากรหน่ึงแสนคน ซ่ึงเม่ือเทียบกบัทัว่โลก
แลว้ ในปี 2557 คนไทยเสียชีวิตดว้ยอุบติัเหตุบนทอ้งถนน
มากท่ีสุดเป็นอนัดับสองของโลก รองจากประเทศลิเบีย 
(Libya) ท่ีมีอตัราการเสียชีวิต 36.2 คนต่อประชากรหน่ึง
แสนคน (wongkarnpat, 2559) [2] ต่อมาในปี 2558 
ประเทศไทยขยบัข้ึนมาเป็นอนัดับหน่ึง (องค์การอนามยั
โลก, 2558) [3] โดยมีอตัราคนเสียชีวิตจากอุบติัเหตุทาง
ถนนมากท่ีสุดในโลก หรือเสียชีวิต 36.2 คน ต่อประชากร
หน่ึงแสนคน โดยในปี พ.ศ. 2558 จงัหวดัท่ีมีการเสียชีวิต
ด้ ว ย อุ บั ติ เ ห ตุ ท า ง ถ น น ม า ก ท่ี สุ ด คื อ  จั ง ห วั ด
พระนครศรีอยุธยา มีอัตราการเสียชีวิต  21.7 คน ต่อ
ประชากรหน่ึงแสนคน รองลงมาคือ จังหวดัเพชรบุรี มี
อตัราการเสียชีวิต 20.3 คน ต่อประชากรหน่ึงแสนคน 
(หน่วยเฝ้าระวงัและสะทอ้นสถานการณ์ความปลอดภยัทาง
ถนน, 2558) [4] แต่ในปี พ.ศ. 2559 จ านวนอตัราการ
เสียชีวิตเพ่ิมข้ึน โดยจังหวัดท่ีมีอัตราการเสียชีวิตด้วย
อุบัติเหตุทางถนนมากท่ีสุดคือ จงัหวดัสิงห์บุรี อตัราการ
เสียชีวิต 30.4 คน ต่อประชากรหน่ึงแสนคน รองลงมาคือ 
จงัหวดัสระบุรี อตัราการเสียชีวิต 25.5 คน ต่อประชากร
หน่ึงแสนคน จงัหวดัสระแกว้ อตัราการเสียชีวิต 25.8 คน 
ต่อประชากรแสนคน จังหวดัเพชรบุรี อตัราการเสียชีวิต 
23.7 คนต่อประชากรหน่ึงแสนคน และจงัหวดัตราดอตัรา
การเสียชีวติ 23.1 คนต่อประชากรหน่ึงแสนคน (หน่วยเฝ้า

ระวงัและสะท้อนสถานการณ์ความปลอดภัยทางถนน, 
2559) [5] ทั้งน้ีอตัราการเสียชีวิตจากอุบติัเหตุบนทอ้งถนน
มีจ านวนสูงในช่วงเทศกาลส าคญัท่ีมีการเดินทางใชถ้นน
เป็นจ านวนมาก โดยเฉพาะเทศกาลปีใหม่ ซ่ึงขอ้มูลจาก
ศูนยอ์ านวยความปลอดภยั (2560) [6] ไดช้ี้ใหเ้ห็นถึงปัญหา
ท่ีน่าวติกคือความรุนแรงของอุบติัเหตท่ีุเกิดข้ึน จากขอ้มูลท่ี
บ่งช้ีโดยตวัเลขดชันีความรุนแรง (Severity Index) และ
ดชันีการเสียชีวติ (Fatality Index) ท่ีมีแนวโนม้เพ่ิมสูงอยา่ง
ต่อเน่ือง   

ปัจจุบนัไดมี้การท าเหมืองขอ้มูลเพื่อการวเิคราะห์
ข้อมูลการเกิดอุบัติเหตุบนถนนโดยการรวบรวมข้อมูล
เก่ียวกบัอุบติับนถนนจากหน่วยงานต่าง ๆ และน าขอ้มูลมา
วิเคราะห์เพื่อให้ได้แบบจ าลองส าหรับพยายากรณ์ความ
เส่ียงการเกิดอุบติับนถนน ซ่ึงจากการศึกษาวรรณกรรมท่ี
เก่ียวข้องพบว่า มีการน าเทคนิคเหมืองข้อมูลมาใช้ใน
งานวิจัยตั้ งแต่ปี 1971 เป็นตน้มา มีการศึกษาท่ีท าการ
วิเคราะห์การเกิดอุบัติเหตุทางจราจรด้วยเทคนิควิธีท่ีใช้
ไดแ้ก่  AdaBoostM1, ANN, ARM, Bayesian classifier, C 
4.5, C-RT, C-means, CS-MS4, Decision List, Decision 
Tree, ID3, K-mean algorithm, Meta classifier, Multilayer 
Perceptron (MLP), Naïve Bayes, Meta bagging, PART 
Rule classifier, Random Forest Tree classifier ซ่ึงจาก
การศึกษาท่ีผ่านมาพบว่า เทคนิคท่ีไดรั้บความนิยมในการ
น ามาใชเ้พ่ือสร้างโมเดลการพยากรณ์ ไดแ้ก่ Naïve Bayes   
Multilayer Perceptron  และ Meta bagging  ดงันั้น งานวจิยั
น้ีจึงสร้างแบบจ าลองเพ่ือท านายความเส่ียงการเกิดอุบติัเหตุ
บนถนนให้มีประสิทธิภาพของแบบจ าลองมากยิ่งข้ึน โดย
การเปรียบเทียบประสิทธิภาพของเทคนิคขา้งตน้ เพื่อหา
เทคนิคท่ีดีท่ีสุดในการสร้างโมเดลเพ่ือพยากรณ์การเกิด
อุบัติเหตุทางถนนอนัจะส่งผลต่อความปลอดภยัในชีวิต
และทรัพยสิ์นของผูท่ี้สญัจรทางบกได ้

ทฤษฎแีละงานวจิยัทีเ่กีย่วข้อง 
1. เหมืองขอ้มูล

เหมืองขอ้มูล (Data Mining) เป็นการวิเคราะห์
ข้อมูลเพื่อหารูปแบบ (patterns) หรือความสัมพันธ์ 
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(relation) ระหวา่งขอ้มูลในฐานขอ้มูลขนาดใหญ่ (Linoff, 
2011) [11] สารสนเทศท่ีไดอ้าจน ามาสร้างการพยากรณ์
หรือสร้างตวัแบบส าหรับการจ าแนกหน่วยหรือกลุ่ม หรือ
แสดงความสัมพนัธ์ระหว่างหน่วยต่าง ๆ หรือให้ขอ้สรุป
ของสาระในการสร้างฐานขอ้มูล การด าเนินงานมกัอยู่ใน
ลกัษณะของการสร้างตวัแบบ (Modeling) ท่ีอธิบายความ
เป็นไปหรือสภาพการณ์หน่ึงท่ีเกิดข้ึน แลว้น าตวัแบบน้ีมา
ใช้อธิบายสถานการณ์ท่ียงัไม่เกิดหรือท่ีไม่ทราบค าตอบ 
(สุชาดา กีระนนัท,์ 2554) [12] 

2. เทคนิคเหมืองขอ้มูล
ในปัจจุบนัเทคนิคเหมืองขอ้มูลมีหลายรูปแบบ

ซ่ึงผู ้วิจัยได้ศึกษาเทคนิคท่ีใช้ท าเหมืองข้อมูลเพื่อการ

ท านาย ไดแ้ก่ จาก Naïve Bayes  Multilayer Perceptron  

และ Meta Bagging    ดงัน้ี 

1. Naïve Bayes  เป็นเทคนิคการสร้างโมเดลโดย
อาศัยการค านวณความน่าจะ เป็นของข้อมูลต่ าง  ๆ 
(wipawan, 2017) [13]  แลว้ท าการวิเคราะห์ขอ้มูลท่ีใชใ้น
การส ร้ า งแบบจ าลอง  ท า ให้แบบจ าลองสามารถ
เปล่ียนแปลงได ้โดยขอ้มูลในการสร้างแบบจ าลองเร่ิมจาก
ศูนย ์ จากหลกัการน้ีท าให้แบบจ าลองมีประสิทธิภาพมาก
ข้ึน (Zhang and alt., 2013) [14] เทคนิคน้ีไม่ไวต่อจ านวน
ของตัวแปร และใช้ได้กับตัวแปรหลากหลาย ( Kim, 
Hand, and Rim, 2006) [15] โดยใชห้ลกัการค านวณดงั
สมการท่ี 1 ในการเลือกตวัแปรท่ีตอ้งการท านาย 

เม่ือ P คือ ค่าความน่าจะเป็นของแต่ละตวัแปรตาม 
   X คือ แถวของขอ้มูล ตวัอยา่ง   (X 1, X 2,..., X n)

n คือ จ านวนของขอ้มูล  
  Ci คือ ตวัแปรตามท่ีมีค่าเป็น ในขอ้มูล  

2. Multilayer Perceptron เป็นการสร้างโมเดล
โดยอาศยัการค านวณทางคณิตศาสตร์  โมเดลเป็นรูปแบบ

ของสมการ (wipawan, 2017) [13] เป็นโครงสร้างของ
ข่ายงานระบบประสาทอยา่งง่ายจึงเป็นโครงสร้าง ท่ีไม่
ยุง่ยากและซบัซอ้นต่อผูใ้ชจึ้งมีผูว้ิจยัให้ความสนใจศึกษา 
กนัมากทั้งแผนภูมิควบคุมส าหรับหน่ึงตวัแปรและหลาย
ตวัแปร ส าหรับโครงสร้างของข่ายงานระบบประสาท
แบบ MLP ส าหรับแผนภูมิควบคุมหน่ึงตวัแปร (จตุภทัร 
เมฆพายพั และ กิดาพร สายธน, 2554) [16] 

3. Meta Bagging    เป็นการสร้างโมเดลโดยอาศยั
เทคนิคของ Classifications หลาย ๆ เทคนิค  เพ่ือเพ่ิมความ
ถูกตอ้งในการจ าแนกประเภทขอ้มูล(wipawan, 2017) 
(classification) หรือคาดเดา (prediction) โดยท่ีเทคนิคน้ีจะ
ไปท าการลดความผัน ผวนของผลการท านายของ
แบบจ าลอง จะเห็นว่า Bagging  จ าเป็นตอ้งมีการทดลอง
หลายๆ คร้ัง เพ่ือค้นหาแบบจ าลองท่ีดีท่ีสุด(Breiman, 
1996) [17] ดงัภาพประกอบ 1 (อมรภทัร์ หาญโคกกรวด, 
2556) [18] 

ภาพประกอบ 1 Bagging Algorithm 

3. การวดัประสิทธิภาพ
 การวดัประสิทธิภาพแบบจ าลองพยากรณ์ความเส่ียง
ในการเกิดอุบติัเหตุทางถนนในเทศกาลปีใหม่ดว้ยเหมือง
ขอ้มูล ในดา้นหมืองขอ้มูลไดอ้อกแบบการทดลอง โดยใช้
วิธี 10-Fold cross validation วิธีน้ีเป็นวิธีท่ีนิยมในการ
ท างานวจิยั เพื่อใชใ้นการทดสอบประสิทธิภาพของโมเดล
เน่ืองจากผลท่ีไดมี้ความน่าเช่ือถือ การวดั ประสิทธิภาพ
ดว้ยวิธี Cross-validation น้ีจะท าการแบ่งขอ้มูลออกเป็น
หลายส่วน (มกัจะแสดงด้วยค่า k) เช่น 5-fold cross-
validation คือ ท าการแบ่งขอ้มูลออกเป็น 5 ส่วน โดยท่ีแต่
ละส่วนมีจ านวนข้อมูลเท่ากัน หรือ 10-fold cross-
validation คือ การแบ่งขอ้มูลออกเป็น 10 ส่วน โดยท่ีแต่ละ
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ส่วนมีจ านวนขอ้มูลเท่ากนั หลงั จากนั้นขอ้มูลหน่ึงส่วนจะ
ใชเ้ป็นตวัทดสอบประสิทธิภาพของโมเดล ท าวนไปเช่นน้ี
จนครบจ านวนท่ีแบ่งไว ้(เอกสิทธ์ิ พชัรวงศ์ศกัดา, 2557ข) 
[19] ในแต่ละขั้นตอนหาค่าความถ่วงดุล และค่า ROC 
(AUC)  แลว้จึงหาค่าเฉล่ียของค่าความถ่วงดุล และ ROC 
(AUC) ซ่ึงขอ้มูลจะถูกทดสอบ 

ค่าความถ่วงดุล (F-measure) คือ เป็นการเฉล่ียค่า
ความแม่นย  าในการตรวจพบและค่าความครบถว้นในการ
ตรวจพบเขา้ด้วยกัน จึงเปรียบเสมือนค่าวดัความแม่นย  า
โดยรวม  มีสูตรในการค านวณ ดังน้ี (เอกสิทธ์ิ พชัรวงศ์
ศกัดา, 2557ก) [20] 

𝐹  𝑀𝑒𝑎𝑠𝑢𝑟𝑒   
2 𝑥  𝑟𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐 𝑠 𝑜𝑛 

𝑅𝑒𝑐𝑎𝑙𝑙   𝑃𝑟𝑒𝑐 𝑠 𝑜𝑛

ค่า ROC คือ สร้างกราฟความสัมพนัธ์ระหวา่ง true 
positive rate (Sensitivity) กบั false positive rate (1-
Specificity) โดยการแปรค่าจุดตดั(cut-off point) ท่ีใช ้
ต่าง ๆ กนั (อติพร องคส์าธิต, 2560) [21] AUC เป็นการหา
พ้ืนท่ีใตก้ราฟของ ROC เพื่อใชใ้นการค านวณความถูกตอ้ง
ยิง่สูงยิง่ดี (จิราวรรณ รอนราญ, 2559) [22] 

4. งานวจิยัท่ีเก่ียวขอ้ง
ง า น วิ จั ย ข อ ง  Krishnaveni, and Hemalatha

(2011) [7] ไดท้ าการวิเคราะห์การเกิดอุบติัเหตุทางจราจร

ดว้ยเทคนิคเหมืองขอ้มูล พบว่า รูปแบบการจดัหมวดหมู่

เพ่ือท านายความรุนแรงของการบาดเจ็บท่ีเกิดข้ึนระหว่าง

การเกิดอุบติัเหตุจราจรดว้ย Naive Bayesian AdaBoostM1 

Meta classifier, PART Rule classifier, J48 Decision Tree 

classifier และ Random Forest Tree classifier เพื่อจ าแนก

ประเภท ประเภทของความรุนแรงของการบาดเจ็บของ

อุบติัเหตุจราจรต่างๆ ผลสุดทา้ยแสดงให้เห็นว่า Random 

Forest ท าไดดี้กวา่มากกว่าอลักอริทึมอ่ืน ๆ Gupta (2017) 

[8] ได้ท าการรวบรวมงานวิจัยการวิเคราะห์ปัญหาความ

รุนแรงของอุบัติเหตุทางจราจรด้วยเทคนิคเหมืองขอ้มูล 

พบวา่ มีการน าเทคนิคเหมืองขอ้มูลมาใชใ้นงานวิจยัตั้งแต่

ปี 1971 เป็นต้นมา เทคนิควิธี ท่ีใช้ได้แก่  K-mean 

algorithm, K-modes clustering, Naïve Bayes Bayesian 

classifier, Decision Tree, ANN, ARM, DT, C-means, C 

4.5, C-RT, CS-MS4, Decision List, ID3 และ RndTree 

Liling (2017 ) [9] ได้ศึกษาการวิเคราะห์สถิติและ

อัลกอริทึมการท าเหมืองข้อมูลในชุดข้อมูลอุบัติ เหตุ

ร้ายแรงของ FARS เพ่ือแกปั้ญหาน้ี ความสัมพนัธ์ระหวา่ง

อตัราการเสียชีวิตกบัคุณลกัษณะอ่ืน ๆ ไดแ้ก่ ลกัษณะการ

ชน สภาพอากาศ สภาพผิว สภาพแสงและคนขบัเมา โดย

ใช้อัลกอริทึมอะพริโอริในการแบ่งกลุ่ม และใช้ Naive 

Bayes classified จดัแยก , และจดักลุ่มในรูปแบบ simple 

K-means clustering algorithm ในการวิเคราะห์ขอ้มูล 

Taamneh (2017) [10] ไดศึ้กษาเร่ือง เทคนิคการท าเหมือง

ข้อมูลส าหรับการสร้างแบบจ าลองการเกิดอุบัติ เหตุ

การจราจรและการคาดการณ์ในสหรัฐอาหรับเอมิเรตส์ 

พบวา่ มีหลายปัจจยัท่ีน าไปสู่การบาดเจ็บท่ีรุนแรงรวมถึง

ปัจจยัท่ีเก่ียวขอ้งกบัการขบัรถ  ปัจจยัทางถนนท่ีเก่ียวขอ้ง

กับการเกิดอุบัติเหตุและปัจจัยท่ีเก่ียวขอ้งอ่ืน ๆ  โดยใช ้

ตน้ไมต้ดัสินใจ (DT) (J48) กฎการเหน่ียวน า (Part), Naïve 

Bayes (NB) และMultilayer Perceptron (MLP)  ซ่ึงผล

การศึกษาพบว่าความถูกต้องโดยรวมของตัวจ าแนก

ประเภท DT J48 ตวัจ าแนกประเภท PART class และตวั

จ าแนกประเภท MLP ในการท านายความรุนแรงของการ

บาดเจ็บอันเป็นผลมาจากอุบัติเหตุทางรถโดยใช้การ

ตรวจสอบแบบ cross-valid 10 เท่ามีความคลา้ยคลึงกัน 

ผลการวิจัยช้ีให้เห็นว่าปัจจัยท่ีส าคญัท่ีสุดท่ีเก่ียวขอ้งกับ

ความรุนแรงของชีวิต ได้แก่ อายุ เพศ สัญชาติ ปีท่ีเกิด

อุบติัเหตุ สถานะความเสียหาย และประเภทการปะทะกนั 

กลุ่มอายุ 18 ถึง 30 ปีเป็นกลุ่มอายุท่ีเส่ียงท่ีสุดท่ีจะเกิด

อุบติัเหตุทางจราจร มีแนวโนม้ท่ีชดัเจนในการลดอุบติัเหตุ

ในช่วงเวลาเรียน ผูข้บัข่ีมีส่วนเก่ียวขอ้งกบัอุบติัเหตุจราจร
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มากกวา่ผูโ้ดยสารและคนเดินเทา้ ผูข้บัข่ีชายมีส่วนร่วมใน

อุบติัเหตุจราจรมากกวา่ผูข้บัข่ีหญิงมากข้ึน  

วธีิการด าเนินการวจิยั 
แบบจ าลองพยากรณ์ความเ ส่ียงในการเ กิด

อุบัติเหตุทางถนนในเทศกาลปีใหม่ด้วยเหมืองขอ้มูล มี

วธีิการด าเนินการวจิยั ดงัน้ี 

1. การเตรียมขอ้มูล

ข้อมูลในการวิจัยคร้ังน้ีได้มากจาก ศูนย์กลาง

ขอ้มูลภาครัฐ มีลกัษณะเป็นขอ้มูลเปิด ซ่ึงมีขั้นตอนการ

เตรียมขอ้มูลดงัน้ี 

1. ท าการรวบรวมขอ้มูลการเกิดอุบติัเหตุ

ผูบ้าดเจ็บและเสียชีวิต ในช่วงเทศกาลระหว่างปี 2551- 

2558 จากเวบ็ไซต ์Data.go.th หรือศูนยก์ลางขอ้มูลภาครัฐ 

ซ่ึงอยู่ในรูปแบบของไฟล์คอมพิวเตอร์ (.xls) จ านวน 

2 14 , 9 5 1  ร า ยการ  ประกอบด้วย  19 แอตท ริ บิ วท ์

ประกอบด้วย ช่ือเทศกาล รหัสจังหวัด จังหวัด รหัส

โรงพยาบาล ช่ือโรงพยาบาลท่ีรับผูบ้าดเจ็บ  ว ันท่ีเกิดเหตุ 

เวลาเกิดเหตุ เพศ อาย ุถนนท่ีเกิดเหตุ สถานะ รถผูบ้าดเจ็บ 

รถคู่กรณี มาตรการ  การด่ืมสุรา การน าส่ง Refer-Admit 

ผลการรักษา  จ านวนวนัรักษา 

2. ท าการเตรียมชุดข้อมูลเพ่ือน าเข้า สู่

โปรแกรม Weka จากขอ้มูล จ านวน 214,951 รายการ 

ประกอบดว้ย 19 แอตทริบิวท์ ผูว้ิจยัไดท้ าการตดัส่วนท่ีไม่

จ าเป็นออก เหลือเฉพาะขอ้มูลท่ีจ าเป็นในการพยากรณ์ใน

ภาพรวม จ านวน 10 แอตทริบิวท์ ไดแ้ก่ เพศ อายุ เวลาท่ี

เกิดเหตุ ถนนท่ีเกิดเหตุ สถานะ รถผูบ้าดเจ็บ รถคู่กรณี 

มาตรการ  การด่ืมสุรา และ ผลการรักษา โดยใชข้อ้มูลในปี 

2551 – 2557 จ านวน 190,834 รายการ เป็น Training Set 

ใชข้อ้มูลในปี 2558 จ านวน 24,118 รายการ เป็น Test Set  

ขอ้มูลในการวิจยัฉบบัน้ีสามารถแบ่งออกเป็น 4 
classes จากแอทริบิวท ์จุดเกิดเหตุ คือ ไม่ทราบ  อตัราส่วน
เท่ากบั 2.43 ในเมือง  อตัราส่วนเท่ากบั  16.96 ทางหลวง  
อตัราส่วนเท่ากบั 24.62   ชนบท อตัราส่วนเท่ากบั 41.46  
สรุปได ้ดงัตาราง 1 

ตาราง 1 คลาสในการวจิยั 

จุดเกดิเหตุ จ านวน ร้อยละ 

ไม่ทราบ 

ในเมือง 

ทางหลวง 

ชนบท 

5418 

37878 

54970 

92567 

2.43 

16.96 

24.62 

41.46 

รวม 223293 100.00 

ประกอบดว้ยตวัแปรทั้งหมด10 ตวัแปร ดงัตาราง 2 

ตาราง 2 ตวัแปรในการวจิยั 

ล าดบั Attributes Description Values 

1 Gender เพศ 1=หญิง 

2=ชาย 

2 Age อาย ุ Actual age 
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ล าดบั Attributes Description Values 

3 Time เ ว ล า ท่ี เ กิ ด

เหต ุ

1=01.01-02.00น. 

2=02.01-03.00น. 

3=03.01-04.00น. 

4=04.01-05.00น. 

5=05.01-06.00น. 

6=06.01-07.00น. 

7=07.01-08.00น. 

8=08.01-09.00น. 

9=09.01-10.00น. 

10=10.01-11.00น. 

11=11.01-12.00น. 

12=12.01-13.00น. 

13=13.01-14.00น. 

14=14.01-15.00น. 

15=15.01-16.00น. 

16=16.01-17.00น. 

17=17.01-18.00น. 

18=18.01-19.00น. 

19=19.01-20.00น. 

20=20.01-21.00น. 

21=21.01-22.00น. 

22=22.01-23.00น. 

23=23.01-24.00น. 

24=24.01-00.00น. 

4 Scene จุดเกิดเหตุ 0= ไม่ทราบ 

1=ในเมือง 

2=ทางหลวง 

3=ชนบท 

5 Status สถานะ 1=คนเดินเทา้ 

2=ผูโ้ดยสาร 

3=ผูข้บัข่ี 

6 Vehicle 

Type 

ยานพาหนะ 0=ไม่มี/ลม้เอง 

1=จกัรยานยนต ์

2=ปิคอพั 

3=รถเก๋ง/แทก็ซ่ี 

ล าดบั Attributes Description Values 

4=รถโดยสาร 4 ลอ้ 

5= รถโดยสารขนาด

ใหญ่  

6=รถจกัรยาน 

7=รถตู ้ 

8=รถบรรทุก 

9 =สามลอ้เคร่ือง 

10= สามลอ้ถีบ  

11=อ่ืน ๆ 

7 Parties 

Vehicle 

คู่กรณี 1=จกัรยานยนต ์

2=ปิคอพั 

3=รถเก๋ง/แทก็ซ่ี 

4=รถโดยสาร 4 ลอ้ 

5= รถโดยสารขนาด

ใหญ่  

6=รถจกัรยาน 

7=รถตู ้ 

8=รถบรรทุก 

9 =สามลอ้เคร่ือง 

10= สามลอ้ถีบ  

11=อ่ืน ๆ 

8 Measure มาตรการ 0= ไม่ใส่หมวก 

1=ใส่หมวก 

3=คาดเขม็ขดั 

9 Drinking การด่ืมสุรา 0=ไม่ด่ืม 

1=ด่ืม 

10 Severity ผลการรักษา 24 Hrs 

After 24 Hrs 

Immediately 

ER-Room 

Transferring 

Get Well 
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2. การสร้างแบบจ าลอง

      ในการสร้างแบบจ าลอง  งาน วิจัย น้ี ใช้

โปรแกรม Weka 3.8.1 ซ่ึงเป็นเคร่ืองมือท่ีมีเทคนิคในการ

ท า เห มืองข้อมูลหลาย เทคนิค  และมีการวัดผล ท่ี มี

ประสิทธิภาพของแบบจ าลอง งานวิจยัน้ีไดเ้ลือกเทคนิควิธี

ดงัต่อไปน้ี  

1) Naïve Bayes 2) Multilayer Perceptron 3) Meta

Bagging   ซ่ึงก าหนดใหท้ า 10 รอบ 

3. การวเิคราะห์ประสิทธิภาพ

การวิ เคราะห์ประสิทธิภาพแบบจ าลอง

พยากรณ์ความเส่ียงในการเกิดอุบติัเหตุทางถนนในเทศกาล

ปีใหม่ดว้ยเหมืองขอ้มูล วดัประสิทธิภาพของแบบจ าลอง 

โดยวดัค่าความถ่วงดุล  และพ้ืนท่ีใตเ้ส้นกราฟ ROC(AUC) 

ท าให้ทราบค่าความถูกตอ้งของวิธีการท่ีท าการวิจยั และ

พฒันาตรงตามวตัถุประสงคท่ี์ตั้งไว ้

ผลการด าเนินงานวจิยั 

ผลการด าเนินงานวิจัยฉบับน้ีไดว้ิเคราะห์ถึงค่า

แม่นย  าและค่า AUC ของแบบจ าลองพยากรณ์ความเส่ียง

ในการเกิดอุบติัเหตุทางถนนในเทศกาลปีใหม่ดว้ยเหมือง

ขอ้มูล ในการวเิคราะห์ไดใ้ชข้ั้นตอนการทดลองจากการท า

เหมืองข้อมูล โดยใช้ข้อมูลจากศูนย์กลางข้อมูลภาครัฐ 

ระหวา่งปี 2550 – 2558 ใชห้ลกัการแยกดว้ยวิธีการ 10-fold 

cross validation เทคนิคท่ีน ามาใชใ้นการสร้างแบบจ าลอง

คือ  

1) Naïve Bayes 2) Multilayer Perceptron 3) Meta

Bagging  

1. การวดัประสิทธิภาพโดยวิธีการหาค่าความ

ถ่วงดุล ในการพยากรณ์ความเส่ียงในการเกิดอุบติัเหตุทาง

ถนนในเทศกาลปีใหม่ดว้ยเหมืองขอ้มูลเป็นพ้ืนฐานการวดั

ประสิทธิภาพ และประสิทธิผลของแบบจ าลอง ซ่ึงสามารถ

แสดงค่าความถ่วงดุลของการพยากรณ์ไดด้งั ตาราง 3  

ตาราง 3 ค่าความถ่วงดุลของการพยากรณ์ 

แบบจ าลอง ค่าความถ่วงดุล(ร้อยละ) 

Naïve Bayes 33.9 

Multilayer Perceptron 97.5 

Meta Bagging 97.5 

จากตาราง 3 แสดงถึงค่าความถ่วงดุล(F-

Measure) ในการพยากรณ์ความเส่ียงในการเกิดอุบติัเหตุ

ทางถนนในเทศกาลปีใหม่ด้วยเหมืองขอ้มูล จากผลการ

ทดลองปรากฎว่ า  ค่ าประ สิท ธิภาพจาก  Multilayer 

Perceptron และ Meta Bagging   มีค่าความถ่วงดุลเท่ากนั 

โดยคิดเป็นร้อย 97.5 ส่วน Naïve Bayes มีค่าความถ่วงดุล

นอ้ยกวา่ คิดเป็นร้อยละ 33.9 

2. การวดัประสิทธิภาพโดยวิธีการหาค่าพ้ืนท่ีใต้

เส้นกราฟ ROC(AUC) ในการพยากรณ์ความเส่ียงในการ

เกิดอุบติัเหตุทางถนนในเทศกาลปีใหม่ดว้ยเหมืองขอ้มูล 

เป็นพ้ืนฐานการวดัประสิทธิภาพ และประสิทธิผลของ

แบบจ าลอง สามารถแสดงผลค่า AUC ได ้ดงัตาราง 4 

ตาราง 4 ค่าพ้ืนท่ีใตเ้สน้กราฟของการพยากรณ์ 

แบบจ าลอง ค่าพ้ืนท่ีใตเ้ส้นกราฟ(ร้อยละ) 

Naïve Bayes  50.5 

Multilayer Perceptron  72.4 

Meta Bagging 77.3 

จากตาราง 4 แสดค่าพ้ืนท่ีใต้เส้นกราฟของการ

พยากรณ์ความเส่ียงในการเกิดอุบติัเหตุทางถนนในเทศกาล

ปีใหม่ดว้ยเหมืองขอ้มูลเป็นพ้ืนฐานการวดัประสิทธิภาพ 

จากผลการทดลอง ปรากฎว่า Meta Bagging   ให้ค่า

ประสิทธิภาพมากท่ีสุด โดยคิดเป็นร้อย  77.3 รองลงมาคือ 
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Multilayer Perceptron คิดเป็นร้อยละ  72.4 และ Naïve 

Bayes ให้ค่าประสิทธิภาพน้อยท่ีสุด โดยคิดเป็นร้อยละ 

50.5 

สรุปผลการวจิยั 
จากจุดประสงคใ์นการวิจยัคร้ังน้ี ผูว้ิจยัไดท้ าการ

ทดลองแบบจ าลองให้เหมาะสมกับชุดข้อมูลการเกิด

อุบัติเหตุทางถนนในช่วงเทศกาลปีใหม่ โดยใช้เทคนิค 

Naïve Bayes  Multilayer Perceptron   และ Meta Bagging  

ซ่ึง สามารถน าเสนอผลไดด้งัน้ี การสร้างแบบจ าลองเหมือง

ขอ้มูล โดยใช ้Multilayer Perceptron และ Meta Bagging  

มีค่าความถ่วงดุลเท่ากนั โดยคิดเป็นร้อย  97.5 ซ่ึงถือวา่มาก

ท่ีสุด แต่เม่ือพิจารณาค่า AUC ซ่ึงใชป้ระกอบการประเมิน

ประสิทธิภาพ พบวา่ Meta Bagging   ให้ค่าประสิทธิภาพ

มากท่ีสุด โดยคิดเป็นร้อย  77.3 ซ่ึงสามารถสรุปได้ว่า 

เทคนิค Meta Bagging   น้ีมีประสิทธิภาพในการพยากรณ์

มากท่ีสุด ทั้งน้ีสามารถอภิปรายผลไดว้า่ เน่ืองจากชุดขอ้มูล

มีปริมาณท่ีค่อนขา้งมาก และเทคนิควธีิท่ีเลือกมานั้น Naïve 

Bayes ไม่เหมาะกบัจ านวนของตวัแปรมาก ๆ แมจ้ะใชไ้ด้

กบัตวัแปรทุกชนิด (Kim,  Han, and Rim, 2006)[23] 

ในขณะท่ี Multilayer Perceptron   และ Meta Bagging  

สามารถท างานกับชุดตวัแปรปริมาณมาก ๆ ได ้ถึงแมว้่า

สองเทคนิคน้ีจะมีค่าประสิทธิภาพใกลเ้คียงกนั แต่ Meta 

Bagging   มีค่าประสิทธิภาพมากกว่า เน่ืองด้วย Meta 

Bagging   สร้างโมเดลโดยอาศยัเทคนิคการจ าแนกขอ้มูล

หลาย ๆ เทคนิค  เพ่ือเพ่ิมความถูกตอ้ง(wipawan, 2017) 

[13]และมีการทดลองหลายๆ คร้ัง เพ่ือคน้หาแบบจ าลองท่ี

ดีท่ีสุด(Breiman, 1996) [17] ดงันั้น แบบจ าลองพยากรณ์

ความเส่ียงในการเกิดอุบติัเหตุทางถนนในเทศกาลปีใหม่

ดว้ยเหมืองขอ้มูลโดยใชเ้ทคนิค Meta Bagging จึงมีความ

เหมาะสมในการน าไปใชใ้นการพยากรณ์ต่อไป 

เอกสารอ้างองิ 

[1] ส านกันโยบาย กระทรวงสาธารณสุข (2558). รายงาน
สถิติสาธารณสุข ส านักนโยบายและยทุธศาสตร์ 
กระทรวงสาธารณสุข. จ านวนและอัตราตายต่อ
ประชากร 100,000 คน จ าแนกตามสาเหตท่ีุส าคัญ 
ปี พ.ศ. 2537 - 2558  รายปี. Retrieved from 
http://social.nesdb.go.th/SocialStat/StatReport_Fin
al.aspx?reportid=367&template=1R2C& 
yeartype=M&subcatid=15 

[2] wongkarnpat. (2559). อตัราการเสียชีวติของชาวไทย
บนทอ้งถนน. นิตยสารวงการแพทย์. Retrieved 
from 
http://www.wongkarnpat.com/viewpat.php?id=21
69#.WezUR2i0M2y 

[3] องคก์ารอนามยัโลก. (2558). รายงานสถานการณ์โลก
ด้านความปลอดภัยทางถนน พ.ศ. 2558. Retrieved 
from 
http://www.who.int/violence_injury_prevention/ro
ad_safety_status/2015/GSRRS2015_Summary_Th
ai.pdf?ua=1 

[4] หน่วยเฝ้าระวงัและสะทอ้นสถานการณ์ความปลอดภยั
ทางถนน. (2558). อัตราการเสียชีวิตจากอุบัติเหตุ
ทางถนน ต่อ ประชากร 100,000 คน แยกราย
จังหวดั. Retrieved from 
http://trso.thairoads.org/statistic/watch/detail/137 

[5] หน่วยเฝ้าระวงัและสะทอ้นสถานการณ์ความปลอดภยั
ทางถนน. (2559). อัตราการเสียชีวิตจากอุบัติเหตุ
ทางถนน ต่อ ประชากร 100,000 คน แยกราย
จังหวดั. Retrieved from 
http://trso.thairoads.org/statistic/watch/detail/137 

[6] ศูนยอ์  านวยการความปลอดภยัทางถนน. (2560). สรุป
รายงานผลการปฏิบัติงานป้องกันและลดอุบัติเหตุ
ทางถนนในช่วงเทศกาลปีใหม่ พ.ศ. 2560. 
Retrieved from 

JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 7 | NO 2 | JUL – DEC 2017 
17



http://122.155.1.141/upload/minisite/file_attach/1
96/594b37bb52a68.zip 

 [7] S.Krishnaveni, and M.Hemalatha. (2011). A 
Perspective Analysis of Traffic Accident using 
Data Mining Techniques. International Journal of 
Computer Applications, Volume 23(7, June 2011), 
40-48. 

[8] Meenu Gupta, Vijender Kumar Solanki, and Vijay 
Kumar Singh. (2017). Analysis of Datamining 
Technique for Traffic Accident Severity Problem: 
A Review. Proceedings of the Second 
International Conference on Research in 
Intelligent and Computing in Engineering, Vol. 
10, 197–199. doi:10.15439/2017R121 

[9] Liling Li, Sharad Shrestha, and Gongzhu Hu. (2017 ). 
Analysis of road traffic fatal accidents using data 
mining techniques T2. IEEE 15th International 
Conference on Software Engineering Research, 
Management and Applications (SERA). 
doi:10.1109/SERA.2017.7965753 

[10] Madhar Taamneh, Sharaft Alkheder and Salah 
Taameh. (2017). Data-mining techniques for 
traffic accident modeling and prediction in the 
United Arab Emirates. Journal of Transportation 
Safety & Security, 9, 2017 (2). 
doi:19439962.2016.1152338 

[11] Gordon S. Linoff, Michael J.A.Berry. (2011). Data 
Mining Techniques: For Marketing, Sales, and 
Customer Relationship Management (4 ed.). IN: 
Wiley Publishing. 

[12] สุชาดา กีระนนัท.์ (2554). ค าถามค าตอบเก่ียวกบการ
ท าเหมืองข้อมลูเบือ้งต้น. Retrieved from 
https://home.kku.ac.th/wichuda/Knowlage/6Data
Mining/Datamining_Suchada.pdf 

[13] wipawan. (2017). data mining. CLASSIFICATION 
STEPS (1). Retrieved from 
https://wipawanblog.files.wordpress.com/2013/08/
lab_datamining.pdf 

[14] Jun Zhang and alt. (2013). Internet Traffic 
Classification by Aggregating Correlated Naive 
Bayes Predictions. IEEE TRANSACTIONS ON 
INFORMATION FORENSICS AND SECURITY, 
8(1), 5-15.  

[15] Sang Bum Kim, Kyoung Soo Han, and Hae Chang 
Rim. (2006). Some effective techniques for naive 
bayes text classification. IEEE Transactions on 
Knowledge and Data Engineering, 18(11), 1457-
1466.  

[16] จตุภทัร เมฆพายพั และ กิดาการ สายธน. (2554). 
สมรรถนะของข่ายงานระบบประสาทแบบ Multi-
Layer Perceptron และ Radial Basis Function 
ส าหรับแผนภูมิควบคุมคุณภาพหลายตวัแปร. 
วารสารวิทยาศาสตร์บูรพา, 16(2554)(2), 97-106.  

[17] Breiman, Leo. (1996). Bagging Predictors. Machine 
Learning, 24(2), 123-140.  

[18] อมรภทัร์ หาญโคกกรวด และคนอ่ืน ๆ. (2556). 
แบบจ าลองท านายความเส่ียงการเกิดอุบติัเหตบุน
ทอ้งถนนโดยเทคนิคถุงจ าแนก. วารสาร
วิทยาศาสตร์และเทคโนโลยีมหาวิทยาลยั
มหาสารคาม, 9, 253-262.  

 [19] เอกสิทธ์ิ พชัรวงศศ์กัดา. (2557ข). การวิเคราะห์
ข้อมลูด้วยเทคนิคดาต้า ไมน์นิงเบือ้งต้น.  Retrieved 
from http://dataminingtrend.com/2014/wp-
content/uploads/2014/08/intro_data_mining_previ
ew.pdf  

[20] เอกสิทธ์ิ พชัรวงศศ์กัดา. (2557ก). การแบ่งขอ้มูลเพ่ือ
น าทดสอบประสิทธิภาพของโมเดล. Data Mining 
Trend. Retrieved from 

JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 7 | NO 2 | JUL – DEC 2017 
18



http://dataminingtrend.com/2014/data-mining-
techniques/cross-validation/ 

[21] อติพร องคส์าธิต. (2560). เอกสารประกอบการสอน 
หลกัการพิจารณาน างานวิจัยเก่ียวกับการตรวจ
วินิจฉัยมาประยต์ุในเวชปฏิบัติ. Retrieved from 
http://med.mahidol.ac.th/fammed/sites/default/file
s/public/pdf/ EBM_Diagnostic_study.pdf 

[22] จิราวรรณ รอนราญ. (2559). การท างานในรูปแบบ 
Data Mining. Retrieved from 
http://www.erp.mju.ac.th/ 
acticleDetail.aspx?qid=502 

[23] Sang Bum Kim, Kyoung Soo Han, and Hae Chang 
Rim. (2006). Some effective techniques for naive 
bayes text classification. IEEE Transactions on 
Knowledge and Data Engineering, 18(11), 1457-
1466. 

JOURNAL OF INFORMATION SCIENCE AND TECHNOLOGY | VOL 7 | NO 2 | JUL – DEC 2017 
19




