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ABSTRACT-- Time series information is important in many tasks. This is useful for predicting 
trends in business judgment. The problem of data collection is losing many potential data in the field. 
This make data analyzing cannot be performed efficiently. This paper proposes how to fill in the 
missing time value in the time series data. Many use multi-variable relationships by using existing 
data, create a fill missing value. The research focused on finding the right data model for teaching the 
missing value model by comparison of four alternative techniques: Row Average, K-Nearest 
Neighbor(KNN), Fuzzy Logic Systems and Artificial Neural Network. The research found Artificial 
Neural Network technique provides predictive effect and when used to replace lost values, the results 
are similar. That using some of the available data from multiple variables. It can be used to create a 
lossless representation. Variable data many variables will directly affect the formatting of data and 
models. Good data before creating a replacement for lost values. 
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บทคดัยอ่—ขอ้มลูอนุกรมเวลามีความสาํคญัในงานต่างๆ มากมายหลายประเภท ซ่ึงมีประโยชน์ในการพยากรณ์แนวโน้ม

เพ่ือประกอบการตดัสินในธุรกิจ ปัญหาของการเกบ็ขอ้มลูท่ีไม่ครบถว้น ขอ้มลูท่ีสูญหายจาํนวนมาก จึงไม่สามารถนาํไปใช้

ในการวิเคราะห์แนวโนว้ไดอ้ยา่งมีประสิทธิภาพ บทความวิจยัน้ีนาํเสนอวิธีการเติมค่าสูญหายในขอ้มูลอนุกรมเวลาจาํนวน

มากใชค้วามสัมพนัธ์หลายตวัแปร โดยใชข้อ้มูลท่ีมีอยู่สร้างตวัแบบการเติมค่าสูญหาย การวิจยัเน้นท่ีการคน้หารูปแบบ 

ขอ้มลูท่ีเหมาะสมสาํหรับใชส้อนตวัแบบการเติมค่าสูญหาย ดว้ยการเปรียบเทียบเทคนิคการแทนค่า จาํนวน 4 เทคนิค ไดแ้ก่ 

ค่าเฉล่ียแถว (Row Average)  เพ่ือนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN) ระบบคลุมเครือ (Fuzzy Logic Systems) 

โครงข่ายประสาทเทียม (Artificial Neural Network)   ผลวิจัยพบว่า โครงข่ายประสาทเทียมให้ผลการทาํนาย 

ในชุดทดสอบไดดี้ท่ีสุด และเม่ือทาํไปใชใ้นการแทนท่ีค่าสูญหายให้ผลลพัธ์คลา้ยค่าจริง ซ่ึงการใชข้้อมูลท่ีมีอยู่บางส่วน 

จากหลายตวัแปรสามารถนําไปใชส้าํหรับการสร้างตวัแบบแทนค่าสูญหายไดอ้ยา่งมีประสิทธิภาพ ทั้งน้ีขอ้มลูตวัแปรหลาย  

ตวัแปรจะมีผล โดยตรงต่อการจดัรูปแบบขอ้มูลและตวัแบบ หรือไม่นั้นควรทําการวิเคราะห์ทาํความเขา้ใจในขอ้มูลอย่างดี 

ก่อนการนาํไปสร้างตวัแบบการแทนค่าสูญหาย 
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                  เคร่ืองจกัรเรียนรู้ 
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1. บทนํา 

ขอ้มูลอนุกรมเวลา (Time Series) มีเกิดขึ้นโดยธรรมชาติ ซ่ึง 

เป็นขอ้มูล ท่ีมีลกัษณะเป็นลาํดบัขอ้มูลตามเวลา หรือช่วงเวลา 

การจัดเก็บขอ้มูล จะมีตวัช้ีท่ีสําคญัคือเวลา (time index) 

ซ่ึงอาจจะเป็นวินาที นาที วนั เดือน ปี หรืออ่ืนๆ โดยทัว่ไป 

ข้อ มู ล อ นุ ก ร ม เ ว ล า เ ป็ น ลํ า ดับ ข้อ มู ล ท่ี เ รี ย ง ต่ อ เ น่ื อ ง 

ในระยะเวลาเท่าๆกนัในเวลา [1] ตวัอยา่งขอ้มูลอนุกรมเวลาท่ี  

พบทัว่ ทั่วไป  เช่น ข้อมูลราคาหุ้น ข้อมูลระดับนํ้ าใน

มหาสมุทร ขอ้มูลปริมาณนํ้ าฝนในแต่ละวนั ขอ้มูลระดับ 

นํ้ าเหนือเขื่อนกั้นนํ้ า  เป็นตน้ การวิเคราะห์ขอ้มูลอนุกรม 

เวลามีความสําคญั ซ่ึงสามารถนาํผลการวิเคราะห์ไปวางแผน 

หรือ การตดัสินใจในการปฏิบติังานต่างๆ  ในการวิเคราะห์ 

ข้อมูลเ บ้ืองต้นอา จใช้ หลักสถิ ติเ บ้ืองต้น  [2] เ ช่น 

ก า ร ห า ค่ า สู ง สุ ด  ก า ร ห า ค่ า ตํ่ า สุ ด  ก า ร ห า ค่ า เ ฉ ล่ี ย 

การหาค่าเฉล่ียเคล่ือนท่ี การหาเส้นสมการ ถดถอยเชิงเส้น 

เ ป็ นต้น   ปั จ จุ บัน มีง า น วิจัย ท่ี มีก า รใ ช้เ ค ร่ื อ ง  จัก ร 

เรียนรู้มาวิเคราะห์แนวโน้ว หรือพยากรณ์ค่าในอนาคต 

ของขอ้มูลอนุกรมเวลา  เช่น การพยากรณ์ปริมาณนํ้ าฝน 

การพยากรณ์การขึ้นลงของหุน้ เป็นตน้ 

      ปัญหาสําคญัอยา่งหน่ึงท่ีพบของขอ้มูลอนุกรมเวลาไดแ้ก่ 

การสูญหายของขอ้มูลจํานวนมาก [3] สาเหตุของขอ้มูล 

สูญหายอาจเกิดขึ้ น จากการท่ีผูจ้ ัดเก็บข้อมูลไม่ได้ทํา 

การจัดเก็บตามกําหนดเวลาหรือ  การจัดเก็บข้อมูลด้วย 

เซนเซอร์ หรือเคร่ืองจักรแต่เกิดการชํารุดไม่สามารถอ่าน 

แ ล ะ จัด เ ก็ บ ข้อ มู ล ต า ม โ ป รแ ก ร ม กํา ห นด  มี ง า น วิ จัย 

ด้านการเติมค่า สูญหายในอนุกรมมากมาย ซ่ึงมีการใช ้

เทคนิคมากมายหลายแบบ แบบง่ายสุดทางสถิติ ได้แก่ 

การเติมค่า  ด้วยค่า เฉล่ีย  ค่าฐานนิยม และค่ามัฐยฐาน  

การเติมค่าดว้ยรูปแบบเชิงคณิตศาสตร์ ไดแ้ก่ เทคนิคสมการ 

ถดถอยเชิง เส้น  (Linear Regress ion)  เทคนิคส มกา ร 

ถดถอยแ บบไม่เ ป็น เชิง เส้น (Nonlinear Regression) 

ค่าเฉล่ียแถว (Row Average) หรือรูปแบบเคร่ืองจกัรการเรียน  

รู้ [4] ไดแ้ก่ เทคนิควิธีเพ่ือนบา้นใกลเ้คียง เทคนิควิธีโครงข่าย 

ประสาทเทียม และเทคนิควิธีซัพพอร์ตเวกเตอร์แมชชีน 

เป็นตน้  ขอ้มูลสูญหายในขอ้มูลอนุกรมเวลามีประเด็นท่ี 

น่าสนใจ ในกรณีขอ้มูลอนุกรมเวลามีการสูญหายจาํนวนมาก 

กา รจัด รูปแ บบข้อ มูล ท่ี เหมา ะส ม จะเ ป็ นอ ย่า งไร และ 

ตวัแบบการเติมค่าท่ีเหมาะสมจะเป็นอยา่งไร 

      สําหรับงานวิจัยคร้ังน้ี ผู ้วิจัยนํา เสนอเทคนิคการจัด 

รูปแบบขอ้มูลสําหรับอนุกรมเวลาหลายตวัแปรเพ่ือประยุกต ์

ใช้ในการเติมค่าสูญหายจํานวนมากซ่ึงมี องค์ประกอบ 

หลายตัวแปร ซ่ึงเป็นปัญหาท่ียากอย่างหน่ึง ผูว้ิจัยได้ทํา 

การทดลอง ใช ้ในการสอนโมเดลการเติมค่าแบบต่างๆ ไดแ้ก่ 

วิธีค่าเฉล่ียแถว  วิธีเพ่ือนบ้านใกล้เคียง วิธีระบบฟัซซี 

และวิธีโครงข่าย ประสาทเทียมแบบหลายชั้น 

 

2. วรรณกรรมที�เกี�ยวข้อง 

2.1 การทาํเหมอืงข้อมูล 

การทาํเหมืองขอ้มูล คือ การนาํขอ้มูลมาวิเคราะห์จากขอ้มูลท่ี

มีจาํนวนมาก เพ่ือหาความสัมพนัธ์ของขอ้มูลท่ีซ่อนอยู่ โดย

ทาํการจาํแนกรูปแบบ จําแนกประเภท เช่ือมโยงขอ้มูลท่ีมี

ความสัมพนัธ์กนั และองคค์วามรู้ใหม่จากขอ้มูลเดิม โดยมี

ขั้นตอนดงัน้ี 

      1. ทาํความเขา้ใจปัญหา โดยการเลือกขอ้มูลให้มีความ

เหมาะสมกบัอัลกอริทึมท่ีใช้งาน จํานวนท่ีตอ้งการ และค่า

เป้าหมายเพ่ือใหไ้ดผ้ลลพัธ์ท่ีตอ้งการ 

2. ทาํความเขา้ใจขอ้มูล โดยการรวบรวมตรวจสอบความ

ถูกตอ้งและกาํหนดคุณสมบติัท่ีตอ้งการใหก้บัขอ้มูล 

3. เตรียมขอ้มูล โดยการคดัเลือกขอ้มูลเพ่ือทาํการแปลง

ให้อยู่ในรูปแบบท่ีเหมาะสมต่อการวิเคราะห์ข้อมูลด้วย

เทคนิคต่างๆ 

      4. สร้างแบบจาํลอง โดยแบ่งเป็น 2 ประเภท คือ 1) การ

สร้างแบบจาํลองเพ่ือการทาํนาย (Predictive Data Mining) 

เป็นการคาดคะแนนลักษณะหรือประมาณค่าท่ีชัดเจนของ

ขอ้มูลท่ีจะเกิดขึ้ น โดยใช้ขอ้มูลในอดีต 2) การสร้าง

แบบจาํลองเพ่ือใชบ้รรยาย (Descriptive Data Mining) เพ่ือหา

แบบจาํลองมาอธิบายลกัษณะบางอยา่งของขอ้มูล    

2.2 ข้อมูลอนุกรมเวลา 

ขอ้มูลอนุกรมเวลา หมายถึง เป็นขอ้มูลลาํดบัของค่าท่ีกาํหนด

ไว ้[5] ในช่วงเวลาท่ีเวน้ระยะเท่ากนั เช่น ชัว่โมง วนั เดือน ปี 

เ ป็ นต้น  มี รู ปแ บ บท า งค ณิต ศ า ส ต ร์ดังส ม กา ร  ( 1 ) 

และตวัอยา่งภาพ ขอ้มูลอนุกรมเวลาแสดงไดด้งัรูปท่ี 1 

 

          2 1 0 1 2 ... ...t
i

d d d d d d
+∞

− −
=−∞

= + + + + + +∑   (1) 
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เม่ือ di หมายถึงขอ้มูลท่ีเวลา i 

 

 
รูปท่ี 1 ข้อมลูท่ีแสดงความสัมพันธ์กับเวลา 

 

      การวิเคราะห์ขอ้มูลอนุกรมเวลาถูกใชง้านอย่างกวา้งขวาง 

เช่น การพยากรณ์ทางเศรษฐกิจ การคาดการณ์ยอดขาย การ

วิเคราะห์ งบประมาณ การวิเคราะห์ตลาดหุ้น กระบวนการ

และการควบคุม  คุณภาพ การศึกษาสินค้าคงคลัง การ

คาดการณ์ปริมาณงาน การศึกษา สาธารณูปโภค และการ

สํารวจสํามะโนประชากร เป็นตน้  

      การวิเคราะห์ขอ้มูลอนุกรมเวลามีหลายเทคนิควิธี เช่น 

AR, MA, ARMA, ARIMA หรือการสร้างโมเดลด้วยวิธี 

เคร่ืองจกัรเรียนรู้ เป็นตน้ ซ่ึงเป็นความพยายามในการสร้าง 

โมเดลท่ีสามารถคาดการณ์ค่าในอนาคตได้อย่างถูกต้อง 

และแม่นยาํ ประเด็นสําคญัท่ีเป็นอุปสรรคต่อการสร้างโมเดล 

พยากรณ์ขอ้มูลอนุกรมเวลา คือ ขอ้มูลท่ีมีการสูญหาย 

      ในการสร้างโมเดลในการพยากรณ์ค่าในอนาคต ขอ้มูลท่ี

สูญหายจะส่งผลต่อกระทบการสร้างโมเดลท่ีเหมาะสม  ความ

รุน แรงของผลกระทบขึ้นอยู่กบัองคป์ระกอบจากหลายส่วน 

โดยเฉพาะอย่างยิ่งจาํนวนของขอ้มูลท่ีสูญหาย หากมีจาํนวน 

มากก็อาจส่งผลถึงการท่ีไม่สามารถ สร้างโมเดลพยากรณ์ได ้

ดังนั้ นจึงต้องมีการแก้ปัญหาข้อมูลสูญหายก่อนการนํา 

ขอ้มูลไปสร้างโมเดลพยากรณ์ 

   

2.3 การแทนค่าข้อมูลสูญหาย 

การแทนค่าขอ้มูลสูญหายมีหลายเทคนิควิธีสามารถนําเอา

เทคนิคทางสถิติ หรือเทคนิคทางเหมืองขอ้มูลอย่างง่าย ๆ มา

ใช้สําหรับ การแทนท่ีค่าขอ้มูลท่ีขาดหาย  จากการศึกษา

งานวิจยัท่ีเก่ียวขอ้งพบว่า ไดมี้งานวิจยัจาํนวนมากไดน้ําเสนอ

วิธีการแทนขอ้มูลท่ีขาดหาย [6] [7]  โดยการนําเทคนิค เช่น 

ค่าเฉล่ียแถว (Row Average) เพ่ือนบา้น ใกลเ้คียง (K-Nearest 

Neighbor: KNN) ระบบคลุมเครือ (Fuzzy Logic Systems) 

โครงข่ายประสาทเทียม (Artificial Neural Network) เป็นตน้ 

มาใชเ้พ่ือแทนท่ีค่าขอ้มูลขาดหาย 

2.3.1. ค่าเฉล่ียแถว 

เป็นวิธีการทางสถิติแบบง่ายๆ [8]  ท่ีใชส้ําหรับการแทนค่า

ขอ้มูลท่ีขาดหาย เป็นการคาํนวณหาค่าเฉล่ียของตัวแปร 

เดียวกนัเพ่ือแทนท่ีค่าสูญหายดงัสมการ (2)   

 

      
0

1 N

t
t

d d
N =

= ∑        (2) 

 

เม่ือ d  คือ  ค่าเฉล่ียแถวหรือตวัแปร 

         dt   คือ ขอ้มูลท่ีเวลา t 

 

      วิธีการน้ีเป็นวิธีการท่ีง่ายต่อการทาํงาน แต่ผลลพัธ์จาก

วิธีการน้ี อาจถูกโน้มเอียงจากค่าท่ีอยู่นอกกลุ่มได้จึงให้

ประสิทธิภาพไม่ค่อยดีนกั 
 

Algorithm 1: Row_Average_Impute 

Step 1: Prepare the matrix of input attributes, X, for 

training set; Set the vector of target attribute, t, for 

missing value prediction;  

Step 2: Find missing data indexes of the target attribute, tm; 

Step 3:  For each missing target, read in the input attribute 

values of the missing target, xm; 

Step 4:  Return the imputed missing value, tmi, by calculating      

               the average value of t. 

 

2.3.2. เพ่ือนบ้านใกล้เคียง 

เทคนิคเพ่ือนบา้นใกลเ้คียง (K-Nearest Neighbor: KNN) เป็น

เทคนิควิธี ท่ีได้รับความนิยมในการใช้งานอย่างมาก  [9] 

เน่ืองจากเป็นวิธีการท่ีง่าย และมีประสิทธิภาพซ่ึงสามารถ

นําไปประยุกต์ใช้กับงานได้อย่าง หลากหลาย เช่น งาน

ทางด้า นการจําแนกข้อมูล (Classification) รวมถึง  งา น

ทางด้า นการแทนท่ีข้อ มูล ท่ีสูญหา ย (Missing Values 

Imputation) อัลกอริธึมสําหรับการใช้ KNN ในการแทน  

ท่ีค่าสูญหาย แสดงดงั Algorithm 2 
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Algorithm 2: KNN_Impute 

Step 1:  Prepare the matrix of input attributes, X, for training  

             set; Set the vector of target attribute, t, for missing  

             value prediction; Set K integer value; 

Step 2: Find missing data indexes of the target attribute, tm; 

Step 3: For each missing target, read in the input attribute     

             values of the missing target,xm; 

Step 4:  Calculate Euclidean distance between record xm and   

             each  records in X; 

Step 5:  Sort distance ascending; 

Step 6:  Return the imputed missing value, tmi, by calculating        

             the average value of the K nearest neighbor of xm. 

 

2.3.3. ระบบฟัซซีลอจิก 

ฟัซซีลอจิกเป็นตรรกศาสตร์ ภายใต้แนวคิดว่าเหตุการณ์ต่างๆ 

จะมีความไม่แน่นอน (uncertain) แต่มีความคลุมเครือ (fuzzy) 

ซ่ึงเป็นพื้นฐานของระบบฟัซซีลอจิก (fuzzy logic system) 

มีหลักการให้เหตุผลเลียนแบบการตัดสินใจของมนุษย์และ 

สามารถนําไปประยุกต์ใชง้าน [10]   ในการตัดสินใจต่างๆ 

อย่างมากมาย ตัวอย่างระบบ ฟัซซีลอจิกแสดงดงัรูปที่ �  และ 

อลักอริธึมสาํหรับการแทนค่า Algorithm 3 

 

Fuzzifier

Rules

Inference

Defuzzifier
Crisp
Input

Crisp
Output

Fuzzy
Input Sets

Fuzzy
Output Sets

x
t

 
 

รูปท่ี 2 ระบบฟัซซีลอจิก [11] 

 

Algorithm 3: Fuzzy_Impute 

Step 1: Prepare the matrix of input attributes, X, for 

training set; Set the vector of target attribute, t, for 

missing value prediction; Set fuzzy system training 

parameters; 

Step 2:  Train fuzzy system using training set, Xtr, ttr; 

Step 3: Find missing data indexes of the target attribute, tm; 

Step 4:  For each missing target, tm, read in the input 

attribute values of the missing target, xm; 

Step 5: Return the imputed missing value, tmi, by applying   

             trained fuzzy system with input xm. 

 

2.3.4. โครงข่ายประสาทเทียม 

โครงข่ายประสาทเทียมเป็นเคร่ืองจกัรการเรียนรู้ซ่ึงมีท่ีมาจาก

การจําลองสมองมนุษย์ ซ่ึงเป็นการจําลองการทํางานของ 

สมองมนุษยด์ว้ยสมการทางคณิตศาสตร์ โดยสามารถเรียน 

รู้ข ้อ มูล เ ก่ี ยว กับ ส่ิ ง ท่ี ต้อ งก า รส อ นให้โค รงข่ า ย เ ทีย ม 

เพ่ือนําไปพยากรณ์ขอ้มูลใหม่ในอนาคตได้ [12] โครงข่าย 

ประสาทเทียม มีความสามารถในการเรียนรู้เพ่ือจําแนก 

กลุ่มขอ้มูล (classification) และสามารถ  พยากรณ์ขอ้มูลที่เป็น 

ค่าทศนิยม (regression) จึงทาํให้ไดรั้บ ความนิยมอย่างแพร่หลาย

ในการประยุกตใ์ชง้านดา้นต่างๆ เช่น ระบบควบคุมทางวิศวกรรม 

ระบ บ ตัด สิน ใจท าง ด้าน บ ริ หาร  ร ะบ บ พ ยาก ร ณ์ ท าง ด้าน 

เศรษฐศาสตร์ เป็นตน้  โครงข่ายประสาทเทียม ที่นิยมใช ้ไดแ้ก่ 

โ ค ร ง ข่ า ย ป ร ะ ส า ท เ ที ย ม เ ป อ ร์ เ ซ็ ป ต ร อ น แ บ บ ห ล า ย ชั้ น 

ดงัตวัอย่างในรูปที่ 3 

 
(1)W (2)W

(3)W

(3)
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1x






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รูปท่ี 3 โครงข่ายประสาทเทียมแบบหลายชั�น [11] 
 

Algorithm 4: ANN_Impute 

Step 1: Prepare the matrix of input attributes, X, for 

training set; Set the vector of target attribute, t, for 

missing value prediction; Set ANN training 

parameters; 

Step 2:  Train ANN using training set, Xtr, ttr; 

Step 3: Find missing data indexes of the target attribute, tm; 

Step 4:  For each missing target, tm, read in the input 

attribute values of the missing target, xm; 

Step 5:  Return the imputed missing value, tmi, by applying      

              trained ANN with input xm. 
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2.4 วิธีการวิเคราะห์ความแม่นยําของตัวแบบ     

(K-fold Cross-Validation) 

กา ร ต ร ว จส อ บ ไ ข ว้กัน  (Cross-Validation)  เ ป็ น วิ ธี ก า ร

ตรวจสอบค่าความผดิพลาดในการคาดการณ์ของตวัแบบ โดย

พ้ืนฐานของวิธีการตรวจสอบไขวก้นั คือ การสุ่มตวัอยา่ง โดย

เร่ิมจากการแบ่งชุดขอ้มูลออกเป็นส่วนๆ และนาํบางส่วนจาก

ชุดขอ้มูลนั้นมาตรวจสอบ ผลลพัธ์จากการทาํการตรวจสอบ

ไขวก้นั มกัถูกใชเ้ป็นตวัเลือกในการกาํหนดตวัแบบ ในกรณี

การทาํ K-fold Cross-Validation จะแบ่งขอ้มูลออกเป็น K ชุด 

เท่าๆ กนั เช่น K = 5 หมายถึง จะมีชุดขอ้มูลจาํนวน 5 ชุด ซ่ึง

จะทาํการคาํนวณคา่ความผดิพลาด 5 รอบ โดยแต่ละรอบของ

การคํานวณ จะเลือกข้อมูลออกมา 1 ชุดเ พ่ือเป็นข้อมูล

ทดสอบ และขอ้มูลอีก 4 ชุด จะถูกใชเ้ป็นขอ้มูลสําหรับการ

เรียนรู้ ดงัรูปท่ี 4 

 

 

 

 

 

 

รูปท่ี 4  การตรวจสอบไขว้กัน กาํหนด K=5 [13] 
 

2.5 ปัญหาดั�งเดิมข้อมูลสูญหายจํานวนมาก 

ขอ้มูลท่ีมีการสูญหายจาํนวนมากมีความยากในการทาํนายค่า

แทนท่ีสูญหาย เทคนิคดั้งเดิมส่วนมากสามารถประยุกตใ์ชใ้น

การแทนท่ี ค่าสูญหายไดแ้ต่ขอ้มูลอาจจะไม่ถูกตอ้งเท่าท่ีควร 

ดงัในรูปท่ี 4 ซ่ึงเป็นตวัอย่างออกแบบโมเดลการแทนท่ีค่า 

สูญหายท่ีไม่เหมาะ สังเกตจากข้อมูลท่ีมีอยู่จะมีการสวิง 

ขึ้นลงแต่มีแนวโน้วลดลง ในขณะท่ีขอ้มูลแทนท่ีค่าสูญหาย 

จาํนวนมากมีเป็นลกัษณะลดลงแบบเป็นเส้นตรง 
 

Date

W
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 Le
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รูปท่ี 5 ตัวอย่างปัญหาการแทนท่ีค่าสูญหายจาํนวนมาก 

ในข้อมลูอนกุรม 

 

3. วิธีการดําเนินการวิจัย 

การวิจัยคร้ังน้ีมีจุดมุ่งหมายในการคน้หาวิธีการท่ีเหมาะสม 

สําหรับการแทนท่ีค่า สูญหายจํานวนมาก โดยใช้ข ้อมูล 

หลายตวัแปรเป็นขอ้มูลอินพุต สําหรับการแทนท่ีค่าสูญหาย 

และใช้หลักการขอ้มูลในอดีตทาํนายค่าในอนาคต โดยมี 

เ ง่ื อ น ไข เ บ้ื อ งต้นคื อ  ตัว แ ปร ต้น ต้อ งมี ค วา มสั มพัน ธ์ 

กนักบัตวัแปรท่ีสูญหาย หรือตวัแปรตามวิธีการจดัรูปแบบ 

ขอ้มูลสําหรับใชใ้นการแทนท่ีค่าสูญหาย ตามหวัขอ้ 3.1 

3.1. รูปแบบการแทนที�ค่าสูญหาย 

ในการวิจยัผูว้ิจยัไดอ้อกแบบขั้นตอนวิธีการแทนท่ีค่าสูญหาย 

จาํนวนมาก ในขอ้มูลอนุกรมแบบหลายตวัแปร โดยเร่ิมจาก

การออกแบบรูปแบบขอ้มูลสําหรับประยุกต์ใชก้ับเทคนิค 

การแทนท่ีค่าสูญหาย ตามหัวขอ้ท่ี  2 ได้แก่ ค่าเฉล่ียแถว 

(Row Average)  เพ่ือนบา้นใกลเ้คียง (K-Nearest Neighbor: 

K N N )  ร ะ บ บ ค ลุ ม เ ค รื อ  ( F u z z y  L o g i c  S y s t e m s ) 

โครงข่ายประสาท เทียม (Artificial Neural Network)      

      โดยมีคาํถามวิจยัว่าเทคนิคใดท่ีมีความเหมาะสมในการ

แทน ค่าสูญหายจาํนวนมากไดดี้ท่ีสุดสําหรับกระบวนการวิจยั

เร่ิมตน้จาก 1) การวิเคราะห์ และการสํารวจตรวจสอบขอ้มูล 

�) การขจดัขอ้มูลผิดปกติ       3) การคน้หาขอ้มูลสูญหาย      

4) การจัดขอ้มูลอนุกรมให้อยู่ใน รูปแบบสําหรับการสอน

เคร่ืองจักรเรียนรู้ 5) การสอนเคร่ืองจกัรเรียนรู้ด้วยขอ้มูล 

ชุดสอน �) การทดสอบโมเดลการแทน ท่ีค่าสูญหายดว้ยชุด 

ข้อมูลทดสอบ และ7) การประยุกต์ใช้โมเดลแทนท่ีค่า 

ขอ้มูลสูญหาย  

 

 

รอบท่ี 5 : ชุดสอน

รอบท่ี 1 : ชุดสอน
รอบท่ี 2 : ชุดสอน

รอบท่ี 3 : ชุดสอน
รอบท่ี 4 : ชุดสอน

12 3 4 5 ชุดทดสอบ

3 4 5 1
4 5 1 2
5 1 2 3
1 2 3 4

2ชุดทดสอบ

3ชุดทดสอบ
4ชุดทดสอบ

ชุดทดสอบ 5
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รูปท่ี 6 รูปแบบวิธีการแทนท่ีค่าสูญหาย 

ในอนุกรมเวลาหลายตัวแปร 

 

รูปแบบวิธีการแทนค่าสูญหายจํานวนมากหลายตวัแปรใน    

ข้อ มูลอ นุกรมเวลา ท่ีผู ้วิ จัยนํา เส นอ  ในกา รวิจัยค ร้ัง น้ี 

แสดงดงัรูปท่ี 6 โมเดลการแทนท่ีค่าสูญหายในรูปท่ี 5 มีข ั้น 

ตอนการทํางาน ดงัน้ี  1) รับเขา้ขอ้มูลอนุกรมเวลาแบบหลาย 

ตวัแปร 2) เลือกตวัแปรเป้าหมายสําหรับแทนท่ีค่าสูญหาย       

3) สําหรับตวัแปรอินพุตทาํการจดัขอ้มูลอนุกรม โดยเล่ือน 

หน้าต่างข้อมูลแ ต่ละตัวแปรย ้อ นหลังจํานวน N วัน 

เพ่ือจดัเป็น เวกเตอร์อินพุต และตั้งค่าเป้าหมายท่ีเวลาล่วงหน้า 

1 ว ัน (i + 1) จากตัวแปรท่ีเลือกไว้เป็น ค่าเป้าหมาย 

สําหรับการแทนท่ี ค่าสูญหาย  

       ในการสอนเคร่ืองจกัรการเรียนรู้ ผูวิ้จยันําเสนอวิธีการ 

จดัรูปแบบ ขอ้มูลโดยใช้ขอ้มูลในอดีต เพ่ือพยากรณ์ขอ้มูล 

ในอนาคต ซ่ึงตอ้งทาํการเล่ือนหน้าต่างขอ้มูล โดยจัดให้อยู ่

ในรูปเวกเตอร์ และเมทริกซ์ตามสมการ (3) – (7) 

 

, , , 1 , , 1,  ...,j i j i N j i j ix x x j R− − = = x       (3) 

 

1, 2, , , 1,  ...,  i i i R i i M = = p x x x      (4) 

 

, ,   { 1,..., }i Q it x Q j R= ∉ =            (5) 

 

1 2
T T T

M =  P p p p        (6) 

 

[ ]1 2 Mt t t=t                  (7) 

 

1( , )T
iy f parameters= p

                (8) 

 

เม่ือ ,j ix  คือ เวกเตอร์หนา้ต่างขอ้มูลท่ีมีตวัประกอบเป็น  

                 ขอ้มูลจากตวัแปร j ท่ีเวลา i-N, …, i-1, และ i   

      ip   คือ เวกเตอร์ท่ีประกอบดว้ย ,j ix   

      P     คือ เมทริกซ์ท่ีมีคอลมัน์เป็นอินพุตเวกเตอร์     

     

      t      คือ เป็นเวกเตอร์คา่เป้าหมายตามคอลมัน์ของ  

                 เมทริกซ์ P    

     iy    คือ ค่าสูญหายท่ีถูกแทนท่ี   

      f      คือ โมเดลการแทนท่ีค่าสูญหาย   

     N    คือ จาํนวนวนัยอ้นหลงัในอดีต 

     M   คือ จาํนวนเรคคอร์ด 

     R    คือ จาํนวนตวัแปรอินพุต   

     Q    คือ ตวัแปรเป้าหมายซ่ึงตอ้งการแทนท่ีคา่สูญหาย   

   parameters  คือ ค่าพารามิเตอร์ของโมเดลแทนท่ี    

                ค่าสูญหาย 

3.2. ข้อมูลสําหรับการทดลอง 

ขอ้มูลท่ีใช้ในการวิจัยคร้ังน้ีเป็นข้อมูลจากกรมชลประทาน     

ท่ี 15 โครงการพระราชดาํริลุ่มนํ้ าปากพนงั ในช่วงระยะเวลาปี 

�55� - �55� โดยเป็นขอ้มูลอนุกรมเวลา มี 12 ตวัแปร ไดแ้ก่ 

Var1: ขอ้มูลระดบั เหนือนํ้ าเวลา 6.00 น. Var2: ขอ้มูลระดบั

เหนือนํ้ าเวลา 12.00 น .  Var3: ขอ้มูลระดับเหนือนํ้ าเวลา 

18.00 น. Var4: ขอ้มูลระดบัทา้ยนํ้ าเวลา 6.00 น. Var5: ขอ้มูล

ระดบัทา้ยนํ้ าเวลา 12.00 น. Var6: ขอ้มูลระดบัทา้ยนํ้ า เวลา 

18.00 น. Var7: ระดบันํ้ าสูงสุดหน้าประตู  Var8: ระดบันํ้ าสูง

สุดทา้ยประตู Var9: อัตราระบายนํ้ า/วินาที Var10: อัตรา

ระบายนํ้ า/วนั Var11: ปริมาณนํ้ าฝน และ Var12: ปริมาณนํ้ า

เก็บกกั  โดยมีตวัอย่างขอ้มูล Var8, Var9 และ Var10 ดัง      

รูปท่ี 6 

In
de

x(
W

at
er

 Le
ve

l)

 
รูปท่ี 7 ตัวอย่างข้อมลูอนกุรมเวลาในการทดสอบ 

แนวคิดโมเดลท่ีนาํเสนอ 

 

รูปท่ี 7 แสดงตัวอย่างบางส่วนของข้อมูลอนุกรมเวลา 

ขอ้มูลจากกรมชลประทานท่ี 15 โครงการพระราชดาํริลุ่มนํ้ า 

ปากพนังซ่ึงจะมีข้อมูลสูญหายจํานวนมาก และปัญหาท่ี 

ทา้ทายสําหรับการสร้างโมเดลแทนท่ีค่าสูญหาย 

 

Imputed ValuesInput

Arrangement

Imputation Model:

Row Average,

KNN, ANN,

Fuzzy
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       ในการวิจยัคร้ังน้ีเสนอหลกัการสร้างโมเดลพยากรณ์ดว้ย

วิธีเคร่ืองจกัรการเรียนรู้ โดยทาํการคดัแยกขอ้มูลสูญหายออก

ไวก่้อน และนาํขอ้มูลท่ีสมบูรณ์มาใชใ้นการสร้างโมเดล เพ่ือ

นาํไปเป็นอินพุตและค่าเป้าหมายสําหรับสอนโมเดลการแทน

ค่าสูญหายของตัวแปรท่ีมีข ้อมูลสูญหาย โดยแบ่งข้อมูล

สมบูรณ์ออกเป็นชุดสอนและชุดทดสอบ เพ่ือให้การสอน

โมเดลมีความน่าเ ช่ือถือโมเดลจะใช้วิ ธีการสอน  แบบ

ตรวจสอบไขว ้(k-fold cross-validation) ซ่ึงเป็นหลกัการท่ี

ยอมรับ ว่าเหมาะสําหรับการสอนและทดสอบเคร่ืองจกัการ

เรียนรู้   การวิจยัคร้ังน้ี กาํหนด k = 5 นั่นคือแบ่งขอ้มูลเป็น 5 

ส่วน โดยใช้ขอ้มูล 4 ส่วนทาํการสอนโมเดล ใช้ขอ้มูล 1 

ส่วนทดสอบโมเดล และเวียนสอนและทดสอบไขว้ 5 

รอบจนครบทุกส่วน สําหรับเทคนิคการแทนท่ีค่าสูญหาย 

คดัเลือกดว้ยการเปรียบเทียบเทคนิควิธีการแทนค่า จํานวน 4 

เทคนิค ได้แก่ ค่าเฉล่ียแถว (Row Average)  เพ่ือนบา้น  

ใกล้เคียง (K-Nearest Neighbor: KNN) ระบบคลุมเครือ 

(Fuzzy Logic Systems) โครงข่ายประสาทเทียม (Artificial 

Neural Network)   สําหรับการวดัประสิทธิภาพของโมเดล 

แทนท่ีค่า ผูวิ้จยัใชวิ้ธีคาํนวณรากท่ีสองของค่าเฉล่ียผิดพลาด 

ยกกาํลงัสอง (root mean squared error: rmse) ดงัสมการ (9)   

 ( )2

1

1 L

i i
i

rmse t y
L =

= −∑ 
(9) 

เม่ือ it   คือ ค่าเป้าหมายจริงของขอ้มูลทดสอบ  

iy คือ ค่าพยากรณ์ จากระบบการแทนท่ีค่าสูญหาย 

  L   คือ จาํนวนขอ้มูลทดสอบ  

4. ผลการดาํเนนิงานวิจัยและการอภปิราย

ในการดาํเนินการวิจยัคร้ังน้ีผูว้ิจยัเสนอเทคนิควิธีการแทนท่ีค่

าข ้อมูลท่ีมีการสูญหายจํานวนมากในข้อมูลอนุกรมเวลา 

ใชห้ลกัการเล่ือนหน้าต่างขอ้มูล ตามรูปท่ี 5 โดยจดัรูปแบบ 

สมการการเล่ือนขอ้มูล ดงัสมการท่ี (3) – (7)  โดยเขียน 

สคริปตด์ว้ยภาษา Matlab โมเดลการแทนท่ีค่าสูญหายแบบ 

Row Average และ KNN เขียนเป็น Matlab สคริปต์ ตาม 

Algorithm 1 และ 2 ตามลาํดบั  ส่วนโครงข่ายประสาทเทียม 

ใช้ Matlab Neural Network Toolbox ชนิด Feed Forward 

Multilatyer Perceptron Network (MLP) แบบ 2  ชั้นซ่อน 

โดยกําหนดจํานวนชั้ นละ  15 นิวรอนแบบ Hyperbolic 

Tangent  Sigmoidal (tansig) ทั้งสอง ชั้นซ่อน และชั้นเอาตพุ์ต 

เป็นแบบเชิงเส้น และสอนด้วยวิธี  trainlm (Levenberg-

Marquardt)   ส่วนระบบฟัซซีใชเ้ป็นแบบ ANFIS ใน Matlab 

Fuzzy System Toolbox  กาํหนดใชฟั้งก์ชนัความเป็นสมาชิก 

ของฟัซซีเซตแบบ Gaussian Bell Membership Function 

(gbellmf) จํานวน 5 ฟัซซีเซต และสอนด้วยวิธี  Hybrid 

ในการทดลองได  ้ กําหนดขนาดหน้าต่างขอ้มูลเท่ากับ 3 

นั่นคือใชข้อ้มูลวนัปัจจุบนัร่วมกบัขอ้มูลในอดีตอีกสองวนั 

ยอ้นหลงั  

เพ่ือใหก้ารทดสอบมีความคงทนต่อขอ้มูลแปลกปลอม 

ผูวิ้จัย ทําการสร้างโมเดลพยากรณ์แต่ละแบบด้วยการสุ่ม 

เติมค่าสูญหายโดยค่อยๆ สุ่มจํานวนขอ้มูลสูญหายเพ่ิมเติม 

ตั้งแต่ 5% ถึง 95% เ พ่ิมขั้นละ 5% จากตารางท่ี 1 ถึง 4 

เป็นผลการทดลองสุ่มค่า สูญหาย  จากข้อมูลสมบูรณ์ 

โดยแต่ละแถว ตวัเลข 0, 5 และ 10 หมายถึง ขอ้มูลสูญหาย 

0%,  5% และ 10%  ตามลาํดบั เป็นตน้ ส่วนแต่ละคอลมัน ์

เป็นตวัแปรท่ี 1 ถึง 12 ซ่ึงตอ้งการหาค่าแทนท่ีค่าสูญหาย 

โดยค่าผดิพลาด (rmse) จะอยูใ่นแต่ละเซลของตาราง 

        จากผลการแทนท่ีค่าสูญหายเทียบกบัค่าจริงของแต่ละ    

ตวัแปร จากผลการดําเนินงานวิจยัเปรียบเทียบ 4 เทคนิค 

ดังตาราง ท่ี 1 ถึง 4 มีขอ้สังเกตว่ากรณีไม่มีค่าสูญหายเลย 

(%Missing Values = 0) โมเดลแทนค่าสูญหายทุกโมเดล 

สามารถแทนท่ีค่าได้อย่างถูกต้องนั่นคือ  ค่า rmse = 0 

ทุกตวัแปร และเม่ือทาํการสุ่มใหมี้ค่าสูญหายเพ่ิมมากขึ้นทีละ 

5% ค่าพยากรณ์ท่ีเติมแทนท่ีจะมีค่าผดิพลาด หรือคลาดเคล่ือน 

มากขึ้ นเ ร่ือยๆ เป็นสัดส่วนแปรผันตรงตามค่า สูญหาย 

ท่ีเ พ่ิมขึ้ น พบว่าโครงข่ายประสาทเทียมให้ผลการเติมค่า 

ใกลเ้คียงค่าจริงมากที่สุด รองลงมาเป็นวิธี KNN, Row Average, 

และ Fuzzy System ตามลาํดบั 
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ตารางท่ี 1  ผลการเติมค่าสูญหายในข้อมลูอนุกรมเวลาด้วยวิธี 

Row Average 
% 

Missing 
Values

Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9 Var10 Var11 Var12

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.14 0.15 0.14 0.07 0.10 0.09 0.14 0.07 26.42 2.02 4.33 2.80
10 0.20 0.20 0.21 0.10 0.15 0.13 0.20 0.11 38.64 2.81 6.74 3.80
15 0.24 0.25 0.25 0.13 0.18 0.16 0.25 0.13 42.64 3.61 8.53 5.04
20 0.28 0.30 0.28 0.14 0.21 0.18 0.30 0.15 53.23 4.18 10.48 5.78
25 0.32 0.32 0.33 0.16 0.23 0.20 0.33 0.17 58.98 4.71 10.23 6.60
30 0.35 0.36 0.35 0.18 0.25 0.22 0.36 0.18 65.14 5.25 12.47 6.96
35 0.37 0.39 0.38 0.20 0.28 0.24 0.39 0.20 71.63 5.66 13.09 7.63
40 0.40 0.41 0.41 0.21 0.29 0.25 0.41 0.21 73.84 6.12 13.50 8.11
45 0.42 0.44 0.43 0.22 0.31 0.27 0.44 0.22 80.04 6.20 14.58 8.69
50 0.44 0.46 0.45 0.23 0.33 0.29 0.47 0.23 83.59 6.66 14.94 8.91
55 0.46 0.49 0.48 0.24 0.34 0.30 0.49 0.25 87.12 7.08 16.05 9.59
60 0.48 0.50 0.50 0.25 0.36 0.31 0.51 0.26 92.42 7.32 16.96 9.85
65 0.51 0.52 0.52 0.26 0.37 0.33 0.54 0.27 94.75 7.65 17.49 10.36
70 0.52 0.55 0.54 0.28 0.39 0.34 0.55 0.28 98.52 7.94 17.55 10.70
75 0.54 0.56 0.55 0.28 0.40 0.35 0.58 0.29 102.03 8.24 18.82 11.14
80 0.56 0.58 0.58 0.29 0.42 0.36 0.60 0.30 106.09 8.79 19.14 11.48
85 0.57 0.60 0.59 0.30 0.43 0.37 0.61 0.31 109.42 8.95 20.19 11.78
90 0.60 0.61 0.61 0.31 0.45 0.38 0.63 0.32 112.72 9.52 20.56 12.16
95 0.61 0.63 0.63 0.32 0.45 0.40 0.65 0.33 115.24 9.87 21.04 12.46  

 

ตารางท่ี 2  ผลการเติมค่าสูญหายในข้อมูลอนุกรมเวลาด้วย    

วิธี KNN 
% 

Missing 
Values

Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9 Var10 Var11 Var12

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 8.20 0.75 0.11 0.16 0.20 0.18 0.12 0.13 26.92 3.79 10.10 1.33
10 12.33 6.13 3.97 0.11 0.23 0.22 0.16 0.19 39.81 6.09 11.15 1.77
15 24.07 13.32 7.23 3.40 0.28 0.27 0.24 0.23 56.94 11.26 17.42 3.33
20 31.76 31.20 30.53 16.00 9.13 6.62 0.40 0.35 75.78 11.20 22.40 5.94
25 35.29 34.94 28.99 23.15 18.08 10.33 1.16 0.34 86.76 13.24 20.34 7.37
30 43.44 42.15 44.11 43.66 42.03 31.24 13.10 1.55 103.22 19.92 23.37 6.60
35 40.88 40.96 41.75 40.80 41.76 39.27 33.70 13.68 134.57 30.13 31.30 8.13
40 45.21 45.96 45.06 45.75 45.38 42.12 37.96 21.81 116.69 20.69 26.23 7.86
45 48.61 48.30 48.16 48.62 49.39 48.51 47.42 30.22 118.44 33.58 32.73 8.94
50 53.85 53.52 53.30 52.99 52.81 53.06 53.25 48.72 139.26 39.67 25.31 11.82
55 55.25 55.15 54.80 55.54 54.51 54.80 55.50 52.55 133.57 37.17 32.66 9.87
60 49.09 49.37 48.82 50.14 49.33 49.32 49.03 48.29 71.93 33.61 33.84 13.31
65 62.02 62.11 61.51 61.43 62.06 61.46 61.50 61.60 85.54 44.03 30.46 10.86
70 55.11 55.35 55.15 55.20 55.17 55.63 54.86 51.91 76.55 29.77 31.75 12.18
75 60.84 61.03 61.13 60.93 61.21 61.15 60.84 60.69 77.02 32.79 38.56 13.06
80 64.31 63.57 63.90 64.17 64.21 64.37 64.21 64.12 79.23 41.00 40.70 13.49
85 57.27 56.98 57.02 57.18 57.41 57.59 57.19 56.79 80.09 44.03 32.39 15.98
90 68.63 68.66 68.38 68.83 68.52 68.56 68.47 68.55 84.35 61.60 35.46 13.21
95 59.18 59.22 58.93 59.42 59.50 59.53 59.20 59.18 84.56 56.23 26.25 15.56  

 

ตารางท่ี 3  ผลการเติมค่าสูญหายในข้อมลูอนุกรมเวลาด้วย    

วิธี Fuzzy System 
% 

Missing 
Values

Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9 Var10 Var11 Var12

0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5 0.02 0.02 0.02 0.02 0.04 0.03 0.02 0.03 5.80 0.24 1.98 0.32
10 0.03 0.02 0.02 0.04 0.05 0.05 0.03 0.04 9.33 0.55 4.21 1.02
15 0.03 0.04 0.03 0.05 0.07 0.06 0.04 0.05 13.37 0.58 4.11 1.65
20 0.03 0.04 0.04 0.07 0.09 0.07 0.04 0.07 12.73 0.75 5.53 1.59
25 0.04 0.05 0.04 0.08 0.09 0.08 0.04 0.07 31.88 1.01 5.47 72.20
30 0.05 0.05 0.05 0.09 0.11 0.09 0.06 0.09 18.37 1.11 5.29 2.63
35 0.05 0.05 0.05 0.10 0.12 0.11 0.06 0.10 519.82 1.16 6.54 4.81
40 0.06 0.07 0.06 0.11 0.13 0.11 0.06 0.10 4255.50 1.64 7.73 99.24
45 0.07 0.07 0.07 0.11 0.14 0.12 0.07 0.10 29585.00 2.05 7.33 173.97
50 0.06 0.08 0.07 0.12 0.16 0.13 0.07 0.12 4.92E+07 48.89 6569.60 2346.20
55 0.07 0.08 0.08 0.15 0.18 0.16 0.08 0.13 4.77E+12 1.25E+06 8.45 2819.30
60 0.08 0.10 0.09 0.16 0.19 0.16 0.09 0.14 1.79E+17 6.78E+11 195.30 7.13E+13
65 0.09 0.20 0.10 0.17 0.21 0.18 0.09 0.15 4.75E+24 4.12E+13 9.36 1.41E+05
70 0.10 0.12 0.12 0.19 0.23 0.20 0.10 0.17 1.69E+55 7.88E+21 12.07 1.90E+16
75 0.11 0.13 0.15 0.25 0.25 0.23 0.11 0.18 4.88E+38 5.42E+27 10.37 8.07E+08
80 0.18 0.14 0.50 0.22 0.29 0.23 0.13 0.20 1.09E+81 1.89E+42 107.38 1.27E+12
85 0.17 1.29E+25 8.01E+25 0.25 0.32 0.27 9.73E+17 0.22 2.65E+82 1.59E+57 7.52E+79 6.47E+20
90 9.33E+24 4.78E+22 1.70E+41 1.09E+37 1.29E+14 4.38E+59 1.07E+22 0.24 2.50E+81 6.58E+76 8.65E+80 9.95E+75
95 1.12E+73 1.32E+74 2.70E+74 6.22E+75 8.97E+75 5.28E+75 1.03E+74 1.33E+75 1.74E+83 1.49E+79 5.00E+79 2.50E+77  

 

 

 

 

 

 

ตารางท่ี 4  ผลการเติมค่าสูญหายในข้อมลูอนุกรมเวลาด้วย    

วิธี ANN 
% 

Missing 
Values

Var1 Var2 Var3 Var4 Var5 Var6 Var7 Var8 Var9 Var10 Var11 Var12

0 0 0 0 0 0 0 0 0 0 0 0 0
5 0.02 0.02 0.02 0.03 0.04 0.04 0.02 0.03 12.45 0.86 2.97 0.58
10 0.03 0.03 0.03 0.05 0.06 0.05 0.02 0.05 19.56 1.20 4.17 0.98
15 0.04 0.04 0.03 0.06 0.07 0.07 0.03 0.06 23.62 1.58 5.27 1.13
20 0.04 0.05 0.04 0.07 0.08 0.07 0.04 0.07 26.41 1.72 6.11 1.49
25 0.05 0.05 0.05 0.08 0.10 0.09 0.04 0.08 31.89 2.12 6.33 1.73
30 0.06 0.06 0.05 0.10 0.11 0.10 0.05 0.09 34.23 2.17 7.34 1.98
35 0.07 0.07 0.06 0.10 0.12 0.11 0.06 0.10 38.54 2.48 8.20 2.41
40 0.07 0.07 0.06 0.12 0.13 0.12 0.06 0.11 42.39 2.80 8.30 2.66
45 0.08 0.08 0.08 0.13 0.14 0.14 0.07 0.12 45.02 2.84 9.17 3.21
50 0.08 0.09 0.08 0.14 0.16 0.15 0.08 0.13 47.63 3.06 9.85 3.62
55 0.09 0.10 0.09 0.16 0.17 0.16 0.08 0.14 51.05 3.27 10.35 3.83
60 0.10 0.11 0.10 0.17 0.18 0.18 0.09 0.16 54.60 3.59 10.41 4.74
65 0.11 0.12 0.11 0.19 0.21 0.19 0.10 0.17 58.56 3.79 10.86 5.28
70 0.12 0.13 0.13 0.21 0.22 0.22 0.12 0.20 60.17 4.10 11.11 5.74
75 0.14 0.15 0.14 0.22 0.24 0.24 0.14 0.22 63.10 4.49 11.98 6.24
80 0.16 0.18 0.16 0.24 0.28 0.27 0.16 0.24 67.28 5.26 12.33 6.78
85 0.19 0.21 0.20 0.27 0.31 0.30 0.21 0.28 70.82 5.77 12.62 7.88
90 0.25 0.27 0.28 0.29 0.33 0.34 0.27 0.31 72.52 6.29 13.12 8.99
95 0.45 0.41 0.40 0.32 0.47 0.39 0.50 0.36 76.12 7.58 13.43 11.97  

 

 
รูปท่ี 7 ค่าสูญหายในข้อมลูอนุกรมเวลาตัวแปรท่ี �  

 

 

รูปท่ี 8  ผลการเติมค่าสูญหายในข้อมลูอนุกรมเวลา   

ด้วยวิธีโครงข่ายประสาทเทียม 

 

รูปท่ี 7 แสดงขอ้มูลอนุกรมเวลาของตวัแปรท่ี 8  ซ่ึง

สังเกตเห็นไดช้ดัว่ามีค่าสูญหายจาํนวนมาก สําหรับรูปท่ี 8 

แสดงผลการแทนค่าสูญหายด้วยวิธีโครงข่ายประสาทเทียม 

ซ่ึงขอ้มูลท่ีไดจ้ากการแทนท่ีค่าสูญหายมีอนุกรมคล้ายข้อ

อนุกรมท่ีมีอยูเ่ดิม   
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5. สรุป และข้อเสนอแนะ 

ในการประยกุตใ์ชเ้คร่ืองจกัรเรียนรู้สําหรับแทนท่ีค่าสูญหาย

ในขอ้มูลอนุกรมเวลา จําเป็นตอ้งทาํการจดัเตรียมขอ้มูลให้

เหมา ะส มเ พ่ือ กา รส ร้า งโมเ ดลกา รแ ทน ท่ีค่ า สู ญหา ย 

ปั จ จุ บัน เ ท ค นิ ค ก า ร แ ท น ท่ี ค่ า สู ญ ห า ย จํ า น ว น มาก 

ยงัไม่มีประสิทธิภาพเพียงพอ การวิจัยคร้ังน้ีได้เน้นท่ีการ

แกปั้ญหาขอ้มูลสูญหายจาํนวนมากในขอ้มูลอนุกรมเวลาโดย

ใชข้อ้มูลจากตวัแปรอ่ืนๆ ท่ีมีความสัมพนัธ์กนั ผูวิ้จยันําเสนอ 

วิธีการแทนท่ีค่าสูญหายจาํนวนมาก ในขอ้มูลอนุกรมเวลา 

หลายตวัแปรมีแนวคิดคือ  ขอ้มูลหลายตัวแปรท่ีสัมพนัธ ์

กัน ส า มา ร ถทํา น า ยค่ า ไ ข ว้กันไ ด้ แ ละ ข้อ มู ลใ นอ ดี ต 

สามารถทาํนายอนาคตไดเ้น่ืองจากพฤติกรรมการเกิดเวียนซํ้ า 

ตามฤดูกาล ผลการดาํเนินการวิจยั โดยนาํขอ้มูลอนุกรมหลาย 

ตวัแปรมาทาํการจดัรูปแบบ และป้อนเขา้สู่โมเดลการแทนท่ี 

ค่าสูญหายแบบต่างๆ ได้แก่ ค่าเฉล่ียแถว (Row Average)  

เ พ่ื อ นบ้า นใ ก ล้ เคี ย ง  ( K -Ne a re s t  N e ig h b or :  K N N ) 

ระบบคลุมเครือ (Fuzzy Logic Systems) โครงข่ายประสาท 

เทียม (Artificial Neural Network) ผลการวิจยั พบว่าโครงข่าย 

ประสาทเทียมให้ผลการทาํนาย ในชุดทดสอบได้ดีท่ีสุด 

แ ละเ ม่ือ ทํา ไปใ ช้ในกา ร แทนท่ีค่ า สู ญหา ยใ ห้ผลลัพ ธ ์

คลา้ยค่าจริง 
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