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Factors that Affect the Occurrence of Hyperthyroid using
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ABSTRACT - This research aims to compare the efficiency of data classification by 3 types of
data mining algorithms, artificial neural networks, naive bayes and decision tree in order to
obtain the most efficient model that will be analyzed for factors affecting the risk of
hyperthyroid by reducing inputs individually. The data used in the experiment are data from
hospitals in Phitsanulok, there are 323 datasets. The data for analysis are 12 factors. The
comparison results showed that the classification of data using artificial neural networks gave
the highest efficiency with 82.97% accuracy, which is more than a decision trees and naive bayes
with efficiency values of 79.87% and 68.11%, respectively. Effect on the risk of hyperthyroid, it
was found that the important symptoms were mood swings and fatigue. The personal factors
that are important are gender. In addition to finding factors, this research can also use the data
classification model developed to predict the risk of hyperthyroid on smart phone. To help
support decision-making in the analysis of hyperthyroid disease risk, can be self-screening, and
can continue to guide the treatment of doctors and patients.

KEYWORDS: Hyperthyroid, Data Mining, Artificial Neural networks, Naive Bayes, Decision Tree.
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