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ABSTRACT – This research aims to compare the efficiency of data classification by 3 types of 

data mining algorithms, artificial neural networks, naive bayes and decision tree in order to 

obtain the most efficient model that will be analyzed for factors affecting the risk of 

hyperthyroid by reducing inputs individually. The data used in the experiment are data from 

hospitals in Phitsanulok, there are 323 datasets. The data for analysis are 12 factors. The 

comparison results showed that the classification of data using artificial neural networks gave 

the highest efficiency with 82.97% accuracy, which is more than a decision trees and naive bayes 

with efficiency values of 79.87% and 68.11%, respectively. Effect on the risk of hyperthyroid, it 

was found that the important symptoms were mood swings and fatigue. The personal factors 

that are important are gender. In addition to finding factors, this research can also use the data 

classification model developed to predict the risk of hyperthyroid on smart phone. To help 

support decision-making in the analysis of hyperthyroid disease risk, can be self-screening, and 

can continue to guide the treatment of doctors and patients. 
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บทคัดย่อ – งานวจิยันีม้วีตัถุประสงค์เพือ่เปรียบเทยีบประสิทธิภาพของการจ าแนกข้อมูลด้วยอัลกอลิทึมเหมืองข้อมูลสาม   
แบบคอืโครงข่ายประสาทเทียม การเรียนรู้แบบเบย์และตันไม้ตัดสินใจ เพื่อให้ได้อัลกอลิทึมที่มีประสิทธิภาพสูงสุดที่จะถูก
น ามาวเิคราะห์หาปัจจยัทีส่่งผลต่อความเส่ียงการเกดิโรคไฮเปอร์ไทรอยด์โดยการลดการน าเข้าทลีะปัจจยั ซ่ึงข้อมูลทีน่ ามาใช้
ในการทดลองเป็นข้อมูลจากโรงพยาบาลในจังหวัดพิษณุโลกจ านวน 323 ชุดข้อมูล ข้อมูลส าหรับการวิเคราะห์มจี านวน 12  
ปัจจัย ผลการเปรียบเทียบพบว่าการจ าแนกข้อมูลโดยใช้โครงข่ายประสาทเทียมให้ค่าประสิทธิภาพสูงสุดโดยมีค่าความ
ถูกต้อง 82.97%  ซ่ึงมากกว่าตนัไม้ตดัสินใจและการเรียนรู้แบบเบย์ที่มีค่าประสิทธิภาพความถูกต้อง 79.87% และ 68.11%  
ตามล าดับ ผลการค้นหาปัจจัยที่ส่งผลต่อความเส่ียงโรคไฮเปอร์ไทรอยด์ พบว่าปัจจัยลักษณะอาการที่มีความส าคัญคือ
อารมณ์แปรปรวนและเหนื่อยง่าย ส่วนปัจจยัส่วนบุคคลทีม่คีวามส าคญัคอืเพศ นอกจากการค้นหาปัจจยัแล้วงานวจิยันีย้งั 
สามารถน าแบบจ าลองการจ าแนกข้อมูลทีไ่ด้มาพฒันาระบบการพยากรณ์ความเส่ียงโรคไฮเปอร์ไทรอยด์บนสมาร์ทโฟน เพือ่ 
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ช่วยสนับสนุนการตัดสินใจในส่วนของการวิเคราะห์ความเส่ียงโรคไฮเปอร์ไทรอยด์ช่วยคัดกรองด้วยตัวเองเบือ้งต้นและ
สามารถแนะแนวทางการรักษาของแพทย์และผู้ป่วยได้ต่อไป 
 
 

ค าส าคญั: ไฮเปอร์ไทรอยด,์ เหมืองขอ้มูล, โครงข่ายประสาทเทียม, การเรียนรู้แบบเบย,์ ตน้ไมต้ดัสินใจ 

 

1. บทน า  
โรคไทรอยด์เป็นโรคเก่ียวกับต่อมไร้ท่อชนิดหน่ึงและใน
ปัจจุบนัประเทศไทยมีจ านวนผูป่้วยโรคไทรอยด์เพ่ิมมากข้ึน
โดยเฉพาะโรคไฮเปอร์ไทรอยดซ่ึ์งพบผูป่้วยในอตัราส่วน 1 คน
ต่อ 50 คน [1] อาการของโรคไฮเปอร์ไทรอยด์ค่อนขา้ง
คลุมเครือและคลา้ยกบัอาการเจ็บป่วยอ่ืนๆ ทั้งน้ีถา้หากผูป่้วยมี
ภาวะของโรคไฮเปอร์ไทรอยด์ท่ีไม่รุนแรงจะไม่ค่อยแสดง
อาการของโรคอย่างชัดเจนมากนัก อย่างไรก็ตามภาวะโรค
ไฮเปอร์ไทรอยด์ก็ ถือเป็นโรคท่ีส่งผลกระทบต่อการใช้
ชีวิตประจ าวนัได ้ ถึงแมว้่าปัจจุบนัวิวฒันาการทางการแพทยมี์
ความเจริญก้าวหน้ามีการพฒันาอุปกรณ์ทางการแพทยใ์นการ
ตรวจวินิจฉัยโรคท่ีมีความแม่นย  าและรวดเร็ว แต่การประเมิน
ความเส่ียงในการเกิดโรคไฮเปอร์ไทรอยด์เบ้ืองต้นจะเป็น
ประโยชน์ต่อการวางแผนป้องกันรักษาและดูแลสุขภาพ 
เน่ืองจากการรักษาโรคไฮเปอร์ไทรอยด์ต้องได้รับการดูแล
รักษาท่ีเหมาะสมกบัความรุนแรงและระยะเวลาท่ีผูป่้วยมีอาการ  

จากปัญหาดงักล่าว คณะผูว้ิจยัจึงไดส้ร้างระบบพยากรณ์
ระดบัความเส่ียงโรคไฮเปอร์ไทรอยด์ข้ึนโดยน าเทคนิคเหมือง
ขอ้มลูมาประยกุตใ์ชว้เิคราะห์ความเส่ียงในการเกิดโรคไฮเปอร์
ไทรอยด ์เพื่อใหผู้ท่ี้ตอ้งการทราบโอกาสเส่ียงของตนเองในการ
เกิดโรคไฮเปอร์ไทรอยด์สามารถวิเคราะห์ความเส่ียงได้ด้วย
ตนเองโดยผา่นโมบายแอปพลิเคชนับนสมาร์ทโฟน นอกจากน้ี
ยงัศึกษาถึงปัจจัยท่ีส่งผลต่อความเส่ียงการเกิดโรคไฮเปอร์
ไทรอยด์เพ่ือเป็นแนวทางในการป้องกันรักษาโรคไฮเปอร์
ไทรอยดไ์ดอี้กทางหน่ึง 
 

2. ทฤษฎีและงานวจัิยทีเ่กีย่วข้อง 
2.1 โรคไฮเปอร์ไทรอยด์ 

ไทรอยด์ (Thyroid gland) [1] เป็นช่ือของต่อมชนิดหน่ึงมี
รูปร่างคล้ายผีเส้ืออยู่ท่ีคอใต้ลูกกระเดือก ท าหน้าท่ีสร้าง
ฮอร์โมนเพื่อควบคุมการเผาผลาญพลงังานของร่างกาย อุณหภูมิ
ของร่างกาย ความแข็งแรงของกลา้มเน้ือ ระดบัไขมนัในเลือด
รวมทั้งอารมณ์และความรู้สึก โรคไทรอยดท่ี์พบบ่อยมีอยู่ 2 
ชนิด คือ 1) โรคไฮโปไทรอยด์ (Hypothyroid) เป็นภาวะท่ีต่อม
ไทรอยด์ผลิตฮอร์โมนออกมาน้อยท าให้ร่างกายเกิดอาการขาด
ฮอร์โมนไทรอยด์จึงมีการเผาผลาญพลงังานน้อยกว่าปกติ พบ 
อาการเช่น อว้น เฉ่ือยชา เหน่ือยง่าย เป็นตน้ 2) โรคไฮเปอร์
ไทรอยด์ (Hyperthyroid) หมายถึงภาวะท่ีต่อมไทรอยด์สร้าง
ฮอร์โมนออกมามากกว่าปกติ อาการเป็นพิษของไทรอยด์เกิด
จากฮอร์โมนท่ีถูกสร้างเพ่ิมมากข้ึนและหลั่งไปในกระแส
เลือดออกฤทธ์ิกระตุน้อวยัวะต่างๆ ให้ท  างานมากข้ึน ซ่ึงผูป่้วย
จะมีความเจ็บป่วยรุนแรงไม่เท่ากนั การรักษาจึงท าไดใ้นระดบั
ท่ีควบคุมใหภ้าวะของโรคเบาลงเพ่ือให้สามารถใชชี้วิตไดอ้ย่าง
เป็นปกติมากท่ีสุด  

ในงานวิจยัน้ีเลือกศึกษาโรคไฮเปอร์ไทรอยด ์เน่ืองจาก
พบอตัราการเกิดโรคมากกวา่โรคไฮโปไทรอยด ์[1] 

 

2.2 การท าเหมอืงข้อมูล 
การท าเหมืองขอ้มูล (Data mining) คือ [2] การคน้หาความรู้ใน
ฐานขอ้มูลเป็นกระบวนการท่ีกระท ากับขอ้มูลท่ีมีจ านวนมาก
เพื่อคน้หารูปแบบแนวทางและความสัมพนัธ์ท่ีซ่อนอยู่ในชุด
ขอ้มูลนั้นโดยอาศยัหลกัสถิติ การเรียนรู้ของเคร่ือง (Machine 
learning) และการจดจ ารูปแบบ (Pattern recognition)  

สารสนเทศท่ีไดจ้ากการท าเหมืองขอ้มูลอาจน ามาสร้าง
การพยากรณ์หรือสร้างตวัแบบส าหรับการจ าแนกหน่วยหรือ
กลุ่มหรือแสดงความสัมพนัธ์ระหว่างหน่วยต่างๆ หรือให้
ขอ้สรุปของสาระในการสร้างฐานขอ้มูล การด าเนินงานมกัอยู่
ในลกัษณะของการสร้างแบบจ าลอง (Modeling) [3] ท่ีอธิบาย
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ความเป็นไปหรือสภาพการณ์หน่ึงท่ีเกิดข้ึนแลว้น าแบบจ าลองน้ี
มาใชอ้ธิบายสถานการณ์ท่ียงัไม่เกิดหรือท่ีไม่ทราบค าตอบ 

ในปัจจุบันเทคนิคเหมืองข้อมูลมีหลายรูปแบบซ่ึง
คณะผูว้ิจยัไดศึ้กษาเทคนิคท่ีใช้ท  าเหมืองขอ้มูลเพื่อการจ าแนก
ขอ้มูล ไดแ้ก่  เทคนิคโครงข่ายประสาทเทียม การเรียนรู้แบบ
เบยแ์ละ ตน้ไมต้ดัสินใจ  

 
2.3 เทคนิคโครงข่ายประสาทเทยีม 
โครงข่ายประสาทเทียม (Artificial neural network) หรือ ANN 
[4] เป็นเทคโนโลยท่ีีมีพ้ืนฐานมาจากการจ าลองการท างานของ
เซลลส์มองของมนุษยโ์ดยมีโครงสร้างเป็นกลุ่มของ Node ท่ี
เช่ือมโยงถึงกนัในแต่ละ Layer คือ Input Layer, Hidden Layer 
และ Output Layer สามารถแสดงไดด้งัรูปท่ี 1 
 

 
รูปท่ี 1. แสดงโครงสร้างโครงข่ายประสาทเทียม 

 
2.4 เทคนิคการเรียนรู้แบบเบย์ 
การเรียนรู้แบบเบยเ์ป็นเทคนิคท่ีใช้ทฤษฎีความน่าจะเป็นตาม
กฎของเบย ์(Bayes’ Theorem) [4] เพื่อหาว่าสมมติฐานใดน่าจะ
ถูกตอ้งท่ีสุดโดยใชค้วามรู้ก่อนหน้า (Prior knowledge) ไดแ้ก่
ความน่าจะเป็นก่อนหน้าส าหรับสมมติฐานหน่ึงๆ ร่วมกับ
ขอ้มลู เช่น ความน่าจะเป็นท่ีสังเกตไดส้ าหรับสมมติฐานหน่ึง ๆ 
เพื่อหาสมมติฐานท่ีดีท่ีสุด การเรียนรู้แบบเบยอ์าศัยหลักการ
ของการค านวณความน่าจะเป็นของแต่ละสมมติฐาน 

 
2.5 เทคนิคต้นไม้ตดัสินใจ 
ตน้ไมต้ดัสินใจ (Decision tree) [5] เป็นการน าขอ้มูลมาสร้าง
แบบจ าลองการพยากรณ์ในรูปแบบโครงสร้างต้นไม้ โดย
รูปแบบของตน้ไมต้ดัสินใจประกอบดว้ยโหนดแรกสุดเรียกว่า 
โหนดราก (Root node) โหนดลูก (Child node) และโหนดใบ 
(Leaf node) สามารถแสดงไดด้งัรูปท่ี 2 
 

 
รูปท่ี 2. แสดงโครงสร้างของต้นไม้ตัดสินใจ 

 
2.6 การตรวจสอบแบบไขว้ 
การตรวจสอบแบบไขว ้ (K-fold cross validation) เป็นวิธีการ
ทดสอบโดยแบ่งกลุ่มขอ้มูลออกเป็น k กลุ่ม [4] ขอ้มูลแต่ละ
กลุ่มจะมีจ านวนเท่ากนั ขอ้มูลแต่ละกลุ่มจะถูกวนให้เป็นขอ้มูล
ฝึกสอนและข้อมูลทดสอบ ตัวอย่างเช่น การแบ่งชุดข้อมูล 
ออกเป็น 5 กลุ่มหรือ k = 5 โดยในรอบท่ี 1 จะใชชุ้ดขอ้มูล 2-5 
เป็นชุดขอ้มลูฝึกสอนและใชข้อ้มลูชุดท่ี 1 เป็นชุดขอ้มลูทดสอบ
และท าการสลบัเปล่ียนขอ้มูลจนครบ 5 รอบ สามารถอธิบาย
การท างานดงัแสดงในรูปท่ี 3 
 

 
รูปท่ี 3. แสดงการแบ่งชุดข้อมลูแบบ k-fold โดยท่ี k=5 

 
2.7. การพฒันาแอปพลเิคชันบนสมาร์ทโฟน 
สมาร์ทโฟนหมายถึงอุปกรณ์อิเล็กทรอนิกส์แบบพกพาเช่น
โทรศพัทมื์อถือ แทบ็เลต็คอมพิวเตอร์ ส าหรับงานวิจยัน้ีมุ่งเน้น
ท่ีการพฒันาระบบบนโทรศพัทมื์อถือและแทบ็เลต็คอมพิวเตอร์
ท่ีท างานบนระบบปฏิบัติการแอนดรอยด์ เน่ืองจากปัจจุบัน
ระบบปฏิบัติการแอนดรอยด์มีความนิยมใช้งานแพร่หลาย
มากกว่าระบบปฏิบัติการบนอุปกรณ์พกพกชนิดอ่ืน [6] 
นอกจากน้ีระบบปฏิบติัการแอนดรอยด์ยงัเป็นซอฟแวร์ระบบ
เปิด (Open source) โดยอนุญาตให้นักพฒันาสามารถดาวน์
โหลด Source Code มาปรับแต่งและพฒันาแอปพลิเคชนับน
ระบบแอนดรอยดด์ว้ยตนเองได ้
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2.8 งานวจิยัทีเ่กีย่วข้อง 
จากการศึกษาพบว่ามีงานวิจยัจ านวนไม่น้อยไดพ้ฒันาข้ึนเพ่ือ
พยากรณ์การเกิดโรคหลายโรค คณะผูว้ิจยัศึกษางานวิจยัท่ีมี
ความเก่ียวขอ้ง ดงัต่อไปน้ี 

นงเยาวแ์ละพรรณี [7] ไดศึ้กษาเร่ืองการจ าแนกผูป่้วย
โรคหัวใจขาดเลือดและผูป่้วยโรคหัวใจรูปแบบอ่ืนโดยใช้
เทคนิคเหมืองขอ้มูล โดยใช้ขอ้มูลผลการตรวจของผูป่้วยจาก
ห้องปฎิบติัการประกอบดว้ยคุณลกัษณะ 15 ตวัแปร ใชเ้ทคนิค
โครงข่ายประสาทเทียมและเทคนิคเคเนียร์เรสเนเบอร์ ผลการ
ทดลองพบวา่โมเดลของโครงข่ายประสาทเทียมมีค่าดีท่ีสุดโดย
ไดค่้าความถูกตอ้งเท่ากบั 87.45% 

กรวกิาและคณะ [8] ไดพ้ฒันาระบบวเิคราะห์ความเส่ียง
ของการเกิดโรคอว้นลงพุงและแนะน าอาหารส าหรับผูป่้วยโดย
ประยุกตใ์ชเ้ทคนิคเหมืองขอ้มูล ซ่ึงเทคนิคท่ีน ามาใชคื้อตน้ไม้
ตดัสินใจ ขอ้มลูท่ีน ามาใชใ้นการวเิคราะห์เป็นขอ้มลูท่ีไดม้าจาก
การเก็บขอ้มลูโดยใชแ้บบสอบถามจากบุคลากรในโรงพยาบาล 
ผลการทดสอบความถูกต้องของโมเดลโดยใช้โปรแกรม 
WEKA พบว่าโมเดลของการวิเคราะห์ความเส่ียงการเกิดโรค
อว้นลงพุงมีค่าความถูกตอ้งเท่ากบั 97.36% และโมเดลของการ
แนะน าอาหารส าหรับผูป่้วยมีค่าความถูกตอ้งเท่ากบั 87.92% 

นพรัตน์และคณะ [9] ศึกษาเร่ืองระบบสนับสนุนทาง
การแพทยเ์พื่อวิเคราะห์โรคหลอดเลือดแดงโป่งพองโดยใช้
เทคนิคเหมืองขอ้มูล เลือกใช้เทคนิค Decision Tree, Naïve 
Bayes และ Neural Network ผลการศึกษาพบวา่แบบจ าลองจาก 
Decision Tree มีประสิทธิภาพค่าความถูกตอ้งสูงสุดเท่ากับ 
98.10% 

ณัฐกรและคณะ [10] วิจยัเร่ืองระบบพยากรณ์ความ
รุนแรงและโอกาสเสียชีวิตในเด็กท่ีไดรั้บบาดเจ็บหรืออุบติัเหตุ
โดยใชโ้ครงข่ายประสาทเทียมเพ่ือช่วยในการตดัสินใจและช่วย
ลดความผิดพลาดอนัเน่ืองมาจากการวินิจฉัยและการรักษาของ
บุคลากรทางการแพทย ์ ขอ้มลูท่ีน ามาใชใ้นการเรียนรู้มาจาก
ฐานขอ้มูลการเฝ้าระวงัการบาดเจ็บโดยเครือข่ายเฝ้าระวงัการ
บาดเจ็บในเด็กแห่งประเทศไทย ผลการทดสอบความแม่นย  า
ของขอ้มลูพบวา่โมเดลท่ีใชมี้ความแม่นย  าสูงถึง 99.26% 

สุพาพรและคณะ [11] ศึกษาเร่ืองการคดักรองสุขภาพ
ส าหรับผูท่ี้เส่ียงต่อการเป็นโรคขอ้เข่าเส่ือมโดยใชเ้หมืองขอ้มูล 
เก็บขอ้มลูเพ่ือใชใ้นการวเิคราะห์จ านวน 383 ชุดขอ้มูล เลือกใช ้
4 อลักอริทึมจากเหมืองขอ้มูล คือ Decision tree, Naïve byes, 

SMO และ Neural network ผลการทดลองพบว่า Naïve byes มี
ประสิทธิภาพค่าความถูกตอ้งสูงสุดท่ี 92.14% 

พวงทองและคณะ [12] วจิยัเร่ืองการพฒันาระบบการ
คัดกรองกลุ่มเส่ียงโรคเบาหวานโดยใช้เทคนิคเหมืองข้อมูล 
เลือกใช้เทคนิคต้นไม้ตัดสินใจ ผลการทดลองพบว่า
ประสิทธิภาพดา้นความถูกตอ้งของตวัแบบพยากรณ์การเกิด
โรคเบาหวานมีค่าเท่ากบัร้อยละ 74.50 

 ไววทิยแ์ละมหศกัด์ิ [13] ศึกษาเร่ืองการพฒันายอดขาย
ปลีกแก๊สรถยนตด์ว้ยวธีิการวเิคราะห์อนุกรมเวลาและโครงข่าย
ประสาทเทียม เน่ืองจากเทคนิคโครงข่ายประสาทเทียมนั้น
ระบบสามารถท่ีจะเรียนรู้จากปัจจัยต่างๆและสามารถทท่ีจะ
สกัดลักษณะออกมาได้เอง ดังนั้ นงานวิจัยน้ีจึงน าเทคนิค
โครงข่ายประสาทเทียมมาสร้างโมเดลในการพยากรณ์ ผลการ
ทดลองพบว่าแบบจ าลองจากโครงข่ายประสาทเทียมมีความ
แม่นย  าเท่ากบั 89% 

การศึกษาทฤษฎีและงานวจิยัขา้งตน้ท าให้คณะผูว้ิจยัได้
แนวคิดท่ี จะน า เทคนิค เหมืองข้อมูลมาใช้ในการสร้าง
แบบจ าลองเพื่อวิเคราะห์ระดบัความเส่ียงโรคไฮเปอร์ไทรอยด์
และศึกษาปัจจยัท่ีมีผลต่อโรคไฮเปอร์ไทรอยด์ โดยเทคนิคท่ี
เลือกมาท าการทดลองในงานวิจัยคร้ังน้ี คือเทคนิคโครงข่าย
ประสาทเทียม การเรียนรู้แบบเบยแ์ละตน้ไมต้ดัสินใจ เน่ืองจาก
ทั้ งสามเทคนิคน้ีเป็นท่ีนิยมใช้ในการวิเคราะห์พยากรณ์และ
จ าแนกลกัษณะขอ้มลู 

 

3. วธีิการด าเนินงาน 
วธีิการด าเนินงานวจิยั มีขั้นตอนการด าเนินงาน 5 ขั้นตอนไดแ้ก่ 
1) การศึกษารวบรวมและเตรียมขอ้มูล 2) การสร้างแบบจ าลอง
พยากรณ์ 3) การวดัประสิทธิภาพแบบจ าลอง 4) การพฒันา
ระบบและ 5) การทดสอบและประเมินระบบ ดงัรูปท่ี 4 และ
รายละเอียดในแต่ละขั้นตอนมีดงัน้ี 
3.1 การศึกษารวบรวมและเตรียมข้อมูล 
การศึกษาท าความเขา้ใจปัญหา พบว่าโรคไฮเปอร์ไทรอยดเ์ป็น
ภาวะหน่ึงท่ีเกิดข้ึนโดยไม่ทราบสาเหตุท่ีแน่นอนแต่มีปัจจัย
เส่ียงต่างๆ ท่ีท าให้เกิดโรคไฮเปอร์ไทรอยด ์ ดงันั้นการคน้หา
ปัจจัย เ ส่ียง ท่ีท า ให้ เ กิดโรคไฮเปอ ร์ไทรอยด์จะ ช่วยให้
วินิจฉัยโรคได้ถูกต้องและเป็นประโยชน์ต่อการวางแผน
ป้องกันรักษาเพ่ือลดความเส่ียงของผูท่ี้มีโอกาสป่วยเป็นโรค 
ไฮเปอร์ไทรอยดไ์ด ้การท าความเขา้ใจขอ้มูลท่ีน ามาใช้ในการ
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วิเคราะห์ โดยการศึกษาวิจยัน้ีใชข้อ้มูลของผูป่้วยโรคไฮเปอร์
ไทรอยดจ์ากโรงพยาบาลในจงัหวดัพิษณุโลก เก็บขอ้มูลตั้งแต่
เดือนมกราคม-ธันวาคม พ.ศ. 2560 จ านวนทั้งหมด 323 ชุด
ขอ้มลูไดจ้ากโรงพยาบาลเอกชน 2 แห่ง ไดแ้ก่ โรงพยาบาลรังสี
รักษา และโรงพยาบาลพิษณุเวช 
 

 
รูปท่ี 4. แสดงขัน้ตอนการด าเนินงานวิจัย 

 
การเตรียมขอ้มูล (Data preparation) เป็นการเตรียม

ขอ้มลูใหพ้ร้อมน าไปใชว้เิคราะห์ขอ้มูล โดยการรวบรวมขอ้มูล
และน าไปเตรียมขอ้มลูดงัน้ี การคดัเลือกขอ้มลูโดยเลือกปัจจยัท่ี 
เก่ียวข้องกับการเป็นโรคไฮเปอร์ไทรอยด์ ใช้วิธีการเก็บ
รวบรวมจากขอ้มลูผูป่้วยและคดัเลือกขอ้มูลปัจจยัท่ีเก่ียวขอ้งซ่ึง
ส่งผลต่อความเส่ียงโรคโรคไฮเปอร์ไทรอยด์ โดยการสอบถาม
จากผูเ้ช่ียวชาญดา้นการแพทย ์จึงสามารถสกดัปัจจยัท่ีเก่ียวขอ้ง
ไดจ้  านวน 12 ปัจจยั ประกอบดว้ยปัจจยัส่วนบุคคล ไดแ้ก่ อาย ุ
เพศ ปัจจยัดา้นลกัษณะอาการไดแ้ก่ เหน่ือยง่าย ใจส่ัน อารมณ์
แปรปรวน น ้าหนกัเพ่ิมหรือลดลงอย่างผิดปกติ เหง่ือออกง่าย/ข้ี
ร้อน ร่างกายอ่อน แรง/อ่อนเพลีย มือส่ัน นอนไม่หลบั ตาโปน 
คอโตกว่าปกติ รวมทั้ งหมด 12 ปัจจัยหน่ึงคลาสผลลัพธ์โดย
แบ่งระดบัความเส่ียงเป็น 4 ระดบั คือ ความเส่ียงมาก ความเส่ียง
ปานกลาง ความเส่ียงน้อยและไม่มีความเส่ียง ขอ้มูลปัจจยัน้ีได้
ผ่านการตรวจสอบจากอายุรแพทย์เ พ่ือความถูกต้องตาม
หลกัการของการวิเคราะห์ความเส่ียงโรคไฮเปอร์ไทรอยด์ โดย
การแบ่งระดับความเ ส่ียง เ ป็น  4  ระดับนั้ นก าหนดโดย

ผูเ้ช่ียวชาญซ่ึงมีรายละเอียดดงัน้ี 1) ไม่มีความเส่ียง หมายถึง พบ
ความเส่ียง 0-3 ขอ้ สามารถเก็บขอ้มูลไดจ้  านวน 87 ชุดขอ้มูล  
2) ความเส่ียงน้อย หมายถึง พบความเส่ียง 4-6 ขอ้ สามารถเก็บ
ขอ้มลูไดจ้  านวน 89 ชุดขอ้มูล 3) ความเส่ียงปานกลาง หมายถึง 
พบความเส่ียง 7-9 ข้อ สามารถเก็บข้อมูลได้จ  านวน 74 ชุด
ขอ้มลูและ 4) ความเส่ียงสูง หมายถึง พบความเส่ียงมากกว่า 10 
ขอ้ข้ึนไป สามารถเก็บขอ้มูลไดจ้  านวน 73ชุดขอ้มูลรวมขอ้มูล
ทั้งหมด 323 ชุดขอ้มลู  

ส าหรับการแปลงข้อมูล (Data transformation) 
ด าเนินการแปลงข้อมูลให้อยู่ในรูปแบบท่ีสามารถน าไป
วเิคราะห์ได ้รายละเอียดในตารางท่ี 1   

 
   ตารางท่ี 1. ปัจจัยท่ีใช้ในการสร้างแบบจ าลอง 

ล าดบั ช่ือตัวแปร รายละเอยีด 

1 เพศ 1=เพศหญิง 2=เพศชาย 

2 อาย ุ 1=15-25 ปี   2=26-35 ปี 

3=36-45 ปี  4=46-60 ปี 

5=61 ปีข้ึนไป 

3 เหน่ือยง่าย 1=  อาการ  2=ไม่  อาการ 

4 ใจส่ัน 1=  อาการ  2=ไม่  อาการ 

5 อารมณ์แปรปรวน 1=  อาการ  2=ไม่  อาการ 

6 น ้าหนกัเพ่ิมหรือ

ลดลงอยา่งผดิปกติ 

1=  อาการ  2=ไม่  อาการ 

7 เหง่ือออกง่าย/ 

ข้ีร้อน 

1=  อาการ  2=ไม่  อาการ 

8 ร่างกายอ่อนแรง/

อ่อนเพลีย 

1=  อาการ  2=ไม่  อาการ 

9 มือส่ัน 1=  อาการ  2=ไม่  อาการ 

10 นอนไม่หลบั 1=  อาการ  2=ไม่  อาการ 

11 ตาโปน 1=  อาการ  2=ไม่  อาการ 

12 คอโตกวา่ปกติ 1=  อาการ 2=ไม่  อาการ 
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ล าดบั ช่ือตัวแปร รายละเอยีด 

13 ผลการวเิคราะห์

ความเส่ียงโรค

ไฮเปอร์ไทรอยด ์

1=                

2=            ปาน 

    กลาง 

3=            นอ้ย 

4=ไม่             

 
3.2 การสร้างแบบจ าลอง  
การสร้างแบบจ าลอง (Model) โดยน าขอ้มูลท่ีเก็บบนัทึกมา
แปลงให้อยู่ในรูปแบบไฟล ์ ARFF และน าไปวิเคราะห์ดว้ย
ขั้นตอนวิธีโครงข่ายประสาทเทียม การเรียนรู้แบบเบยแ์ละ
ตน้ไมต้ดัสินใจ เลือกวิธีวดัประสิทธิภาพแบบจ าลองดว้ยการ
ตรวจสอบไขวแ้บบ k=2-10 (K-fold cross validation) ใน
โปรแกรม WEKA 3.8 

 

 
รูปท่ี 5. แสดงการน าข้อมลูเข้าโปรแกรม WEKA 

 
3.3 การวดัประสิทธิภาพแบบจ าลอง  
การประเมินแบบจ าลองพิจารณาจาก 1) ประสิทธิภาพของ
แบบจ าลองประเมินไดจ้ากค่าความถูกตอ้ง (Accuracy) ในการ
จ าแนกขอ้มูล  2) ค่า Confusion matrix ซ่ึงเป็นตารางสรุปการ
จ าแนกข้อมูลของแบบจ าลองได้ถูกต้องและไม่ถูกต้อง [2] 
สามารถน ามาค านวณเพ่ือวดัประสิทธิภาพโดยการหาค่าดงัน้ี 1)
ค่าความแม่นย  า (Precision) ค  านวณจากค่าของขอ้มูลท่ีมีการ

จ าแนกถูกต้องโดยพิจารณาจากผลรวมของการจ าแนกข้อมูล
ทั้งหมด 2) ค่าความระลึก (Recall) ค  านวณจากค่าของขอ้มูลท่ี
ผลลพัธ์ถูกตอ้งโดยพิจารณาจากขอ้มูลของผลลัพธ์เดียวกนั 3) 
ค่าความถ่วงดุล (F-measure) ค  านวณไดจ้ากค่าเฉล่ียระหว่างค่า
ความแม่นย  าและค่าความระลึก รายละเอียดดงัสมการท่ี 1-4 
ต่อไปน้ี [4] , [14] 
 

           Accuracy =               TP + TN                      (1) 
      TP + FP + FN + TN 
 

          Precision =             TP                       (2) 
      TP + FP 
 

           Recall =                TP                      (3) 
     TP + FN  
 
           F-measure =   ( Precision x Recall  )    x 2          (4) 
                              (Precision +Recall) 
 
 TP = ขอ้มลูเป็นจริงและผลการท านายบอกวา่จริง 
 TN = ขอ้มลูเป็นขอ้มลูไม่จริงและผลการท านายบอกวา่ไม่จริง 
 FP = ขอ้มลูเป็นจริงแต่ผลการท านายบอกวา่ไม่จริง 
 FN = ขอ้มลูเป็นขอ้มลูไม่จริงแต่ผลการท านายบอกวา่จริง 
 
3.4 การพฒันาระบบ  
การพฒันาระบบพยากรณ์ความเส่ียงของโรคไฮเปอร์ไทรอยด ์ 
เร่ิมจากการออกแบบระบบเพื่อให้ทราบถึงขั้นตอนการท างาน
ต่างๆ จึงใช้แผนภาพ UML (Unified Modeling Language) 
แสดงใหเ้ห็นถึงฟังกช์นัการท างานหลกัของระบบท่ีสัมพนัธ์กบั
ผูใ้ช ้ โดยรูปท่ี 6 แสดงรายละเอียด Use Case  Diagram ของ
ระบบ 
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รูปท่ี 6.  แผนภาพ Use Case Diagram ของระบบ 

 
แผนภาพ Use Case Diagram แสดงฟังก์ชนัหลกัของ

ระบบ 2ส่วน ไดแ้ก่ 1) เมนูวิเคราะห์ความเส่ียงโรคไฮเปอร์
ไทรอยด ์ ผูใ้ชต้อ้งท าการกรอกขอ้มูลเพื่อระบบจะประมวลผล
ตามแบบจ าลองท่ีสร้างไว ้แลว้แสดงผลลพัธ์ระดบัความเส่ียงท่ี
สอดคลอ้งกบัเง่ือนไขท่ีก าหนดและ 2) เกร็ดความรู้เก่ียวกบัวิธี
รักษาโรคไฮเปอร์ไทรอยด ์
เม่ือออกแบบระบบแลว้ขั้นต่อไปจึงด าเนินการพฒันาระบบ

ในรูปแบบแอปพลิเคชันบนระบบปฎิบติัการแอนดรอยด์เพื่อ
อ  านวยความสะดวกให้กับผู ้ใช้ โดยใช้โปรแกรม Android 
Studio และภาษา JAVA ร่วมกบัภาษา XML เป็นภาษาหลกัใน
การพฒันา 

 
3.5 การทดสอบและประเมนิระบบ  
ก า รทดสอบและป ระ เ มิ น ผล ระบบ  ไ ด้ท  า ก า รส ร้ า ง
แบบสอบถามประเมินคุณภาพระบบจากผูใ้ชจ้  านวนทั้งหมด 30 
คน 
 

4. ผลการทดลองและการอภิปรายผล 
ผลการทดลองของงานวิจยัประกอบดว้ย 7 ส่วน ไดแ้ก่ 1) ผล
การสร้างแบบจ าลองดว้ยโครงข่ายประสาทเทียม 2) ผลการ
สร้างแบบจ าลองด้วยการเรียนรู้แบบเบย ์ 3) ผลการสร้าง
แบบจ าลองด้วยต้นไม้ตัดสินใจ 4) ผลการเปรียบเทียบ
ประสิทธิภาพแบบจ าลอง 5) ผลการวิเคราะห์ปัจจยั 6) ผลการ
พฒันาระบบและ 7) ผลการประเมินระบบ มีรายละเอียด
ดงัต่อไปน้ี 

4.1 ผลการสร้างแบบจ าลองด้วยโครงข่ายประสาทเทยีม 
การทดสอบโดยใช้แบบจ าลองจากเทคนิคโครงข่ายประสาท
เทียมแบบ Multilayer Perceptron ท าการก าหนดอัตราการ
เรียนรู้ (Learning Rate) ท่ี 0.3 ท าการเทรนทั้งหมด 500 รอบ
แบ่งชุดข้อมูลทดสอบแบบไขว ้ก าหนดค่า k=2 ถึง 10 เพื่อ
เปรียบเทียบค่าความถูกตอ้งของแบบจ าลอง พบวา่แบบจ าลองท่ี
ดีท่ีสุดไดแ้ก่ แบบจ าลองท่ีการแบ่งทดสอบ 4-fold ไดค่้าความ
ถูกตอ้งสูงท่ีสุด 82.97% ค่าความแม่นย  า 83.40% ค่าความระลึก 
83.00% ค่าความถ่วงดุล 82.80%  มีรายละเอียดดงัตารางท่ี 2 

 
 ตารางท่ี 2. ค่าประสิทธิภาพจากเทคนิคโครงข่ายประสาทเทียม 

K-fold Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F-
measure 

(%) 
2-fold 77.39 78.00 77.40 77.10 
3-fold 79.87 79.90 79.90 79.70 
4-fold 82.97 83.40 83.00 82.80 
5-fold 76.78 76.70 76.80 76.60 
6-fold 80.18 80.20 80.20 80.10 
7-fold 77.70 77.70 77.70 77.70 
8-fold 80.49 80.40 80.50 80.30 
9-fold 78.94 78.80 78.90 78.70 

10-fold 80.49 80.40 80.50 80.30 
 

4.2 ผลการสร้างแบบจ าลองด้วยการเรียนรู้แ บบเบย์ 
การทดสอบแบบจ าลองจากเทคนิคการเรียนรู้แบบเบยโ์ดย ใช้
การแบ่งชุดขอ้มูลดว้ยการทดสอบแบบไขว ้ก าหนดค่า k=2 ถึง 
10 เพ่ือเปรียบเทียบค่าความถูกต้องของแบบจ าลอง พบว่า
แบบจ าลองท่ีดีท่ีสุด ไดแ้ก่ 5-fold ไดค่้าความถูกตอ้งสูงท่ีสุด 
68.11%  ค่าความแม่นย  า 68.70% ค่าความระลึก 68.10% ค่า
ความถ่วงดุล 67.70%  รายละเอียดในตารางท่ี 3 

 
   ตารางท่ี 3. ค่าประสิทธิภาพจากเทคนิคการเรียนรู้แบบเบย์ 

K-fold Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F-
measure 

(%) 
2-fold 65.63 65.70 65.60 65.20 
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K-fold Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F-
measure 

(%) 
3-fold 64.08 64.40 64.10 63.60 
4-fold 67.49 67.80 67.50 66.80 
5-fold 68.11 68.70 68.10 67.70 
6-fold 64.39 64.60 64.40 63.80 
7-fold 66.25 66.70 66.30 65.70 
8-fold 67.18 67.90 67.20 66.80 
9-fold 65.63 66.70 65.60 65.40 

10-fold 67.18 67.60 67.20 66.80 
 

4.3 ผลการสร้างแบบจ าลองด้วยต้นไม้ตดัสินใจ 
การทดสอบแบบจ าลองจากเทคนิคตน้ไมต้ดัสินใจ โดยเลือกใช้
อลักอริทึม J48 ใช้การแบ่งชุดขอ้มูลดว้ยการทดสอบแบบไขว ้
ก าหนดค่า k=2 ถึง 10 เพ่ือเปรียบเทียบค่าความถูกต้องของ
แบบจ าลอง ดงัตารางท่ี 4. พบวา่แบบจ าลองท่ีดีท่ีสุด ไดแ้ก่ การ
แบ่งทดสอบแบบ 5-fold ไดค่้าความถูกตอ้งสูงท่ีสุด 79.87% ค่า
ความแม่นย  า 80.00% ค่าความระลึก 79.90% ค่าความถ่วงดุล 
79.60%   

 
   ตารางท่ี 4. ค่าประสิทธิภาพจากเทคนิคต้นไม้ตัดสินใจ 

K-fold Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F-
measure 

(%) 
2-fold 68.42 68.80 68.40 68.30 
3-fold 77.39 77.30 77.40 77.20 
4-fold 75.23 75.20 75.20 75.00 
5-fold 79.87 80.00 79.90 79.60 
6-fold 78.01 77.90 78.00 77.80 
7-fold 78.63 78.50 78.60 78.40 
8-fold 78.63 78.80 78.60 78.50 
9-fold 76.78 76.80 76.80 76.70 

10-fold 79.25 79.40 79.30 79.00 

 
 
 

4. 4 ผลการเปรียบเทยีบประสิทธิภาพแบบจ าลอง 
จากการเปรียบเทียบประสิทธิภาพการท างานของทั้งสามเทคนิค 
ได้ผลการทดลองดังตารางท่ี 5 จะเห็นได้ว่าแบบจ าลองจาก
เทคนิคโครงข่ายประสาทเทียม (ANN)  มีค่าประสิทธิภาพดีกว่า
แบบจ าลองจากเทคนิคตน้ไมต้ดัสินใจและการเรียนรู้แบบเบย ์
โดยมีค่าความถูกตอ้ง 82.972% ค่าความแม่นย  า 83.40% ค่า
ความระลึก 83.00% และค่าความถ่วงดุล 82.80% โดยมี
โครงสร้างแบบจ าลองดงัรูปท่ี 7 

 
    ตารางท่ี 5. ผลการเปรียบเทียบประสิทธิภาพแบบจ าลอง 

Model Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F-
measure 

(%) 

Neural 
Network 

82.97 83.40 83.00 82.80 

Naive 
Bayes 

68.11 68.70 68.10 67.70 

Decision 
Tree  

79.87 80.00 79.90 79.60 

 

 

 
รูปท่ี 7. แบบจ าลองโครงข่ายประสาทเทียมประสิทธิภาพสูงสุด 
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4.5 ผลการวิเคราะห์ปัจจัยที่มีผลต่อการเกิดโรคไฮเปอร์
ไทรอยด์ 
การวเิคราะห์ปัจจยัโดยน าอลักอริทึมท่ีสร้างแบบจ าลองท่ีดีท่ีสุด 
ซ่ึงก็คือแบบจ าลองจากโครงข่ายประสาทเทียมมาวิเคราะห์เพ่ือ
คน้หาปัจจยัท่ีส่งผลต่อการเกิดโรคไฮเปอร์ไทรอยด์ ดว้ยการ
ตรวจสอบปัจจยัยอ้นกลบัโดยลดจ านวนน าเขา้ทีละปัจจยัและ
ตรวจสอบค่าประสิทธิภาพความถูกตอ้งท่ีลดลง โดยถา้ค่าความ
ถูกตอ้งลดลงมากท่ีสุดนั้นคือปัจจยัท่ีมีความส าคญัท่ีสุด จากผล
ในรูปท่ี 8 และตารางท่ี 6 แสดงให้เห็นการวิเคราะห์ปัจจยั ซ่ึง
พิจารณาจากค่าความถูกตอ้งท่ีลดลงมากท่ีสุด 3 ล  าดบั ไดแ้ก่ 1) 
ปัจจยัดา้นอารมณ์แปรปรวน 2) ปัจจยัดา้นเพศและ 3) มีอาการ
เหน่ือยง่ายตามล าดบั 

 

   ตารางท่ี 6. ผลการวิเคราะห์ปัจจัยสูงสุด 3 อันดับ 
ล าดบั ปัจจัย ความถูกต้อง (%) 
1 อารมณ์แปรปรวน 74.61 
2 เพศ 74.92 
3 เหน่ือยง่าย 75.54 

 

 
รูปท่ี 8. ผลการวิเคราะห์ปัจจัยการเกิดโรคไฮเปอร์ไทรอยด์ 
 

จากผลการทดลองวเิคราะห์ปัจจยัทั้งหมด 12 ปัจจยั ดว้ย
การตรวจสอบปัจจยัยอ้นกลบัโดยลดจ านวนน าเขา้ทีละปัจจัย
และตรวจสอบค่าประสิทธิภาพความถูกตอ้งท่ีลดลง ดงัรูปท่ี 8.
ผลการทดลองพบวา่ปัจจยัดา้นอายุ มีค่าความถูกตอ้งลดลงน้อย
ท่ีสุด แสดงวา่อายเุป็นปัจจยัท่ีส่งผลกระทบเล็กน้อยหรืออาจจะ
ไม่มีผลกระทบต่อการเกิดโรคไฮเปอร์ไทรอยด์สอดคลอ้งกับ

ขอ้มูลผูป่้วย [1] ซ่ึงพบไดว้่าโรคไฮเปอร์ไทรอยด์สามารถเกิด
ไดก้บัประชาชนทุกช่วงอาย ุ

นอกจากอายุแล้วปัจจัยท่ีมีค่าความถูกต้องลดลงน้อย
รองลงมาไดแ้ก่ ปัจจยัลกัษณะอาการมือส่ันและอาการนอนไม่
หลบั ซ่ึงแสดงว่า อายุ ลกัษณะอาการมือส่ัน การนอนไม่หลบั 
เป็นท่ีส่งผลกระทบเล็กน้อยหรืออาจจะไม่มีผลกระทบต่อการ
เกิดโรคไฮเปอร์ไทรอยด ์

 
4.6 ผลการพฒันาระบบ 
ระบบพยากรณ์ความเส่ียงโรคไฮเปอร์ไทรอยดพ์ฒันาระบบใน
รูปแบบแอปพลิเคชันบนสมาร์ทโฟนระบบปฎิบัติการแอน
ดรอยด์ การท างานจะสามารถให้ผูใ้ช้เข้าไปกรอกข้อมูลบน
หน้าจอโดยมีข้อค าถามทั้ งหมด 12 ข้อ  จากนั้ นระบบจะ
ประมวลผลและแสดงผลการวิเคราะห์ระดบัความเส่ียงแสดง
ตวัอยา่งดงัรูปท่ี 9. 

 

    
รูปท่ี 9. หน้าจอการวิเคราะห์ข้อมลูและผลลัพธ์การพยากรณ์ 

 
การท างานของระบบประกอบไปดว้ยสองส่วนหลกัคือ

การท าแบบสอบถามเพื่อวิเคราะห์ขอ้มูลระดบัความเส่ียงโรค
ไฮเปอร์ไทรอยด์ ตัวอย่างรูปท่ี 9. และการให้ข้อมูลความรู้
เก่ียวกบัโรคไฮเปอร์ไทรอยด ์ดงัตวัอยา่งรูปท่ี 10. 

 
รูปท่ี 10. หน้าจอวิธีการรักษาโรคไฮเปอร์ไทรอยด์ 



JIST Journal of Information Science and Technology  
Volume 9, NO 1 | JAN – JUN  2019 | 41-51  

 
50 

 

4.7 ผลการประเมนิระบบ 
การประเมินผลระบบใชก้ารประเมินความพึงพอใจดว้ยมาตรา
อนัดบั 5 อนัดบั โดยมีการทดสอบกบัผูใ้ชท้ัว่ไปดว้ยวิธีการสุ่ม
แบบไม่เจาะจงจ านวน 30 คน ไดผ้ลดงัตารางท่ี 7 ซ่ึงพบวา่ความ
พึงพอใจของผูใ้ช้โดยภาพรวมมีความพึงพอใจอยู่ในเกณฑ์
ระดบัดี (Mean=4.08, S.D. = 0.54) สามารถสรุปไดว้่าระบบน้ีมี
ประสิทธิภาพสามารถน าไปประยกุตใ์ชง้านไดจ้ริง สามารถช่วย
วิเคราะห์ระดบัความเส่ียงโรคไฮเปอร์ไทรอยด์ดว้ยตนเองและ
แนะน าแนวทางการรักษาโรคไฮเปอร์ไทรอยดไ์ด ้

 
      ตารางท่ี 7. ผลการประเมินระบบ 

รายการประเมิน Mean S.D. การแปล
ผล 

1. ดา้นการตรงความตอ้งการ
ของผูใ้ช ้

4.03 0.48 ดี 

2. ดา้นการท างานไดต้าม
ฟังกช์นังานของระบบ 

4.20 0.65 ดี 

3. ดา้นความสะดวกและง่าย
ต่อการใชง้าน 

4.17 0.58 ดี 

4. ดา้นการรักษาความ 
ปลอดภยัของขอ้มลูในระบบ 

3.93 0.44 ดี 

ค่าเฉลีย่ 4.08 0.54 ดี 

 
5. บทสรุป  
งานวิจัยน้ีเป็นการพัฒนาระบบส าหรับพยากรณ์ระดับความ
เส่ียงของโรคไฮเปอร์ไทรอยดใ์นรูปแบบของโมบายแอปพลิเค
ชันโดยประยุกต์ใช้เทคนิคเหมืองข้อมูล การด าเนินงานเป็น
การศึกษาและวิเคราะห์ปัจจัยท่ีมีผลต่อการเกิดโรคไฮเปอร์
ไทรอยดเ์พื่อน ามาสร้างเป็นแบบจ าลอง (Model) การพยากรณ์
การเกิดโรคไฮเปอร์ไทรอยด ์ ขอ้มูลท่ีน ามาใชเ้ป็นขอ้มูลท่ีเก็บ
มาจากแบบสอบถามผู้ป่ วยโรคไฮ เปอ ร์ไทรอยด์  จาก
โรงพยาบาลรังสีรักษาและโรงพยาบาลพิษณุเวช จังหวดั
พิษณุโลก จ านวน 323 ชุดขอ้มูล แบ่งเป็นขอ้มูลปัจจยัการเกิด
โรค 12 ปัจจยัหน่ึงคลาสผลลพัธ์ ซ่ึงปัจจยัการเกิดโรคไดผ้่าน
การตรวจสอบความถูกตอ้งจากอายุรแพทย ์ วดัประสิทธิภาพ
แบบจ าลองด้วยการตรวจสอบไขวแ้บบ k =2-10 ผลการ
เปรียบเทียบประสิทธิภาพของแบบจ าลอง พบว่าแบบจ าลอง

จากเทคนิคโครงข่ายประสาทเทียมมีค่าประสิทธิภาพดีท่ีสุด 
โดยมีค่าความถูกตอ้ง 82.97% ค่าความแม่นย  า 83.400% ค่า
ความระลึก 83.00% และค่าความถ่วงดุล 82.80%  

ผลการค้นหาปัจจัยท่ีส่งผลต่อโรคไฮเปอร์ไทรอยด ์
พบวา่ปัจจยัลกัษณะอาการท่ีมีความส าคญัคืออารมณ์แปรปรวน
และเหน่ือยง่าย ส่วนปัจจยัส่วนบุคคลท่ีมีความส าคญัคือเพศ
เน่ืองจากพบผูป่้วยเพศหญิงมากกว่าเพศชาย ปัจจัยท่ีมีผลต่อ
ความเส่ียงไฮเปอร์ไทรอยด์น้อยท่ีสุด 3 อันดับ ได้แก่ อาย ุ
อาการมือส่ันและอาการนอนไม่หลับ ซ่ึงสอดคลอ้งกับขอ้มูล
ผู ้ป่วย ซ่ึงพบว่าโรคไฮเปอร์ไทรอยด์สามารถเกิดได้กับ
ประชาชนทุกช่วงอาย ุ

จากนั้นน าแบบจ าลองท่ีได้ไปใช้ในการพฒันาระบบ
ส าหรับพยากรณ์ความเส่ียงของโรคไฮเปอร์ไทรอยด์  เพื่อ
น าไปใชใ้นการคดักรองผูท่ี้มีภาวะเส่ียงต่อโรคไฮเปอร์ไทรอยด์
ให้สะดวกและรวดเร็วยิ่งข้ึน ระบบน้ีพัฒนาด้วยโปรแกรม 
Android Studio ร่วมกบัภาษา JAVA และภาษา XML หลงัจาก
ท่ีพัฒนาแอปพลิเคชันเรียบร้อยแล้วได้น าระบบไปทดสอบ
ความพึงพอใจจากผูใ้ชง้านจ านวน 30 คน ผลการประเมินความ
พึงพอใจจากผูใ้ชง้านพบว่าภาพรวมผูใ้ชมี้ความพึงพอใจระบบ
อยู่ในระดบัดี (Mean=4.08, S.D. = 0.54) ดงันั้นสามารถน า
ระบบท่ีพฒันาข้ึนน้ีไปใชง้านจริงเพื่อช่วยวิเคราะห์ระดบัความ
เส่ียงโรคไฮเปอร์ไทรอยด์ดว้ยตนเองและแนะน าแนวทางการ
รักษาโรคไฮเปอร์ไทรอยดไ์ด ้

การพฒันางานวิจยัในอนาคต ควรใชจ้  านวนขอ้มูลท่ีมี
มากกวา่น้ีและเพ่ิมขอ้มูลปัจจยัให้ครอบคลุมกบัการวินิจฉัยทาง
การแพทย์เ พ่ือให้ได้ผลลัพธ์ท่ีมีประสิทธิภาพมากข้ึนและ
สามารถน าไปใชป้ระโยชน์ไดอ้ยา่งกวา้งขวาง 
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