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ABSTRACT – An inappropriate selection of higher education entrance came from insufficient 

experience of student and in-depth knowledge of the subject area. Most of students rely on 

social norms and values to make a decision without consideration of individual skill. Therefore, 

in order to select the appropriate subject area, the integrated prediction model of higher 

education entrance based on student’s multiple-intelligence and skills is necessary. According to 

the research, there is the imbalance data of subject areas. Hence, the integrated techniques 

which combined Single Imputation, SMOTE, and feature Selection were used to create 

prediction model. It also implemented Bagging, Boosting and Stacking in the experiments to 

address the problems. The experimental results found that the most importance skill using the 

stacking technique appeared to subject area of mathematical logic. There is an accuracyrate of 

77% performed better which is compared to other techniques. This subject is the fundamental 

of other knowledge areas. It affects the admission to higher education. 
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บทคัดย่อ -- การเลือกกลุ่มสายวิชาที่ไม่เหมาะสมเพ่ือเรียนต่อในระดับอุดมศึกษา เกิดจากการที่นักเรียนยังขาด
ประสบการณ์และยังไม่รู้จักกลุ่มสาขาวิชามากพอ ส่วนใหญ่ใช้ความรู้สึกหรือค่านิยมเป็นหลักใหญ่ในการตัดสินใจ อาจไม่
ทราบถึงความรู้เฉพาะด้านของกลุ่มสายวชิาทีเ่หมาะสมกบัทกัษะของตวัเอง ดงันั้นเพ่ือให้นักเรียนสามารถเลือกเรียนในกลุ่ม
สายวิชาที่เหมาะสมด้วยการสร้างตวัแบบการท านายในการเลือกศึกษาต่อตามทกัษะของกลุ่มผู้เรียนในเชิงพหุปัญญาโดยใช้
เทคนิคแบบบูรณาการ จากการวิจัยพบว่า ข้อมูลกลุ่มสายวิชามีความไม่สมดุลกัน (Imbalanced Data) จึงแก้ปัญหาด้วย
เทคนิคบูรณาการ คือ การแก้ปัญหาข้อมูลขาดหายด้วย Single Imputation การปรับสมดุลข้อมูลด้วย SMOTE การคดัเลือก
คุณลกัษณะด้วย RFE และสร้างตัวแบบท านาย 3 เทคนิค คือ Bagging, Boosting, Stacking ผลการวิจยัสรุปได้ว่าทกัษะที่มี
ความส าคัญมากที่สุดโดยการใช้เทคนิค Stacking คือ ทักษะด้านเหตุผลและคณิตศาสตร์ มีค่าความส าคัญ 77% เม่ือ
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เปรียบเทียบกับเทคนิคอ่ืน ซ่ึงทักษะนี้เป็นรากฐานส าคัญของวิทยาการหลายสาขาส่งผลให้ทักษะนี้มีความส าคัญใน
การศึกษาต่อระดบัอุดมศึกษา 
 

ค าส าคญั: ขอ้มูลไม่สมดุล, การคดักรองคุณลกัษณะแบบท าซ ้ า, การสุ่มเพ่ิมตวัอยา่งเพ่ิมจากกลุ่มส่วนนอ้ยดว้ยการสงัเคราะห์
ขอ้มูลใหม่, แบบจ าลองการเรียนรู้แบบรวมกลุ่ม, ทกัษะการเรียนรู้ในเชิงพหุปัญญา, การแทนค่าสูญหายดว้ยค่าเดียว 
 
1. บทน ำ 
1.1 ทีม่าของปัญหา 
ถา้จะกล่าวถึงประเด็นปัญหาความไม่สอดคลอ้งทางการศึกษา
ของการศึกษาต่อในระดับอุดมศึกษา เม่ือพิจารณาแล้วอาจ
เร่ิมตน้มาจากการตดัสินใจในการเลือกศึกษาต่อท่ีไม่เหมาะสม
กบัทกัษะของผูเ้รียน ทั้งน้ีพบว่าการตดัสินใจในการเลือกศึกษา
ต่อในระดบัอุดมศึกษาของนักเรียนระดบัชั้นมธัยมศึกษาปีท่ี 6 ท่ี
ไม่เหมาะสมกบัทกัษะของตนเองนั้น ส่งผลกระทบเชิงลบกบัตวั
ผูเ้รียนอย่างมากมาย ทั้ งในแง่ของการเรียนและการประกอบ
อาชีพในอนาคต โดยท่ีนักเรียนไม่ทราบทกัษะความรู้ ความถนัด
หรือความตอ้งการท่ีแทจ้ริงของตนเอง อาจท าให้นักเรียนเลือก
การเรียนและการประกอบอาชีพท่ีผิด ย่อมเกิดผลเสียต่าง ๆ 
มากมาย เช่น ไม่สามารถเรียนและท างานให้มีประสิทธิภาพได ้
อาจเกิดความเบ่ือหน่ายในส่ิงท่ีก าลงัท า และเกิดความลม้เหลวใน
การด าเนินชีวิต ส่งผลกระทบต่อดา้นสังคมและเศรษฐกิจของ
ประเทศ นอกจากนั้นการท างานในต าแหน่งท่ีไม่เหมาะสมกับ
คุณ วุฒิ การศึกษามีผล ต่อการได้รับ ค่ าจ้างต ่ ากว่าคุณ วุฒิ 
สถานการณ์ความไม่สอดคลอ้งกนัในตลาดแรงงานส่วนหน่ึงมี
สาเหตุมากจากจ านวนผูท่ี้ส าเร็จการศึกษาในแต่ละปีมีจ านวน
มากกวา่ต าแหน่งงาน ส่งผลใหมี้จ านวนผูว้่างงานมากกวา่ผูมี้งาน
ท า โดยเฉพาะผูส้ าเร็จการศึกษาในระดบัอุดมศึกษา เป็นกลุ่มท่ี
วา่งงานมากท่ีสุด สาขาวิชาท่ีว่างงานมากท่ีสุดคือพาณิชยศาสตร์ 
คิ ด เป็ น  20.2%  รอ งล งมาคื อ  ศึ กษ าศาสต ร์  17.1%  และ
สังคมศาสตร์ 11.7% รองลงมาคือไม่สามารถหางานท่ีเหมาะสม
ได้ 14.6%  และอีกส่วนหน่ึงคือการเลือกงาน สถานการณ์
แรงงานท่ีมีการแข่งขันกันสูงดังกล่าวท าให้ผูส้ าเร็จการศึกษา
ส่วนหน่ึงไม่ต้องการรองานจึงสมัครใจท างานในต าแหน่งท่ี
คุณวุฒิไม่เหมาะสมกบัความรู้หรือความสามารถหรือทกัษะของ
ตนเอง ผลกระทบเชิงลบท่ีเกิดข้ึนคือการได้รับค่าจ้างต ่ากว่า
คุณวุฒิ เกิดความไม่พึงพอใจในงาน และอาจเกิดความเครียดถึง
ขั้นท าร้ายตวัเอง [1] อีกทั้งสถานการณ์ 

 
 

ตลาดแรงงานไทยยงัมีปัญหาความไม่สอดคลอ้งดา้น “Field of 
Study Mismatch” ด้วยเช่นกัน กล่าวคือ คนไทยนิยมเรียนด้าน
สังคมศาสตร์ โดยในระดับมธัยมศึกษาเรามีนักเรียนเรียนสาย
ศิลป์อยู่ถึง 70% และอีก 30% อยู่ในสายวิทยาศาสตร์ [2]มี
งานวิจยัทางดา้นการศึกษาท่ีพบว่า นักเรียนส่วนใหญ่ท่ีตอ้งการ
เลือกศึกษาต่อในระดับอุดมศึกษา นักเรียนต้องการเลือกเรียน
คณะทางสายครุศาสตร์/ศึกษาศาสตร์ มากท่ีสุด รองลงมาไดแ้ก่ 
คณะท่ี เปิดสอนในสาขาวิทยาการจัดการ/  บ ริหารธุรกิจ/
พาณิชยศาสตร์ [3] อย่างไรก็ตามเพ่ือเป็นการช่วยลดปัญหา 
Personality Mismatch รวมทั้งฝึกฝนทกัษะแบบบูรณาการ ไม่ว่า
จะเป็นทกัษะการคิดแบบเชิงวพิากษ์ ทกัษะดา้นเทคโนโลยี และ
ทกัษะดา้นภาษาองักฤษ โดยเร่ิมจากการคิดเป็น เป็นการน าเอา
ความรู้เก่ียวกบัตนเอง ความรู้ทางดา้นสังคม และความรู้ทางดา้น
วิชาการ น ามาใช้ในการแก้ปัญหาหรือประกอบการตัดสินใจ 
หรือ การมีเชาวน์ปัญญา ในการรู้จักตนเองตามความเป็นจริง
เก่ียวกับจุดอ่อนจุดแข็งของตนเอง (Self-awareness) ตามทฤษฎี
พหุปัญญา (Multiple- Intelligence Theory) และสามารถน า
ความรู้จักตนเองน้ีไปใช้ในการคิดพิจารณาในการก าหนด
เป้าหมายและตดัสินใจน าตนเองไปสู่ความส าเร็จ [4] 
 

1.2 วตัถุประสงค์ของการวจิยั 
โดยในงานวจิยัน้ีมีวตัถุประสงคห์ลกัอยู่2 ประการ คือ งานวิจยัน้ี
ไดจ้ดัท าข้ึนโดยมีจุดมุ่งหมายและวตัถุประสงคอ์ยู่ 2 ประการคือ 
(1) เพ่ือสร้างตัวแบบการท านายในการเลือกศึกษาต่อใน
ระดบัอุดมศึกษาตามกลุ่มผูเ้รียนโดยใชเ้ทคนิคแบบบูรณาการใน
การแกปั้ญหา Imbalanced Data ของกลุ่มผูเ้รียน (2) เพื่อศึกษาตวั
แบบความส าคัญท่ีเก่ียวขอ้งกับการท านายกลุ่มผูเ้รียนกับกลุ่ม
สายวิชาท่ีเหมาะสมตามทกัษะของผูเ้รียนในเชิงพหุปัญญา โดย
ผูว้ิจยัไดท้  าการเก็บรวบรวมขอ้มูลนักเรียน จาก 3 แผนการเรียน 
คือ ศิลป์ค านวณ วิทยค์ณิต และศิลป์ภาษา ตั้งแต่ปี พ.ศ. 2560 - 
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2562 จากโรงเรียนเซนตฟ์รังซีสเซเวียร์ จ  านวน 312 คน ขอ้มูลท่ี
เก็บรวบรวมมาจากแบบสอบถามออนไลน์ ผ่านการประเมิน
ความเท่ียงตรง (IOC) จากผูเ้ช่ียวชาญ เพ่ือน าเขา้สู่กระบวนการ
สร้างตวัแบบในการท านายการเลือกศึกษาต่อในระดบัอุดมศึกษา
เบ้ืองต้นจากการเก็บรวบรวมข้อมูลผูว้ิจยัพบว่า จ  านวนข้อมูล
ขอ งก ลุ่ มผู ้ เรี ยน กับ ก ลุ่ ม ส ายวิช า มี ค ว าม ไ ม่ส ม ดุล กัน 
(Imbalanced Data) โดยบางกลุ่มสายวิชานักเรียนมีความสนใจ
นอ้ยกวา่บางกลุ่มสายวิชาดงันั้นในการศึกษางานวจิยัน้ีทางผูว้จิยั
ไดเ้ล็งเห็นว่าฟันเฟืองท่ีส าคญัท่ีจะช่วยในการแกปั้ญหาความไม่
สอดคล้องของการเลือกศึกษาต่อในระดับอุดมศึกษาของ
นักเรียนระดับชั้นมธัยมศึกษาปีท่ี 6 กับทักษะของผูเ้รียน ด้วย
การใชเ้ทคนิคแบบบูรณาการในการแกปั้ญหา Imbalanced Data 
ของกลุ่มผูเ้รียน อีกทั้งเพ่ือเป็นการเพ่ิมสมรรถนะสูงสุดใหก้บัตวั
แบบการท านายทางผูว้ิจยัจึงไดน้ าวิธีการคัดเลือกคุณลักษณะ  
(Feature Selection: FS) ของตวัแปรท่ีส าคญัและเก่ียวขอ้งกบัการ
ท านายกลุ่มผู ้เรียนกับกลุ่มสายวิชา ด้วยเทคนิคแบบท าซ ้ า
(Recursive Feature Elimination : RFE)และเพ่ิมประสิทธิภาพ
ความแม่นย  าของตวัแบบการท านายดว้ยเทคนิคของแบบจ าลอง
การเรียนรู้แบบรวมกลุ่มด้วย 3 เทคนิค คือ Bagging, Boosting 
และ Stacking ซ่ึงจะส่งเสริมให้ประสิทธิภาพในการท านายกลุ่ม
เรียนกบักลุ่มสายวชิาท่ีความแม่นย  าและถูกตอ้งมากยิง่ข้ึน  

 
2. วธีิด าเนินการวจัิย 
2.1 ทฤษฎแีละงานวจิยัทีเ่กีย่วข้อง 
กลุ่มสายวิชา (Subject Area) ในปัจจุบันมีการจ าแนกออกเป็น
หลายสาขา ซ่ึงในแต่ละสาขาวชิา มีการศึกษารายละเอียดท่ีลึกซ้ึง 
และแยกออกเป็นสาขาย่อยอีกเป็นจ านวนมาก การจ าแนก
สาขาวิชาการสามารถแบ่งออกได้เป็น 3 ประเภทใหญ่ ได้แก่ 
สาขาวิทยาศาสตร์ (Sciences) สาขาวิชาสังคมศาสตร์ (Social 
Sciences) และสาขาวิชามนุษยศาสตร์ (Humanities) โดยแบ่ง
ตามลักษณะและขอบเขตของข้อเท็จจริงท่ีศึกษา สาเหตุของ
ขอ้เท็จจริง และการประเมินคุณค่าของข้อเท็จจริงนั้ น รวมทั้ ง
วธีิการศึกษา และการแสวงหาความรู้ในแต่ละสาขาวชิา [5] 

จากการเก็บรวบรวมของส านักงานคณะกรรมการการ
อุดมศึกษาได้มีการส รุปข้อ มูลนั ก ศึกษาให ม่ ปี  2563 ใน
สถาบันอุดมศึกษาทั้ งหมด โดยแบ่งตามกลุ่มสาขาวิชาของ 
UNESCO ไวด้ังน้ี Education จ านวน 29,315 จ านวน Arts and 

humanities  45,694  จ  านวน  Social sciences  จ  านวน  28,204  
Business administration จ า น ว น  104,525 Natural science 
จ านวน 15,874 ICT จ านวน 18,190 Engineering จ านวน 49,221, 
Agriculture จ านวน 9,213 Health and welfare จ านวน 28,301 
Services จ านวน 16,301 รวมทั้งส้ิน 345,038 คน [6] ทั้งน้ีพบว่า
ในแต่ละมหาวิทยาลัยมีการเปิ ดสอนตามหลักสูตรท่ีไม่
เหมือนกนั จึงมีช่ือคณะ และสาขาท่ีแตกต่างกนั ดงันั้นทางผูว้ิจยั
จึงมีการวเิคราะห์จ าแนกในแต่ละประเภทกลุ่มสายวชิาจากขอ้มูล
ของส านักงานคณะกรรมการการอุดมศึกษา โดยแบ่งออกเป็น 8 
กลุ่มสายวิชาดังน้ี  กลุ่มสายวิชาวิทยาศาสตร์, กลุ่มสายวิชา
วิศวกรรมศาสตร์และเทคโนโลยี, กลุ่มสายวิชาวิทยาศาสตร์
สุขภาพ, กลุ่มสายวิชาบริหารธุรกิจ, กลุ่มสายวชิาภาษา, กลุ่มสาย
วชิาสังคม, กลุ่มสายวิชาการศึกษา และ กลุ่มสายวิชาศิลปะ เพื่อ
น าเขา้สู่กระบวนการวเิคราะห์และสร้างตวัแบบการท านายต่อไป 

ความไม่สมดุลของข้อมูล (Imbalanced data)เป็นปัญหา
ของขอ้มูลท่ีมีจ านวนขอ้มูลในกลุ่มหน่ึงมากกว่าจ านวนข้อมูล
ของอีกกลุ่มหน่ึงเป็นจ านวนมาก อาจเกิดข้ึนเน่ืองจากลกัษณะ
ทางธรรมชาติของขอ้มูลท่ีมีความแตกต่างของจ านวนในแต่ละ
กลุ่ม หรืออาจเกิดจากข้อจ ากัดในการเก็บข้อมูล  ซ่ึงเกิดข้ึนได้
ทัว่ไปในหลายๆ สถานการณ์ [7] อาทิเช่น ไดมี้งานวจิยัทางดา้น
การแพทยท่ี์น าวิธีการแก้ปัญหาความไม่สมดุลของขอ้มูลมาใช้
กบัขอ้มูลผูป้ระกอบการร้านยา แบ่งเป็นผูป้ระกอบการท่ีมีรายได้
น้อยและกลุ่มผูป้ระกอบการท่ีมีรายไดสู้ง โดยมีจ านวน 72 และ 
39 ตามล าดบั ซ่ึงมีจ านวนในแต่ละกลุ่มท่ีแตกต่างกนัเกือบเท่าตวั 
ดงันั้นวธีิการจ าแนกประเภทจะใหผ้ลท่ีเอนเอียงเน่ืองจากจ านวน
ของทั้ งสองกลุ่มแตกต่างกันมาก จึงควรมีการปรับข้อมูลให้มี
ความสมดุล และเน่ืองจากจ านวนขอ้มูลทั้งหมดนั้นมีน้อย ดงันั้น
การสุ่มตวัอย่างเพ่ิมเป็นทางเลือกท่ีเหมาะสมดว้ยการสุ่มตวัอย่าง
เพ่ิมกลุ่มส่วนน้อยด้วยการสังเคราะห์โดยวิธี SMOTE  การท่ี
ขอ้มูลไม่สมดุลจะส่งผลต่อการจ าแนกประเภทกลุ่มส่วนน้อย 
(Minority Class) ท่ี เป็นกลุ่มหายาก เน่ืองจากวิธีการจ าแนก
ข้อมูลทั่วไปจะมีประสิทธิภาพในการจ าแนกข้อมูลก็ต่อเม่ือ
ขอ้มูลในแต่ละกลุ่มมีจ านวนใกลเ้คียงกนั ซ่ึงหากขอ้มูลไม่สมดุล 
วิธีการจ าแนกประเภททั่วไปมีความโน้มเอียงท่ีจะท านายเป็น
กลุ่มส่วนมาก (Majority Class) การท าให้ข้อมูลทั้ งสองกลุ่มท่ี
จ านวนใกลเ้คียงกันท าไดโ้ดยการสุ่มตวัอย่างซ ้ า (Re-sampling) 
ซ่ึ งท าได้ใน  2 ลักษณะ ได้แก่  การสุ่มตัวอย่างลด (Under-
sampling) ก ลุ่มส่ วนมาก  และการ สุ่มตัวอย่างเพ่ิ ม  (Over-



JIST Journal of Information Science and Technology  
Volume 11, NO 1 | JAN – JUN 2021 | 65-79  

 

68 

 

sampling) กลุ่มส่วนน้อย โดยตวัอย่างท่ีเพ่ิมหรือลดสามารถท า
ด้วยการสุ่มตัวอย่างเพ่ิมจากข้อมูลเร่ิมต้นอย่างสุ่ม (Random 
Over-sampling: ROS) หรือการสุ่มตวัอยา่งลดอยา่งสุ่ม (Random 
Under-sampling: RUS) การสุ่มตัวอย่างลดจะเหมาะกับข้อมูล
ขนาดใหญ่ ซ่ึงมีข้อเสียคือท าให้สูญเสียสารสนเทศของข้อมูล 
ส่วนการสุ่มตวัอย่างเพ่ิมเหมาะกับข้อมูลท่ีขนาดไม่ใหญ่ แต่มี
ข้อเสียคือท าให้ใช้เวลาในการประมวลผลเพ่ิมข้ึน [8] ได้มี
งานวิจยัทางดา้นเหมืองขอ้มูลท่ีน าขอ้มูลจ านวนกลุ่มนักศึกษาท่ี
ไม่ส าเร็จการศึกษาตามแผนมากกว่ากลุ่มนักศึกษาท่ีไม่ส าเร็จ
การศึกษาตามแผน ผูว้ิจัยแก้ปัญหาโดยการน าวิธีการสุ่มเพ่ิม
ตวัอย่างข้อมูลกลุ่มน้อย (SMOTE) เป็นเทคนิคการสุ่มตวัอย่าง
โดยใช้ข้อมูลเดิมแต่จะท าการสังเคราะห์ขอ้มูลข้ึนมาใหม่จาก
ข้อมูลเดิมท่ีมีอยู่ด้วยหลักการเพ่ือช่วยในการปรับสมดุลของ
ขอ้มูลเพื่อให้จ  านวนของคลาสรอง (Minority Class) มีจ านวน
เทียบเท่าหรือใกล้เคียงกับจ านวนข้อมูลท่ี เป็นคลาสหลัก 
(Majority Class) [9] จากงานวิจัยท่ีกล่าวมาในข้างต้นพบว่าถ้า
ขอ้มูลมีปัญหาความไม่สมดุล ควรมีการปรับข้อมูลให้มีความ
สมดุลก่อน ซ่ึงจะช่วยให้การจ าแนกประเภทข้อมูลสามารถ
ท างานได้อ ย่างมีประสิท ธิภ าพมากยิ่ ง ข้ึน  และจากการ
เปรียบเทียบผลการทดลองของงานวิจยัท่ีไดน้ ามาทบทวน ทาง
ผูว้ิจยัพบว่าเทคนิคการแก้ปัญหาความไม่สมดุลของข้อมูลท่ีมี
ประสิทธิภาพท่ีสุดนั่นก็ คือ เทคนิคการสังเคราะห์ขอ้มูลใหม่ 
(SMOTE) 

การคดัเลือกคุณลกัษณะ (Feature Selection) เป็นวิธีการ
ในการคดัเลือกคุณลกัษณะท่ีมีความส าคญัและใช้เพื่อลดขนาด
หรือมิติของขอ้มูลลง การคดัเลือกคุณลกัษณะจึงเป็นหวัใจส าคญั
ในการท าเหมืองข้อมูล (Data Mining) ซ่ึงในปัจจุบันมีวิธี ท่ี
น่าสนใจอยู่ดว้ยกนัหลายวิธี โดยในงานวิจยัน้ีจะกล่าวถึงวิธีการ
หลักๆ อยู่ด้วยกัน 3 วิธี คือ (1) วิธีฝังตัว (Embedded methods) 
เป็ น วิ ธี ก ารคัด เลื อ ก คุณ ลักษณ ะ เป็ น ส่ วนห น่ึ ง ท่ี อยู่ ใน
กระบวนการจ าแนกประเภทดว้ย เช่น กระบวนการสร้างตน้ไม้
การตดัสินใจ (Decision Tree) โดยจะท าการคดัเลือกเซตย่อยท่ีมี
คุณลักษณะท่ีเหมาะสมในแต่ละขั้นตอนวิธี [10] (2) วิธีแบบ
กรอง (Filter-based) เป็นวิธีท่ีใช้การประเมินความมีประโยชน์
ของแต่ละลักษณะเฉพาะต่อการจ าแนกข้อมูล โดยเรียกว่า ค่า
คะแนนลักษณะเฉพาะ (Feature Score) โดยขั้นตอนน้ีจะเลือก
ลักษณะเฉพาะท่ีมีค่าคะแนนสูง [Top Score Feature) มากกว่า
ลักษณะเฉพาะท่ีมีค่าคะแนนต ่า [11] (3) วิธีการคัดเลือกแบบ

ห่อหุ้ม (Wrapper-based) จะใชอ้ลักอริทึมการคน้หา (Searching 
Algorithm) และอัลกอริทึมการเรียนรู้ (Learning Algorithm) ท่ี
เตรียมไวแ้ล้วส าหรับกลุ่มของลักษณะเฉพาะท่ีเหมาะสมกับ
อลักอริทึมการเรียนรู้นั้ น ท าให้วิธีการน้ีมีความแม่นย  าในการ
จ าแนกข้อ มูลได้ดีกว่าตัวกรอง (Part, 2017, 101-102) จาก
งานวิจัยท่ีกล่าวมาในข้างต้นพบว่าวิธีคัดเลือกแบบห่อหุ้ม 
(Wrapper-based) เป็นวิ ธีการคัด เลือกคุณลักษณะท่ี มีความ
แม่นย  าในการจ าแนกขอ้มูลส าหรับปัญหาท่ีเฉพาะเจาะจง ดงันั้น
ในกระบวนการคัดเลือกคุณลักษณะเน่ืองจากวิธีการคัดเลือก
คุณลกัษณะแบบห่อหุ้มให้ความแม่นย  าสูง ทางผูว้ิจยัจึงเลือกใช้
วิธีการดังกล่าว ดว้ยเทคนิค Recursive Feature Eliminationเพื่อ
คัดเลือกคุณลักษณะท่ีส าคัญและเก่ียวข้องกับการท านายกลุ่ม
ผูเ้รียนกบักลุ่มสายวิชา ท่ีเหมาะสมตามทกัษะของผูเ้รียนในเชิง
พหุปัญญา เพ่ิมประสิทธิภาพความแม่นย  าของตัวแบบการ
ท านาย 

แบบจ าลองการเรียนรู้แบบเชิงเด่ียว (Individual Standard 
Model) เป็นแบบจ าลองการเรียนรู้จากเพียงตัวจ าแนกข้อมูล 
(Classifier) เพียงตวัเดียวโดยไม่ใชค้วบคู่กบัตวัอ่ืน ไดมี้งานวิจยั
ทางดา้นเหมืองขอ้มูลท่ีน ามาใชใ้นการพฒันาคุณภาพการศึกษา
คณะวศิวกรรมศาสตร์ โดยใชข้อ้มูลประวติัส่วนตวัของนิสิตและ
ข้อมูลการลงทะเบียนของนิสิตมาช่วยพิจารณาหารูปแบบ
ความสัมพนัธ์ของขอ้มูล และน าไปประยกุตใ์ชใ้นการช่วยคน้หา
ภาควิชาท่ี เหมาะสมกับนิสิต เพ่ือเป็นแนวทางในการแก้ไข
ปัญหาการเลือกสาขาวิชาท่ีไม่ตรงกับความสามารถ และปัญหา
ผลการเรียนท่ีตกต ่าจนตอ้งออกจากสถาบนัการศึกษา [12] 

แบ บ จ าล อ งก าร เรี ยน รู้ แ บ บ รวมก ลุ่ ม  (Ensemble 
Learning-based Model)เป็นการสร้างแบบจ าลองการเรียนรู้แบบ
รวมกลุ่มท่ีมีการใชต้วัจ าแนก (Classifier) มากกวา่หน่ึงตวัในการ
เรียนรู้ แต่ละตวัจ าแนกจะมีกระบวนการท างานของตวัเองและ
ทุกตวัจ าแนกจะกระท ากับขอ้มูลเดียวกนั เม่ือไดผ้ลการจ าแนก
ของแต่ละตวัจ าแนกแลว้ ก็จะน าผลลพัธ์เหล่านั้นมาผ่านวิธีการ
รวบรวม (Combination หรือ Vote) และสุดท้ายน าไปตัดสิน 
โดยเทคนิคดงักล่าวมีจุดมุ่งหมายในการเพ่ิมประสิทธิภาพความ
แม่นย  าให้กับแบบจ าลองการเรียนรู้ [13] โดยท่ี  Ensemble 
Classification มี เท ค นิ ค อ ยู่ ด้ ว ยกั น  3 แ บ บ  คื อ  Bagging, 
Boosting, และ Stacking จากการทบทวนวรรณกรรมมีงานวจิยัท่ี
มีการประยุกต์แบบจ าลองแบบรวมกลุ่มในการจ าแนกข้อมูล 
เช่น ไดมี้งานวิจยัทางดา้นการศึกษามีการวิเคราะห์ความคิดเห็น
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เก่ียวกบัการจดัการเรียนการสอนดว้ยการวเิคราะห์ความรู้สึกโดย
ใช้เทคนิคการเรียนรู้แบบรวมกลุ่มในการจ าแนกข้อมูล เพื่อ
เปรียบเทียบประสิทธิภาพในการจ าแนกขอ้มูลจากการทดลอง
พบว่า เทคนิควิธีการรวมกลุ่มเพ่ือจ าแนกข้อมูลแบบ Majority 
Vote มีประสิทธิภาพมากท่ีสุด [14]ไดมี้งานวิจยัทางดา้นเหมือง
ข้ อ มู ล ท่ี มี ก ารป ร ะ ยุ ก ต์ ใ ช้ ข้ อ มู ล เก่ี ย ว กั บ ธุ ร กิ จ ด้ าน
อสังหาริมทรัพยร่์วมกบัเทคนิคการเรียนรู้แบบกลุ่ม (Ensemble 
Learning-based Model) ในการก าหนดระดับของโครงการ
อสังหาริมทรัพยเ์พ่ือช่วยในการตดัสินใจให้กบันักลงทุนในการ
กูเ้งินเพ่ือลงทุน จากผลการทดลองพบว่า การจ าแนกขอ้มูลดว้ย
เทคนิคการเรียนรู้แบบกลุ่มมีประสิทธิภาพท่ีดีกว่าการจ าแนก
ขอ้มูลดว้ยเทคนิคอ่ืน ๆ [15]ไดมี้งานวิจยัทางดา้นเหมืองขอ้มูลท่ี
มีการประยุกต์ใช้แบบจ าลองการเรียน รู้แบบรวมกลุ่มเพ่ือ
พยากรณ์แนวโน้มผลตอบแทนการลงทุนในตลาดหลกัทรัพย์
แห่งประเทศไทย โดยใชข้อ้มูลหลกัทรัพยท่ี์อยู่ในดชันี SET 50 
ของตลาดหลกัทรัพยแ์ห่งประเทศไทย และขอ้มูลดชันีช้ีวดัทาง
เทคนิคเพื่อเปรียบเทียบประสิทธิภาพ และผลตอบแทนในการ
ลงทุน โดยผลการทดลองให้เห็นว่า แบบจ าลองการเรียนรู้แบบ
กลุ่ม ด้วยวิธีการ Weight Average ช่วยเพ่ิมประสิทธิภาพใน
ความแม่นย  าไดดี้กวา่การจ าแนกขอ้มูลดว้ยเทคนิคอ่ืน ๆ [16] 

การเรียน รู้แบบกลุ่มด้วยเทคนิคถุงจ าแนก Bagging 
Classificationเป็นเทคนิคส าหรับช่วยเพ่ิมประสิทธิภาพในการ
สร้างแบบจ าลองโดยท างานร่วมกบัเทคนิคการเรียนรู้ต่าง ๆ เช่น 
ตน้ไมต้ดัสินใจ (Decision Tree) โดยเร่ิมจากการสุ่มเลือกขอ้มูล
ดว้ยหลกัการสุ่มแบบ Bootstrap ข้ึนมาหลายๆ ชุด ในจ านวนเท่า
ขอ้มูลเดิม แลว้น าขอ้มูลท่ีสุ่มข้ึนมาไปใชส้ร้างแบบจ าลองทุกชุด
ข้อมูล จากนั้ นใช้หลักการโหวต (Vote) เพื่อหาแบบจ าลองท่ี
สามารถตอบขอ้มูลทดสอบไดดี้ท่ีสุดมาเป็นแบบจ าลองส าหรับ
การจ าแนกขอ้มูลชุดนั้น [17]ไดมี้งานวิจยัทางดา้นการแพทยท่ี์
น ามาใช้เทคนิคการสุ่มตวัอย่างให้กับขอ้มูลท่ีไม่สมดุล ซ่ึงเป็น
ขอ้มูลทางการแพทยท่ี์มีความไม่สมดุลระหว่างผูป่้วยและผูไ้ม่
ป่วย และมีการใช้เทคนิค Bagging เพื่อเปรียบเทียบเทคนิค
วิธีการจ าแนกขอ้มูลท่ีมีประสิทธิภาพท่ีเหมาะสมกับขอ้มูลของ
ผูป่้วย [18] 

การเรียนรู้แบบกลุ่มด้วยเทคนิค Boosting Classification
เป็นแบบจ าลองการเรียนรู้แบบกลุ่มท่ีใช้วิธีการเรียนรู้แบบเป็น
ล าดบั โดยน าเอาขอ้ผดิพลาดท่ีไดจ้ากการเรียนรู้ของตวัจ าแนก 

ตวัแรกมากปรับปรุงกับตัวจ าแนกข้อมูลตวัถัดไป เพ่ือช่วยลด
ขอ้ผิดพลาด ส่งผลให้มีค่าความถูกตอ้งเพ่ิมมากข้ึน แนววิธีแบบ
ชุดของการท างานระบบการเรียนรู้หลายระบบ ได้มีงานวิจัย
ทางดา้นเหมืองขอ้มูลท่ีน าเทคนิคต้นไมช่้วยตดัสินใจ ร่วมกับ
เทคนิค Boosting โดยไดท้ดสอบประสิทธิภาพของแบบจ าลอง
กบั ขอ้มูลจาก UCI ผลลพัธ์ท่ีไดแ้สดงให้เห็นว่าเทคนิคดงักล่าว
ให ้ประสิทธิภาพท่ีดีมากกวา่แบบจ าลองการเรียนรู้แบบเชิงเด่ียว 
[19] 
การเรียนรู้แบบกลุ่มด้วยเทคนิค Stacking Classificationเป็น
แบบจ าลองการเรียนรู้แบบกลุ่ม โดยรวมตัวจ าแนกขอ้มูลการ
ท านายท่ีแตกต่างมากกว่า 1 ประเภทมารวมกนัไวใ้นท่ีเดียวและ
มีขั้นตอนการท านายมากกว่า 1 ชั้น และมีการใช้ K-fold Cross 
validation เพ่ือสร้างการรวมการถ่วงน ้ าหนักท่ีดีท่ีสุดของการ
ท านาย ไดมี้งานวิจยัทางดา้นการแพทยน์ าเสนอแบบจ าลองการ
เ รี ย น รู้ แ บ บ ห ล า ย ชั้ น ( Multi Kernels on Multiple 
Layers:MKML) ซ่ึงเป็นเป็นการเรียนรู้แบบกลุ่มประเภทหน่ึง 
แต่มีหลายชั้ นหรือเรียกว่า Stacking Ensemble Model ผลการ
ทดลองพบว่าแบบจ าลองการเรียน รู้แบบ MKML ช่วยเพ่ิม
ประสิทธิภาพความเท่ียงตรงมากกว่าแบบจ าลองการเรียนรู้การ
ท านายแบบเด่ียว อีกทั้งยงัสามารถน าไปใช้เพ่ือช่วยเหลือแพทย์
ในการวินิจฉัยผูป่้วยท่ีมีความเส่ียงต่อการเป็นโรคเบาหวานได้
แม่นย  ายิง่ข้ึน [20]กล่าวโดยสรุป เม่ือพิจารณาอยา่งรอบดา้นแลว้ 
ผูว้ิจยัตระหนักว่าในงานวิจยัน้ีควรมีการใชเ้ทคนิคในการจดัการ
ขอ้มูลท่ีไม่สมดุล ดว้ยการใช้เทคนิคการสุ่มเพ่ิมตวัอย่างข้อมูล
จากก ลุ่มส่วนน้อยด้วยเทคนิคการสังเคราะห์ข้อ มูลใหม่ 
(SMOTE) ร่วมกบักระบวนการคดัเลือกคุณลกัษณะ ดว้ยเทคนิค 
Recursive Feature Elimination เพ่ือช่วยลดขนาดหรือมิติของ
ข้อมูลลงเพื่อให้ได้คุณลักษณะท่ีส าคัญและเก่ียวข้องกับกลุ่ม
ผูเ้รียนกบักลุ่มสายวิชา ท่ีเหมาะสมตามทกัษะของผูเ้รียนในเชิง
พหุปัญญา และก็น าขอ้มูลท่ีไดเ้ขา้สู่กระบวนการจ าแนกขอ้มูล
ดว้ยวิธีการเรียนรู้แบบกลุ่ม (Ensemble Learning-based Model) 
ด้วย เทคนิค  Bagging, Boosting และ  Stacking เพื่ อ เป็นการ
เปรียบเทียบประสิทธิภาพของแต่ละเทคนิคในการท านาย
ผลลัพธ์จากคุณลักษณะท่ีส าคัญต่อการเลือกกลุ่มสายวิชาใน
การศึกษาต่อในระดับ อุดมศึกษา ได้อย่างถูกต้องและมี
ประสิทธิภาพ 
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2.2 กรอบแนวคดิในการวจิยั 
ผูว้จิยัไดใ้ชเ้ทคนิคแบบบูรณาการ เร่ิมตน้จากการแกปั้ญหาขอ้มูล
ขาดหายและขอ้มูลไม่สมดุล ดว้ยเทคนิคSingle Imputation การ
สั งเคราะห์ข้อ มูลให ม่  ด้วย เทค นิค  SMOTEการคัด เลือก
คุณลกัษณะดว้ยเทคนิค RFE  
 
 
 
 
 
 
 
2.3 ขั้นตอนการเกบ็รวบรวมข้อมูล (Data Collection) 
งานวจิยัน้ีเร่ิมตน้เก็บรวบรวมขอ้มูลจากแบบสอบถามออนไลน์
ท่ีผ่านการประเมินความเท่ียงตรงจากผูเ้ช่ียวชาญ (IOC) ของ
นักเรียนระดบัชั้นมธัยมศึกษาปีท่ี 6 จาก 3 แผนการเรียน ศิลป์
ค านวณ วิทย์คณิต และศิลป์ภาษา ตั้ งแต่ปี พ.ศ. 2560 - 2562 
จ านวน 312 คน ประกอบดว้ยขอ้มูลดา้นประชากรศาสตร์  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

และการสร้างตัวแบบการท านายในการจ าแนกข้อมูลด้วยการ
สร้างแบบจ าลองการเรียนรู้แบบรวมกลุ่ม (Ensemble Learning-
based Model) ด้วย 3 เทคนิค Bagging, Boosting และ Stacking
โดยมีขั้นตอนการด าเนินการดงัรูปท่ี 1 
 
 
 
 
 
 
 
 
(Demographic data) ข้อมูลทักษะการเรียนรู้ในเชิงพหุปัญญา
และขอ้มูลกลุ่มสายวิชา ในแง่ของสถิติผูว้ิจยัก าหนดขนาดกลุ่ม
ตวัอย่างตามแนวคิดของ Taro Yamane[21] จ  านวนกลุ่มตวัอย่าง
ท่ีได้ 175 คน โดยข้อมูลจะประกอบไปด้วย เพศ ทักษะการ
เรียนรู้ในเชิงพหุปัญญาทั้ ง 9 ด้าน และกลุ่มสายวิชาแบ่งเป็น
คลาสจ านวน 8กลุ่ม โดยสรุปมีรายละเอียด ดงัตารางท่ี 1 และ 2 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

รูปท่ี 1. กรอบแนวคิดการสร้างตัวแบบการท านายการเลือกศึกษาต่อระดับอุดมศึกษาด้วยเทคนิคแบบบูรณาการ 
 

ตารางท่ี 1. แสดงตัวอย่างชุดข้อมลูของกลุ่มผู้เรียน 
Gender Lin Log Spa Mus Bod Inter Intra Nat Exi Class 
Male 3 5 3 3 5 4 4 5 5 2 

Female 5 4 4 3 3 5 4 5 4 5 
Male 4 4 1 3 3 4 5 5 4 3 
….. ….. ….. ….. ….. ….. ….. ….. ….. ….. ….. 

Female 1 4 4 1 1 4 3 3 4 3 
Female 5 4 3 4 4 3 4 4 4 5 
Male 5 4 4 1 3 4 5 3 4 4 
….. ….. ….. ….. ….. ….. ….. ….. ….. ….. ….. 

 

 
 
 
 
 
 
ตารางท่ี 2. แสดงข้อมลูคุณลักษณะเฉพาะของกลุ่มผู้เรียน 
 

2.4 ขั้นตอนการเตรียมข้อมูล (Data Pre-processing) 
ในเบ้ืองต้นจากการเก็บรวบรวมข้อมูล พบว่าข้อมูลมีความไม่
สมบูรณ์และมีค่าท่ีขาดหายไป (Missing Data) จึงท าให้ข้อมูล
ของผูเ้รียนบางรายไม่ครบหรือขาดหายไป อีกทั้งชนิดของขอ้มูล
ยงัไม่เหมาะสมกับการน าไปวิเคราะห์ เน่ืองจากข้อมูลท่ีเก็บ
รวบรวมมาจากการวัดทัศนคตินั้ น เป็นข้อมูลเชิงคุณภาพ 
(Qualitative data) เช่น ขอ้มูลเพศ ข้อมูลระดบัคะแนน ท่ีมีช่วง
เท่าแต่ไม่สามารถน ามาค านวณได ้(Categorical Data) จึงท าให้
ไม่สามารถ 

ไม่สามารถน าขอ้มูลเขา้สู่กระบวนการคดัเลือกคุณลกัษณะ ได ้
ซ่ึงปัญหาดังกล่าวอาจส่งผลต่อประสิทธิภาพในขั้นตอนการ
วเิคราะห์ได ้ทางผูว้จิยัจึงไดท้  าการแกปั้ญหาดว้ยการแปลงขอ้มูล
เชิงคุณภาพให้เป็นขอ้มูลเชิงปริมาณแบบต่อเน่ือง (Continuous 
data) หลงัจากแปลงชนิดขอ้มูลแลว้ผูว้ิจยัพบปัญหาขอ้มูลท่ีขาด
หายไปจึงแก้ปัญหาด้วยวิธี Single Imputationซ่ึงมีข้อดี คือ ท า
ให้จ  านวนตัวอย่างไม่ลดลงและวิธีท่ีนิยมใช้มากท่ีสุด คือ การ
แทนค่าดว้ยวิธีการค านวณค่าเฉล่ีย ซ่ึงวิธีการน้ีไม่ส่งผลกระทบ
ต่อการ 
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ต่อการวิเคราะห์ขอ้มูล เน่ืองจากงานวิจยัน้ีไม่ไดมี้การวิเคราะห์

ความสัมพนัธ์ระหว่างตัวแปร อีกทั้ งวิธีการ Single Imputation 

เป็นโมดูลท่ีนิยมใชส้ าหรับการท างานดา้นเหมืองขอ้มูล[22] 

ซ่ึงขอ้มูลจะประกอบไปดว้ย เพศ ระดบัคะแนนของทกัษะการ

เรียนรู้ของกลุ่มผูเ้รียนในเชิงพหุปัญญา ดงัตารางท่ี 3 

 

ตารางท่ี 2. แสดงข้อมลูคุณลักษณะเฉพาะของกลุ่มผู้เรียน 
Feature Description 

Gender เพศ 
Linguistic  เชาวปั์ญญาทางดา้นภาษาศาสตร์ 
Logical-mathematical  เชาวปั์ญญาทางดา้นตรรกะและคณิตศาสตร์ 
Spatial เชาวปั์ญญาทางดา้นมิติสมัพนัธ ์

Musical เชาวปั์ญญาทางดา้นดนตรี 
Bodily-kinesthetic เชาวปั์ญญาทางดา้นร่างกายและการเคล่ือนไหว 
Interpersonal เชาวปั์ญญาทางดา้นความสมัพนัธ์ระหวา่งบุคคล 
Intrapersonal เชาวปั์ญญาทางดา้นการรู้จกัและเขา้ใจตนเอง 
Naturalistic เชาวปั์ญญาทางดา้นธรรมชาติวทิยา 
Existential เชาวปั์ญญาทางดา้นการคงอยูข่องชีวติ 

Class1-8 

 

 

กลุ่มสายวชิาประกอบดว้ย 1.วทิยาศาสตร์ 2.วศิวกรรมศาสตร์และเทคโนโลย ี

3.วทิยาศาสตร์สุขภาพ 4.บริหารธุรกิจ 5.ภาษา 6.สงัคม 7.การศึกษา 8.ศิลปะ 
 
 

ตารางท่ี 3. ตารางเปรียบเทียบการแก้ปัญหาข้อมลูท่ีขาดหายไปด้วยวิธี Single Imputation ด้วยการแทนค่าด้วยการค านวณค่าเฉลี่ย  
Original Data 

Linquistic 

Logical 

Spatial 

Musical 

Bodily 

Gender Linquistic Logical Spatial Musical Bodily 
Male 3 5 NaN 3 5 

Female 5 NaN 4 3 3 
Male 3 4 1 3 3 

Female NaN 2 NaN 4 5 
Female 3 3 3 NaN 2 

Single Imputation with Mean 

Linquistic 

Logical 

Spatial 

Musical 

Bodily 

Male 3 5 2 3 5 
Female 5 3 4 3 3 
Male 3 4 1 3 3 

Female 3 2 2 4 5 
Female 3 3 3 3 2 
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2.5 ขั้นตอนการปรับความสมดุลข้อมูลด้วยเทคนิคการสุ่ม
เพิม่ตวัอย่างข้อมูลจากกลุ่มส่วนน้อยด้วยการสังเคราะห์
ข้อมูลใหม่ (Synthetic Minority Over-sampling 
Technique: SMOTE) 
หลงัจากผ่านขั้นตอนการจดัเตรียมขอ้มูลเพ่ือเป็นการเตรียมความ
พร้อมส าหรับการน าขอ้มูลไปใช้ในการจ าแนก ผูว้ิจยัพบว่าชุด
ขอ้มูลมีความไม่สมดุลกัน โดยชุดขอ้มูลในกลุ่มสายวิชาในแต่
ละสายวิชาจากการวดัทัศนคติของนักเรียนนั้ นมีจ านวนท่ีไม่
เท่ากันในทุกกลุ่มสายวิชา ดงันั้ นผูว้ิจยัจึงแก้ปัญหาด้วยวิธีการ
ปรับความสมดุลของข้อมูล ผ่านเทคนิคการสุ่มเพ่ิมตัวอย่าง
ขอ้มูลจากกลุ่มส่วนน้อยด้วยการสังเคราะห์ข้อมูลใหม่ ช่วยใน
การปรับสมดุลของชุดขอ้มูลเพ่ือใหจ้  านวนของคลาสยอ่ย  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.6 ขั้นตอนการคดัเลือกคุณลกัษณะด้วยเทคนิค RFE 
การคดัเลือกคุณลกัษณะ ถือไดว้่าเป็นขั้นตอนท่ีส าคญัเป็นอย่าง
ยิง่ เน่ืองจากคุณลกัษณะท่ีเก็บรวบรวมมานั้นมีจ านวนท่ีมาก และ
มีหลายคุณลกัษณะท่ีไม่มีความส าคญัต่อการจ าแนกขอ้มูลเพ่ือใช้
ในการสร้างตวัแบบการท านายการศึกษาต่อในระดบัอุดมศึกษา 
โดยจะใช้เทคนิค RFE โดยใช้หลักการค้นหาคุณลักษณะท่ีมี
ความเก่ียวขอ้ง (Relevant features) กนั โดยคุณลกัษณะ Xi ท่ีได ้

(Minority Class) มีจ  านวนเทียบเท่าหรือใกล้เคียงกับจ านวน
ขอ้มูลท่ีเป็นคลาสหลกั (Majority Class) ก่อนผ่านชุดขอ้มูลเพื่อ
เขา้สู่กระบวนการคดัเลือกคุณลกัษณะต่อไป 

เทคนิคการป รับสมดุลข้อ มูลด้วยวิ ธีการSMOTE มี
หลักการท างานเหมือนกับอัลกอริทึมเพ่ือนบา้นใกล้เคียงท่ีสุด 
ท าการสุ่มเลือกแลว้เก็บไวใ้นตวัแปร xi จากนั้นท าการสุ่มค่าตวั
แปร σ ให้มีค่า 0 หรือ 1 เพื่อใช้ในการค านวณโดยมีสมการใน
การสุ่มเพ่ิมตวัอยา่งขอ้มูลกลุ่มส่วนนอ้ยดว้ยการสังเคราะห์ขอ้มูล
ใหม่ดงัแสดงในสมการท่ี 1 

 
 
และผลของการปรับสมดุลขอ้มูลดว้ยเทคนิค SMOTE ดงัตาราง
ท่ี 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ตารางท่ี 4.ตารางเปรียบเทียบจ านวนข้อมลูของกลุ่มผู้เรียนท่ีมคีวามสนใจกับกลุ่มผู้เรียนท่ีไม่มคีวามสนใจในการเรียนกลุ่มสายวิชา

น้ัน ๆ ด้วยเทคนิค SMOTE โดยพบว่าจ านวนของคลาสรอง (Minority Class) มจี านวนเทียบเท่าหรือใกล้เคียงกันกับจ านวนข้อมลูท่ี

เป็นคลาสหลัก (Majority Class) ได้อย่างถูกต้องมากย่ิงขึน้ 

Subject Area 
Original SMOTE 

Interested  Uninterested Interested  Uninterested Accuracy  

Science 3 136 136 136 98% 

Engineering Technology 26 113 113 113 93% 

Health Sciences 35 104 104 104 79% 

Business Administration 22 117 117 117 81% 

Linquistic 31 108 108 108 71% 

Social 7 132 132 132 93% 

Education 3 136 136 136 98% 

Art 12 127 127 127 90% 

 
จะถือว่ามีความเก่ียวข้องกับตัวแปรกลุ่มอย่างเข้ม (Strongly 
relevant) ก็ต่อเม่ือการแจกแจงความน่าจะเป็นอย่างมีเง่ือนไข 

ของกลุ่ม เม่ือก าหนดเซตยอ่ยของคุณลกัษณะ S (ซ่ึงรวม Xi) นั้น
เปล่ียนไป ถา้ Xi ถูกก าจดั คุณลกัษณะใดท่ีไม่ไดมี้ความเก่ียวขอ้ง
อย่างเข้มหรืออย่างอ่อน จะเรียกว่าคุณลักษณะท่ีไม่มีความ
เก่ียวข้องกัน (Irrelevant features) แสดงผลลัพธ์การคัดเลือก
คุณลกัษณะท่ีส าคญัดงัตารางท่ี 5 และ 6 
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2.7 ขั้นตอนการจ าแนกข้อมูลด้วยแบบจ าลองแบบรวมกลุ่ม 
(Ensemble Learning-based Model) 
เป็นเทคนิคหลกัท่ีน าเสนอในงานวิจยัน้ีเป็นขั้นตอนท่ีส าคญัใน
การวิเคราะห์ผลลพัธ์ท่ีไดม้าจากขั้นตอนการคดัเลือกคุณลกัษณะ
ดว้ยเทคนิค RFE ท่ีเก่ียวขอ้งกับการท านายกลุ่มผูเ้รียนกับกลุ่ม
สายวิชาท่ีเหมาะสมตามทกัษะของผูเ้รียนในเชิงพหุปัญญา โดย
ในขั้นตอนน้ีผูว้ิจยัจะใช้เทคนิคการสร้างแบบจ าลองการเรียนรู้ 
โดยน าผลลพัธ์ท่ีไดจ้ากการสร้างแบบจ าลองการเรียนรู้แบบตวั
จ าแนกเดียวมาใช้ร่วมกันเพ่ือเพ่ิมประสิทธิภาพในการท านาย
ใหก้บัแบบจ าลองการเรียนรู้แบบรวมกลุ่ม โดยมี 3 เทคนิค ดงัน้ี 

(1)  Bagging Classification โด ย ใน งาน วิ จั ย น้ี ใช้ ตั ว
แบบจ าลองการเรียนรู้ในการจ าแนกข้อมูลคือDecision Tree, 
Random Forest, ExtraTrees, AdaBoost, Gradient Boosting, 
XGB เทคนิคBaggingเร่ิมจากการสุ่มเลือกขอ้มูลดว้ยหลกัการสุ่ม
แบบ แล้วน าข้อมูลท่ีสุ่มข้ึนมาไปเพ่ือสร้างแบบจ าลองทุกชุด
ขอ้มูล จากนั้นใชห้ลกัการ 
โหวต (Vote) เพื่อหาแบบจ าลองท่ีสามารถตอบขอ้มูลทดสอบได้
ดีท่ีสุดมาเป็นแบบจ าลอง ดงัรูปท่ี2 
 

Sample (Bootstrapping)

Dataset

Subset A

Subset B

Subset C

Model A

Model B

Model C

Final model

Aggregation 
prediction  

รูปท่ี2. กระบวนการท างานของ Bagging 

 
 
 
 
 
 
 
 
 
 
 
 

(2)  Boosting Classification โ ด ย ใน ง าน วิ จั ย น้ี ใ ช้ ตั ว
แบบจ าลองการเรียนรู้ในการจ าแนกข้อมูลคือDecision Tree, 
Random Forest, ExtraTrees, AdaBoost, Gradient Boosting, 
XGB Boosting เ ท ค นิ ค  Boosting เ ป็ น ก า ร ส ร้ า ง 
แบบจ าลองท่ีมีความต่อเน่ืองกนัโดยแต่ละแบบจะไดรั้บการฝึก
จากชุดขอ้มูลเดียวกนั แลว้น าผลลพัธ์ของแบบจ าลองท่ีมีค่าความ
แ ม่ น ย  า ต ่ า ( Weak Classifier) 
มาท าการแก้ไขขอ้ผิดพลาดท่ีมีอยู่ในแบบจ าลองก่อนหน้า นั้ น 
โดยผลรวมของแบบจ าลองทุกตัวจะ ถูกถ่วงน ้ าหนักตาม
ความส าเร็จ จากนั้นจะรวมผลลพัธ์ทั้ งหมดดว้ยหลกัการโหวต
จนไดแ้บบจ าลองการเรียนรู้ตวัใหม่ข้ึน ดงัรูปท่ี 3 

 

Sample (Bootstrapping)

Dataset

Subset A

Subset B

Subset C

Model A

Model B

Model C

Final model

Majority Voting

Training Model

 
รูปท่ี 3. กระบวนการท างานของเทคนิค Boosting 

 
(3) Stacking Classification ในงานวิจยัน้ีใชต้วัแบบจ าลอง

การเรียนรู้ด้วยเทคนิค Stacking โดยใช้ตัวจ าแนกข้อมูล คือ 
Decision Tree, Random Forest, ExtraTrees, AdaBoost, 
Gradient Boosting แ ล ะ  XGB Boosting  เท ค นิ ค น้ี มี ค ว าม
คลา้ยคลึงกับเทคนิค Boostingโดยมีการแบ่งตวัจ าแนกไว ้6 ตวั 
เป็นการน าผลลพัธ์ท่ีไดใ้นแต่ละแบบจ าลองมาสร้างเป็นขอ้มูล 

ตารางท่ี 5. ตารางเปรียบเทียบการปรับลดคุณลักษณะทักษะการเรียนรู้จาก 9 คุณลักษณะด้วยเทคนิค RFE พบว่าตัวแบบ 
ของคลาสท่ี 1-4 ท่ีใช้คุณลักษณะเพียง 5 คุณลักษณะยงัมสีมรถนะการท างานที่ใกล้เคียงกับการใช้คุณลักษณะแบบดั้งเดิม 

Result 
Science 

Engineering and 
Technology 

Health Sciences Business and Administration 

Original RFE +/- Original RFE +/- Original RFE +/- Original RFE +/- 

Accuracy 82% 81% 1% 78% 75% 3% 81% 77% 4% 84% 79% 5% 
F1 81% 77% 4% 72% 69% 3% 62% 60% 2% 76% 78% 2% 

 
ตารางท่ี 6. ตารางเปรียบเทียบการปรับลดคุณลักษณะทักษะการเรียนรู้จาก 9 คุณลักษณะด้วย เทคนิค RFE พบว่าตัวแบบ 
ของคลาสท่ี 5 – 8 ท่ีใช้คุณลักษณะเพียง 5 คุณลักษณะยงัมสีมรถนะการท างานที่ใกล้เคียงกับการใช้คุณลักษณะแบบดั้งเดิม 

Result 
Linquistic Social Education Art 

Original RFE +/- Original RFE +/- Original RFE +/- Original RFE +/- 
Accuracy 73% 72% 1% 89% 86% 3% 92% 88% 4% 88% 85% 3% 

F1 77% 72% 5% 84% 80% 4% 94% 89% 5% 82% 78% 4% 
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input แลว้ส่งต่อผลลพัธ์ให้ตวัจ าแนกตวัต่อไปเรียนรู้ และมีการ
ใช้ K-fold cross validation ในการรวมการถ่วงน ้ าหนักท่ีดีท่ีสุด
ของการท านายไว ้ดงัรูปท่ี 4 

 

Train-Base

Train-Meta

Classifier1

Classifier2

Classifier3
10 fold CV

Final model
P3

P1

P2

Testing

Prediction from
Train-Meta

 
รูปท่ี4. กระบวนการท างานของ Stacking 

 

2.8 ขั้นตอนการวเิคราะห์และสรุปผล (Result Analysis) 
ขั้นตอนน้ี ผูว้ิจยัท  าการสรุปผลการสร้างแบบจ าลองการเรียนรู้
แบบกลุ่มด้วยการใช้เทคนิคทั้ ง 3 เทคนิค (1) Bagging (2) 
Boosting และ (3) Stacking กับการท านายกลุ่มผูเ้รียนกับกลุ่ม
สายวชิาท่ีเหมาะสมกบัทกัษะของผูเ้รียนในเชิงพหุปัญญา 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

โดยท าการหาข้อสรุปจากการเปรียบเทียบประสิทธิภาพของ
แบบจ าลอง 3 เทคนิค 

 

3. ผลการทดลอง  
ผลการวิจยัการวิเคราะห์และสรุปผล การสร้างตวัแบบการ

ท านายในการจ าแนกข้อมูลด้วยวิธีการสร้างแบบจ าลองการ
เรียนรู้แบบกลุ่มดว้ยการใช้ 3 เทคนิค (1) Bagging (2) Boosting 
และ (3) Stackingโดยท าการหาข้อสรุปจากการเปรียบเทียบ
ประสิทธิภาพของแบบจ าลองการเรียนรู้แบบรวมกลุ่มทั้ ง 3
เทคนิค โดยผลของการวิจยัดว้ยเทคนิคแบบบูรณาการเร่ิมจาก
การจดัการกับปัญหาข้อมูลท่ีขาดหายไป การปรับความสมดุล
ให้กับขอ้มูลดว้ยเทคนิคการสังเคราะห์ขอ้มูลใหม่ การคดัเลือก
คุณลกัษณะดว้ยเทคนิค RFE และขั้นตอนของการเปรียบเทียบ
ประสิทธิภาพของแบบจ าลองการเรียนรู้แบบรวมกลุ่มด้วย 3 
เทคนิค เพื่อสร้างตวัแบบการท านายกลุ่มผูเ้รียนกบักลุ่มสายวชิา
ท่ีเหมาะสมกบัทกัษะของผูเ้รียนในเชิงพหุปัญญาดงัรูปท่ี 5 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 

 

Subject Area study approach 

prediction 

Data Collection 

Online Survey 

Data Pre-processing 

Extraction to 

Matrix 

Exploratory Data 

Analysis 

 Single Imputation 

Standardize Data 

Feature Selection 

Imbalanced Data 

Bagging 

Classificatio

n 

Boosting 

Classificatio

n 

Stacking 

Classificatio

n 

10-fold Cross Validation 
Model 

Building 

 

Deployment Model 

Training Dataset 

Ensemble Classification 

Testing Data 

Model Evaluation 

Classification Training 

รูปท่ี 5. แสดงขัน้ตอนการด าเนินการสร้างตัวแบบการท านายกลุ่มผู้เรียนกับกลุ่มสายวิชาตามทักษะการเรียนรู้ในเชิงพหุปัญญา 
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(1) การใชเ้ทคนิค Bagging Classification ในการประเมิน
สมรรถนะของตัวแบบการท านายจากผลการทดลองโดยใช้
เทคนิคBagging Classification ผ่านการวิ เคราะห์ด้วย 6 ตัว
จ าแนก เพื่อประเมิน5 คุณลักษณะส าคัญท่ีเก่ียวข้องกับการ
ท านายกลุ่มผูเ้รียนกับกลุ่มสายวิชาตามทักษะการเรียนรู้ของ
ผูเ้รียนในเชิงพหุปัญญา โดยทกัษะการเรียนรู้ท่ีมีค่าความส าคญั
สูงสุดอยู่ท่ี 75% และค่าเฉล่ียความแม่นย  าและความถูกตอ้งอยู่ท่ี 
76% คือ ทกัษะการเรียนรู้ดา้นเหตุผลและคณิตศาสตร์ (Logical-
mathematical) ดงัรูปท่ี 6 และ 7 

(2) การใชเ้ทคนิค Boosting Classificationในการประเมิน
สมรรถนะของตัวแบบการท านายจากผลการทดลองโดยใช้
เทคนิค Boosting Classification ผ่านการวิเคราะห์ด้วย 6 ตัว
จ าแนก เพื่อประเมิน5 คุณลักษณะส าคัญท่ีเก่ียวข้องกับการ
ท านายกลุ่มผูเ้รียนกับกลุ่มสายวิชาตามทกัษะการเรียนรู้ในเชิง
พหุปัญญา ดว้ยวิธีการสร้างแบบจ าลองท่ีมีความต่อเน่ืองกนัแลว้
ฝึกฝนจากชุดขอ้มูลเดียวกนัแลว้น าผลลพัธ์ของแบบจ าลองท่ีมีค่า
ความแม่นย  าต ่ ามาท าการแก้ไขข้อผิดพลาด จากนั้ นจะรวม
ผลลพัธ์ทั้งหมดดว้ยหลกัการโหวต (Vote)โดยทกัษะการเรียนรู้ท่ี
มีค่าความส าคญัสูงสุดอยู่ท่ี 72% และค่าเฉล่ียความแม่นย  าและ
ความถูกต้องอยู่ท่ี  71%คือ ทักษะการเรียนรู้ด้านเหตุผลและ
คณิตศาสตร์ (Logical-mathematical) ดงัรูปท่ี 8 และ 9 

(3) การใชเ้ทคนิค Stacking Classification ในการประเมิน
สมรรถนะของแบบจ าลองจากผลการทดลองโดยใช้เทคนิค 
Boosting Classification ผ่านการวิเคราะห์ดว้ย 6 ตวัจ าแนก เพื่อ
ประเมิน5 คุณลักษณะส าคัญท่ีเก่ียวข้องกับการท านายกลุ่ม
ผูเ้รียนกบักลุ่มสายวิชาตามทกัษะการเรียนรู้ของผูเ้รียนในเชิงพหุ
ปัญญา ดว้ยวิธีการการแบ่งตวัจ าแนกส าหรับการวิเคราะห์ไว ้6 
ตวั แลว้น าผลลพัธ์ท่ีไดใ้นแต่ละแบบจ าลองมาสร้างเป็นขอ้มูล
น าเขา้แลว้ส่งต่อผลลพัธ์ใหต้วัจ าแนกตวัต่อไปเรียนรู้ โดยทกัษะ
การเรียนรู้ท่ีมีค่าความส าคญัสูงสุดอยู่ท่ี 77% และค่าเฉล่ียความ
แม่นย  าและความถูกต้องอยู่ท่ี 75% คือ ทักษะการเรียนรู้ด้าน
เหตุผลและคณิตศาสตร์ (Logical-mathematical) ดงัรูปท่ี 10 และ 
11 

 

4. บทสรุปและการอภิปราย 
งานวจิยัน้ีน าเสนอการสร้างตวัแบบการท านายในการเลือกศึกษา
ต่อในระดบัอุดมศึกษาตามกลุ่มผูเ้รียนโดยใช้เทคนิคแบบบูรณา
การในการแกปั้ญหา Imbalanced Data ของกลุ่มผูเ้รียน และเพื่อ

ศึกษาตวัแบบความส าคญัท่ีเก่ียวขอ้งกับการท านายกลุ่มผูเ้รียน
กับกลุ่มสายวิชาท่ีเหมาะสมตามทักษะของผูเ้รียนในเชิงพหุ
ปัญญา ข้อมูลเก็บรวบรวมจากแบบสอบถามออนไลน์ การ
ส ารวจข้อมูลมีการตรวจสอบข้อมูลมีการแทนค่าท่ีหายไปด้วย 
Single Imputationการปรับสมดุลขอ้มูลดว้ยเทคนิคSMOTE ท า
ให้สามารถจ าแนกข้อมูลของคลาสย่อย (Minority Class) ให้มี
จ  านวนเทียบเท่าหรือใกลเ้คียงกบัจ านวนขอ้มูลท่ีเป็นคลาสหลกั 
(Majority Class) ถัดมาการคัดเลือกคุณลักษณะ เน่ืองจากชุด
ขอ้มูลท่ีเก็บรวบรวมมานั้น ทางผูว้ิจยัพบวา่มีคุณลกัษณะจ านวน
มาก ทางผู ้วิจัยจึงต้องวิเคราะห์ว่าคุณลักษณะแบบไหนท่ีมี
ความส าคญัจริงๆ ในการสร้างตวัแบบการท านายดว้ยการปรับ
ลดคุณลกัษณะผา่นเทคนิค RFE  พบวา่ประสิทธิภาพการท างาน
ของตัวแบบมีความใกล้เคียงกับตัวแบบท่ีใช้คุณลักษณะแบบ
ดั้งเดิมผลการทดสอบคุณลกัษณะการเรียนรู้ในเชิงพหุปัญญาท่ีมี
ความส าคัญมากท่ีสุด คือ ทักษะการเรียนรู้ด้านเหตุผลและ
คณิตศาสตร์ ซ่ึงมีความส าคัญมาเป็นอันดับหน่ึงในทุกเทคนิค
ของการจ าแนกขอ้มูลในส่วนของทกัษะการเรียนรู้ในดา้นอ่ืน ๆ 
ท่ีติดอันดบัหน่ึงถึงห้าในทุกเทคนิคของการจ าแนกขอ้มูลด้วย
แบบจ าลองการเรียนรู้แบบรวมกลุ่ม ไดแ้ก่ ดา้นมนุษยสั์มพนัธ์ 
ดา้นความเขา้ใจในตน ดา้นมิติสัมพนัธ์และ ดา้นดนตรี ซ่ึงทกัษะ
การเรียนรู้ท่ีติดอนัดบัหน่ึงถึงห้าลว้นแต่เป็นทกัษะพ้ืนฐานท่ีเป็น
รากฐานท่ีส าคญัของวิทยาการความรู้ในดา้นต่าง ๆและท่ีส าคญั
นอกเหนือจากการท่ีผู ้เรียนจะเข้าใจหลักสูตรและเข้าใจ
ความส าคัญในการเรียนแลว้ นั้ นก็คือการเขา้ใจทกัษะท่ีจ าเป็น
ส าหรับการศึกษาต่อในแต่ละกลุ่มสายวิชา ซ่ึงเม่ือผูเ้รียนมีความ
เข้าใจและน าไปใช้ในทางท่ีถูกต้องก็จะเป็นส่ิงท่ีช่วยให้ผูเ้รียน
ก้าวไปสู่ความส าเร็จได้อีกขั้ นหน่ึงทั้ งน้ีพบว่าจากแนวคิด
การศึกษาตัวแบบความส าคัญท่ีเก่ียวข้องกับการท านายกลุ่ม
ผูเ้รียนกับกลุ่มสายวิชาท่ีเหมาะสมตามทกัษะของผูเ้รียนในเชิง
พหุปัญญาดว้ยเทคนิคแบบบูรณาการดว้ยการเพ่ิมสมรรถนะให้
ตัวแบบด้วยการปรับลดคุณลักษณะท่ีจ าเป็นและปรับสมดุล
ขอ้มูล โดยใชต้วัจ าแนกท างานร่วมกนั และต่างชนิดกนั สามารถ
เพ่ิมประสิทธิภาพการท างานของการท านายกลุ่มสายวิชาท่ี
เหมาะสมให้กับกลุ่มผูเ้รียนท่ีต้องอาศัยอ  านาจการจ าแนกท่ีมี
ความถูกตอ้งและแม่นย  าสูง ซ่ึงเป็นตวับ่งบอกถึงความสามารถท่ี
แตกต่างจากการใช้ตัวแบบการท านายท่ีใช้ตัวจ าแนกเพียงตัว
เดียวอย่างเห็นได้ชัดอีกทั้ งยงัสามารถวิเคราะห์ข้อมูลได้อย่าง
รวดเร็วซ่ึงผลการวิจยัพบว่าเทคนิคท่ีมีประสิทธิภาพสูงท่ีสุดต่อ
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การสร้างตวัแบบการท านาย คือ เทคนิคการจ าแนกขอ้มูลแบบ 
Stacking มี ค่าความส าคัญอยู่ ท่ี  77% ส่วนอันดับ ท่ีสอง คือ 
เทคนิคการจ าแนกขอ้มูลแบบ Bagging มีค่าความส าคญัอยูท่ี่  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

75%  แล ะ เท ค นิ คก ารจ าแน กข้อ มู ลแบบ  Boosting มี ค่ า
ความส าคัญอยู่ ท่ี  72% ตามล าดับ  ซ่ึ งจากการค้นพบคร้ังน้ี
สามารถน าไปประยุกต์ใช้กับการวิเคราะห์ข้อมูลขนาดใหญ่
ทางดา้นการศึกษาต่อไปไดใ้นอนาคต 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

รูปท่ี 6. แสดงค่าความส าคัญ Accuracy score ของตัวแบบการท านายด้วยเทคนิค Bagging Classification 
 

 
รูปท่ี 7. แสดงค่าเฉลี่ยความแม่นย าและความถูกต้อง F1 score ของตัวแบบการท านายด้วยเทคนิค Bagging Classification 

 

 

รูปท่ี 8. แสดงค่าความส าคัญ Accuracy score ของตัวแบบการท านายด้วยเทคนิค Boosting Classification 
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รูปท่ี 9. แสดงค่าเฉลี่ยความแม่นย าและความถูกต้อง F1 score ของตัวแบบการท านายด้วยเทคนิค Boosting Classification 

 
 

 

รูปท่ี 10. แสดงค่าความส าคัญ Accuracy score ของตัวแบบการท านายด้วยเทคนิค Stacking Classification 

 
 

 
รูปท่ี 11. แสดงค่าเฉลี่ยความแม่นย าและความถูกต้อง F1 score ของตัวแบบการท านายด้วยเทคนิค Stackting Classification 

 
 
 
 
 
 
 
 

รูปท่ี 11. แสดงค่าเฉลี่ยความแม่นย าและความถูกต้อง F1 score ของตัวแบบการท านายด้วยเทคนิค Stackting Classificati 
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5. ข้อเสนอแนะ 
ในการน าเทคนิคแบบบูรณาการมาแก้ปัญหา Imbalanced Data 
ของกลุ่มผูเ้รียน เพื่อศึกษาตวัแบบความส าคญัท่ีเก่ียวขอ้งกบัการ
ท านายกลุ่มผูเ้รียนกับกลุ่มสายวิชาท่ีเหมาะสมตามทักษะของ
ผูเ้รียนพบว่ายงัมีขอ้จ ากดัในเร่ืองของปัจจยัขอ้มูลท่ีมีเพียงขอ้มูล 
ทกัษะการเรียนรู้ เพศ และกลุ่มสายวิชา ซ่ึงอาจจะมีปัจจยัในดา้น
อ่ืน ๆ ท่ีมีความเก่ียวขอ้งและส าคญัต่อการเลือกกลุ่มสายวชิา เช่น 
ข้อมูลด้านความถนัด คะแนนสอบตามเกณฑ์มาตรฐาน และ
อาชีพในอนาคต เป็นต้น ในอนาคตหากมีการพัฒนางานวิจัย
ทางด้าน  Data Mining for Education ในแง่มุมของการเพ่ิ ม
ประสิทธิภาพให้กับตัวแบบการท านาย อาจจะต้องมีการเก็บ
รวบรวมข้อมูลเพ่ิมมากข้ึนเพ่ือให้ได้ปัจจัยท่ีมีปริมาณและ
คุณภาพท่ีสูงข้ึนใช้เทคนิคในการคัดเลือกคุณลักษณะและการ
จ าแนกข้อมูลแบบอ่ืน ๆ เพ่ือช่วยเพ่ิมสมรรถนะการจ าแนก
ขอ้มูลและก่อใหเ้กิดผลลพัธ์ท่ีมีประสิทธิภาพมากยิง่ข้ึน 
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