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ABSTRACT – Cancer is a leading cause of death in the world. In 2020 World Health 
Organization (WHO) reported that approximately 10 million deaths caused by cancer and will 
increase for the coming years. This research paper aims to study the prediction of cancer epitope 
using machine learning for classifying between cancer cell surface and epitope on healthy cell 
surface. The comparison between the different machine learning algorithms is presented. This 
work can help to training T-cell for recognizing cancer cell and release enzyme to kill cancer cell 
(Targeted Therapy). The experiment results shown that imbalance data the model from Support 
Vector Machine (SVM) calculated based on Dipeptide Composition (DPC) feature achieved the 
best accuracy of 79% Sensitivity 16% and Specificity 100% on test dataset. While balance data 
with SMOTE Random Forest (RF) calculated based on Dipeptide Composition (DPC) feature 
achieved the best accuracy of 80% Sensitivity 28% and Specificity 96% on the same test dataset. 
In conclusion, Support Vector Machine (SVM) and Random Forest (RF) calculated based on 
Dipeptide Composition (DPC) feature can employ these models for predicting the cancer epitope 
in imbalance dataset and balanced dataset.  
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บทคัดย่อ -- มะเร็งเป็นสาเหตุการเสียชีวิตลําดับต้น ๆ ของโลก โดยองค์การอนามัยโลก (WHO)[1,2] รายงานในปี ���� มี

ผู้เสียชีวิตจากมะเร็ง ประมาณ �� ล้านรายและคาดการว่าจะเพิ�มมากขึ�นในปีถัดไปโดยผู้ป่วยส่วนใหญ่อยู่ในกลุ่มประเทศที�มี

รายได้ปานกลางไปจนถึงรายได้ตํ�าเมื�อตรวจพบมักเป็นระยะที�รุนแรง มะเร็งบางชนิดหากตรวจพบได้เร็วก็มีโอกาสรักษาให้

หายขาดได้การรักษาในปัจจุบันทําได้โดยการฉายแสง การผ่าตัด การใช้เคมีบําบัด ไปจนถึงการรักษาด้วย วัคซีนที�มี

ความจําเพาะสูง [�]งานวิจัยชิ�นนี�ได้นําเสนอตัวแบบทํานายเอพิโทป (Epitope) ของเอนติเจน (Antigen) บนผิวเซลล์ของ

ผู้ป่วยมะเร็งเทียบกับเอพิโทปบนผิวเซลล์ของผู้ที�มีสุขภาพดีข้อดีของการทํานายเอพิโทปเซลล์มะเร็งได้จะช่วยให้สามารถ

นําไปฝึกเซลล์ภูมิคุ้มกัน (T-cell) เพื�อเป็นวัคซีนรักษามะเร็งแบบจําเพาะเจาะจง (Precision Medicine) ในงานวิจัยนี�ทดลอง

ใช้คุณลักษณะ (Feature) จํานวน 5 คุณลักษณะวิธีจําแนกข้อมูลแบบ binary classes จํานวน 7 ขั�นตอนวิธี ผลการทดสอบ
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ประสิทธิภาพพบว่า ข้อมูลที�ยังไม่ได้ปรับสมดุล ตัวแบบที�ได้จาก คุณลักษณะองค์ประกอบกรดอะมิโนคู่  (DPC) ที�ใช้วิธี

จําแนก ซัพพอร์ทเวกเตอร์แมชชีน (SVM) สามารถทํานายข้อมูลทดสอบมีค่าความแม่นยําสูงสุด 79%  ค่าความไว 16% 

และค่าความจําเพาะ 100% ในข้อมูลทดสอบขณะที� ข้อมูลที�ปรับสมดุลด้วย เทคนิค SMOTE สมดุล ตัวแบบที�ได้จาก 

คุณลักษณะองค์ประกอบกรดอะมิโนคู่ (DPC)  ที�ใช้วิธีจําแนกป่าสุ่ม (RF) มีค่าความแม่นยําสูงสุดที� 80% ค่าความไว 28% 

และค่าความจําเพาะ 96% ในข้อมูลทดสอบ จากผลการทดสอบข้างต้นแสดงให้เห็นว่าคุณลักษณะองค์ประกอบกรดอะมโินคู่ 

(DPC) เมื�อใช้ร่วมกับ วิธีจําแนก ซัพพอร์ทเวกเตอร์แมชชีน(SVM)  หรือ วิธีจําแนกป่าสุ่ม (RF) สามารถนํามาใช้ทํานายเอพิ

โทปของเซลล์มะเร็งได้ทั�งในข้อมูลที�ยังไม่ได้ปรับสมดุลและปรับสมดุลแล้วตามลําดับ 

 

คําสําคัญ: เอพิโทป, การเรียนรู้ของเครื�อง, การรักาแบบแม่นยาํและจาํเพาะ, วคัซีนมะเร็ง, SMOTE 

 

1. บทนํา 
มะเร็งเป็นสาเหตุการเสียชีวิตลาํดบัตน้ ๆ ของโลกโดยองค์การ

อนามยัโลก (WHO) รายงาน ในปี ���� มีผูเ้สียชีวิตจากมะเร็ง

ประมาณ �� ลา้นรายคาดการว่าจะเพิ�มมากขึ�นในปีถัดไปโดย

ผูป่้วยส่วนใหญ่อยู่ในกลุ่มประเทศที�มีรายไดป้านกลางไปจนถึง

รายไดต้ํ�า [�] 

มะเร็งมกัจะถูกตรวจพบเมื�อเป็นระยะสุดทา้ยแต่มะเร็งหลาย

ชนิดสามารถรักษาให้หายได้หากตรวจพบในระยะเริ�มแรกการ

รักษาในปัจจุบนัสามารถทาํไดโ้ดยการฉายแสง การผา่ตดั การใช้

เคมีบําบัด ไปจนถึงการรักษาด้วยวคัซีนที�มีความจําเพาะสูง

ปรกติเซลล์ภูมิคุ้มกันของร่างกายสามารถกําจัดเซลล์มะเร็ง

บางส่วนไดแ้ต่เซลลม์ะเร็งเกิดจากการกลายพนัธุ์ของเซลล์ปรกติ

ซึ�งมีแอนติเจนบนผิวเซลลส่์วนใหญ่คลา้ยเซลลป์รกติทาํให้เซลล์

ภูมิคุม้กนัเขา้ใจผิดว่าเป็นเซลล์ปรกติจึงไม่ปล่อยสารเพื�อกาํจดั

เซลลม์ะเร็งได ้

หากสามารถทํานายได้ว่า เอพิโทปบนแอนติเจนของ

เซลล์มะเร็งมีลาํดบั กรดอะมิโนอย่างไรจะเป็นประโยชน์ในการ

พฒันาและกระตุน้เซลลภ์ูมิคุม้กนัให้สามารถตรวจจบัและกาํจดั

เซลลม์ะเร็งไดอ้ยา่งแม่นยาํและมีประสิทธิภาพ 

งานวิจัยนี� มุ่งเน้นหาคุณลักษณะและตัวแบบที�เหมาะสม

สําหรับทาํนาย เอพิโทปเพื�อนาํมาใชส้ําหรับพฒันาวคัซีนรักษา

มะเร็ง 

 

2. ทฤษฎีและงานวิจัยที�เกี�ยวข้อง 
แอนติเจน หมายถึง สิ� งแปลกปลอมหรือสารที�ถูกสร้างโดย

ร่างกายหรือรับมาจากภายนอกร่างกาย ประกอบขึ�นจากกรดอะมิ

โนหลายชนิดเป็นสายมีทั�งแบบสั�นที�เรียกว่า เปปไทด์จนถึงสาย

ยาวเป็นโปรตีนซึ� งมีคุณสมบัติหลากหลายขึ�นอยู่กับชนิดของ

ก ร ดอ ะ มิ โ น ดัง แ ส ด ง ใ น ต า ร า ง ที�  1 โ ด ย ป ร ก ติ ที เ ซ ล ล์  

ทํา ห น้ า ที� เ ป็ น ภู มิ คุ้ม กัน จ ะ ไ ม่ มีป ฏิ กิ ริ ย า กับ แ อ น ติ เ จ น 

ที�ร่างการผลิต แอนติเจนบนผิวของเซลล์ปรกติแต่บนผิวของ 

เซลล์มะเร็งจะพบ แอนติเจน ที� เกิดการกลายพันธุ์ที� เ รี ยก 

ว่านีโอแอนติเจนหากที เซลล์ตรวจพบจะทําปฏิกิ ริ ยากับ 

นีโอแอนติเจนและปล่อยเอนไซม์เพื�อทาํลายเซลล์มะเร็งเนื�อง 

จากนีโอแอนติเจนมีอัตราการพบน้อยมากบนผิวของเซลล์ 

มะเร็งทาํให้ทีเซลล์ตรวจพบแต่แอนติเจนที�ร่างการผลิตจึงไม่ทาํ 

รูปที� �. แสดง (ก) เซลล์ปรกติ (ข) เซลล์กลายพันธ์ (ค) เอพิโท

ปบนนีโอแอนติเจน 
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ปฏิกิริยาเป็นสาเหตุให้เซลลม์ะเร็งไม่ถูกทาํลายและแพร่ กระจาย 

อย่างรวดเ ร็วโดยบางส่วนของแอนติเจน ที�ทําปฏิกิ ริยา 

แบบจาํเพาะกบัแอนติบอดี�จนเกิดการตอบสนองของ ภูมิคุม้กนั 

ของร่างกายเรียกว่า Antigenic determinant หรือ เอพิโทป 

ตาํแหน่งที�แอนติบอดี� เขา้จบักบัเอพิโทป เรียกว่า พาราโทป 

 

2.1 การเรียนรู้ของเครื�อง (Machine Learning) 

การทาํนายแอนติเจนของเซลลม์ะเร็งเป็นการเรียนรู้แบบมีผูส้อน 

(Supervised Learning) แบบ 2 กลุ่มคือใช่แอนติเจนหรือไม่ใช่

แอนติเจน (binary classes) วิธีจาํแนก (Classification Algorithm) 

ที�นาํมาใชใ้นงานวิจยันี� มีจาํนวน 7 ขั�นตอนวิธีดงันี�  

2.1.1 ต้นไม้ตัดสินใจ (Decision Tree)  

ต้นไม้ตัดสินใจเป็นเทคนิคที�สร้างโมเดลการจาํแนกขอ้มูลใน

รูปแบบของต้นไม้ประกอบด้วยโหนดราก (Root node) กิ�ง 

(Branch) และโหนดใบ (Leaf node) ซึ� งจะพิจารณาจากข้อมูล

คุณลักษณะและค่า ต่าง  ๆ ที� ก ําหนดให้ โดยผลลัพธ์ของ

โครงสร้างต้นไม้จะแสดงขั�นตอนวิ ธีการตัดสินใจที�มนุษย์

สามารถเขา้ใจได้ สําหรับขั�นตอนการคาํนวณสามารถพิจารณา

ได้จากค่า Gini impurity  หรือค่าเอนโทรปี (Entropy) ในการ

เลือกคุณลักษณะและค่าที�เหมาะสมในการสร้างโมเดลโดย

สามารถแสดงไดจ้ากสมการที� (1) และ (2) 

 

���� �������� =  1 −  � ��
�

�

���

 (1) 

������� =  − � ��

�

���

log�(��) 
(2) 

เมื�อกาํหนดให้ pi คือค่าความน่าจะเป็นของกลุ่ม i 

 

ใ น ง า น วิ จั ย นี� ใ ช้ เ ท ค นิ ค ต้ น ไ ม้ ตั ด สิ น ใ จ ป ร ะ เ ภ ท 

Classification and Regression Trees (CART) [�] เนื�องจากเหมาะ

สําหรับการจาํแนกแบบไบนารี (Binary classification) ซึ� งจะใช้ 

Gini impurity ใ นก าร พิจา รณ า เลื อ ก คุ ณ ลักษ ณ ะ แ ล ะค่ า ที�

เหมาะสมเพื�อนาํมาสร้างกฏ 

2.1.2 เกรเดียนท์บูทติ�ง (Gradient Boosting) 

เกรเดียนทบ์ูทติ�งเป็นเทคนิคที�พฒันาต่อยอดมาจากเทคนิคตน้ไม้

ตดัสินใจเพื�อนาํมาใชแ้กปั้ญหาการวิเคราะห์การถดถอยและการ

จาํแนกข้อมูลได้หลกัการคือจะทาํการการสร้างตน้ไมต้ดัสินใจ

ตามจาํนวนรอบที�กาํหนดโดยในแต่ละรอบจะมีประสิทธิภาพที�

สูงขึ�นเนื�องจากมีการเรียนรู้ขอ้ผิดพลาดจากการทาํนายรอบก่อน

หนา้ [�] 

2.1.� เคเนียเรสเนเบอร์ (K-Nearest Neighbors)  

เคเนียเรสเนเบอร์เป็นเทคนิคการจําแนกข้อมูลประเภทหนึ� ง 

(Classification) โดยที�ไม่มีขอ้มูลชุดที�ใชใ้นการเรียนรู้ (Training 

data) แต่จะใชว้ิธีการสุ่มเปรียบเทียบขอ้มูลที�สนใจกบัขอ้มูลอื�น 

ๆ รอบขา้งว่ามีความคลา้ยคลึงมากนอ้ยเพียงใดตามจาํนวนขอ้มูล

ที�ลอ้มรอบ (K) จาํนวนหากพบว่ามีความคลา้ยคลึงกนัมากขอ้มูล

นั�นจะถูกอยู่จดัให้อยู่ในกลุ่มเดียวกนัโดยการวดัความแตกต่าง

ของขอ้มูลจะใชก้ารวดัระยะทางแบบยคุลิด (Euclidean distance) 

สามารถแสดงไดด้งัสมการที� (�) 

เมื�อ d(x,y) คือระยะทางระหว่างขอ้มูล x และขอ้มูล y 

ในปริภูมิ n มิต ิ

 

2.1.� การถดถอยโลจิสติค (Logistic Regression)  

การถดถอยโลจิสติคเป็นเทคนิคการวิเคราะห์สถิติเชิงคุณภาพ

โดยมีตัวแปรตามเป็นตัวแปรเชิงคุณภาพสามารถแบ่งการ

วิเคราะห์เป็นสองแบบ แบบแรกการวิเคราะห์การถดถอยโลจิ

สติคทวิใชก้บัตวัแปรที�แบ่งเป็น 2 กลุ่มยอ่ยมีค่าเป็น 0 กบั 1 และ

การวิเคราะห์การถดถอยโลจิสติคพหุกลุ่มใช้กับตัวแปรที�มี

มากกว่า 2 กลุ่มเพื�อทาํนายโอกาสที�จะเกิดเหตุการณ์ที�สนใจซึ� ง

ตวัแปรที�นาํมาใชก้บัทั�งสองแบบตอ้งมีความสัมพนัธ์กนัตํ�าตาม

เกณฑ์ของ Burns and Grove (1993) ค่า r  ไม่เกิน 0.65 หรือตาม

เกณฑข์อง Stevens (1996) ค่า r ไม่เกิน 0.80 

สําหรับการคาํนวณความน่าจะเป็นของการเกิดเหตุการณ์ 

� สามารถพิจารณาไดจ้ากฟังก์ชั�นของตวัแปรทาํนายดงัสมการ

ที� (4)       

�(�) =
1

1 + ���(�)
 (4) 

เมื�อกาํหนดให้ 

 �(�)  คือความน่าจะเป็นของการเกิดเหตุการณ์ �  

 e คือ exponential function โดยให้ e = 2.71828 

 f(x) คือฟังกช์ั�นของตวัแปรทาํนาย 

�(�, �) = ��(�� − ��)�

�

���

  (3) 
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2.1.� เนอีฟเบย์ (Naïve Bayes)  

เนอีฟเบยเ์ป็นเป็นเทคนิคการแบ่งกลุ่มขอ้มูลโดยใช้หลกัความ

น่าจะเป็น (Probability) ตามทฤษฎีบทของเบย์ (Naïve Bayes 

Theorem) โดยกําหนดค่าความน่าจะเป็น (Probability) ให้อยู่

ระหว่าง � ถึง � ถา้ค่าความน่าจะเป็นเขา้ใกลห้นึ�งหมายถึงโอกาส

ที�จะเกิดเหตุการณ์ที� 

ทาํนายมีมากในทางกลับกันหากมีค่าความน่าจะเป็นเข้า

ใกล ้� แสดงว่าโอกาสที�จะเกิดเหตุการณ์ที�ทาํนายน้อยมากแต่ค่า

ความน่าจะเป็นเท่ากบั � หมายความว่าเหตุการณ์ที�ทาํนายจะไม่มี

โอกาสเกิดขึ�นได้สําหรับวิธีการคาํนวณสามารถแสดงได้จาก

สมการที� (5) ดงันี�  

�(�|�) =
�(�|�)�(�)

�(�)
 (5) 

เมื�อกาํหนดให ้

P(C | A) คือความน่าจะเป็นของขอ้มูลที�มีคุณลกัษณะเป็น A 

จะอยูใ่นคลาส C 

P(A | C) คือความน่าจะเป็นของขอ้มูลที�อยูใ่นคลาส C และมี

คุณลกัษณะเป็น A 

P(C) คือความน่าจะเป็นของคลาส C 

P(A) คือจาํนวนคุณลกัษณะทั�งหมด 

 

2.1.� ป่าสุ่ม (Random Forest) [25]  

ป่าสุ่มเป็นเทคนิคการจาํแนกที�ไดรั้บความนิยมในปัจจุบนัพฒันา

ต่อยอดมาจากวิธีการจําแนกต้นไม้ตัดสินใจ (Decision Tree) 

หลาย ๆ ตน้เพื�อเพิ�มประสิทธิภาพการทาํนายให้แม่นยาํมากขึ�น

โดยเอาค่าการตดัสินใจของแต่ละตวัแบบมาลงคะแนนเพื�อเลือก

กลุ่ม (Class) ไหนถูกเลือกมากที�สุด 

2.1.�  ซั พ พ อ ร์ ท เ ว ก เ ต อ ร์ แ ม ช ชี น  ( Support Vector 

Machine) [26]  

ซัพพอร์ทเวกเตอร์แมชชีนเป็นเทคนิคการจาํแนกขอ้มูลโดยการ

วิ เคราะห์การถดถอย (Regression) และการจัดกลุ่มข้อมูล 

(Classification) โดยการหาค่าสัมประสิทธิ� ของสมการเพื�อสร้าง

เส้นแบ่งกลุ่มขอ้มูลที�ดีที�สุดใชไ้ดท้ั�งสมการเชิงเส้นตรง (Linear) 

และสมการไม่เชิงเส้นตรง (Non Linear) 

 

 

 

2.2 เทคนิคการปรับเพิ�มข้อมูลด้วยวิธีสุ่ม 

Synthetic Minority Oversampling Technique (SMOTE) คื อ 

เทคนิคที�ช่วยแกปั้ญหาขอ้มูลที�มีจาํนวนแตกต่างกนัมากใน แต่ 

ละคลาสส่งผลให้ผลลัพธ์ของการจาํแนกอาจจะอยู่ใน ข้อมูล 

กลุ่มที�มีจาํนวนมากกว่า เทคนิค SMOTE นี� ทาํการ เพิ�มจาํนวน 

ของขอ้มูลในกลุ่มที�น้อยกว่าให้ เท่ากบักลุ่มที�มีขอ้มูลมากกว่า 

โดยอาศัยหลักการ เคเนียเรสเนเบอร์ (K-Nearest Neighbors) 

วิธีทําเริ� มจากสุ่มข้อมูลของกลุ่มที�มีจ ํานวนน้อย มาจํานวน � 

ข้อมูลหลังจากนั� นคํานวณหาระยะทางด้วยวิ ธี  Euclidean 

dis tance เพื�อหาข้อมูลที� ใกล้เ คียงจํานวน k  ข้อมูล สร้าง 

ข้อมูลเทียม ที�อยู่ระหว่าง ข้อมูลที� สุ่มกับค่า k และสุ่มเลือก 

ข้อมูลอีกหลายครั� งเพื�อสร้างข้อมูลเทียม จนครบตามจาํนวน 

ที�ตอ้งการ 

 

2.3 ทบทวนงานวิจัยที�เกี�ยวข้อง 

ปัจจุบนัมีงานวิจยัหลายชิ�นพยายามสร้างตวัแบบสําหรับทาํนาย

เปปไทดป์ะเภทต่าง ๆ เช่นเปปไทดต์า้นมะเร็ง, เปปไทดลต์า้นจุล

ชีพ และ โปรตีนที�เกี�ยวขอ้งกบักลไกลต่างๆของร่างกายขอ้มูลที�

นํามาใช้สําหรับฝึกฝนและทดสอบตัวแบบมาจากหลายแหล่ง

ดงันี�  

ใ น ปี  2019 Md. Mehedi Hasan [16] ไ ด้ นํ า เ ส น อ

DiscriminationHLPpred-Fuse: improved and robustprediction 

of hemolytic peptide and its activity by fusing multiple feature 

representation Discrimination เพื�อสร้างตัวแบบสําหรับทาํนาย 

hemolytic peptide และ กิจกรรมของเปปไทด์นี�  ซึ� งใชวิ้ธีจาํแนก

จาํนวน 5 ขั�นตอนวิธีดงันี�  SVM, RF, GB,  KNN และ AdaBoost 

ใช้คุณลักษณะจํานวน 9 คุณลักษณะหลักดังนี� องค์ประกอบ

กรดอะมิโน Amino Acid Composition (AAC), องค์ประกอบ

กรดอะมิโนคู่ Dipeptide Composition (DPC) , Amino acid index 

(AAI), Binary profile (BPF), Composition transition-

distribution (CTD), Conjoint triad (CTF), Quasi-sequence order 

(QSO) , Grouped dipeptide composition (GDPC) และ Grouped 

tripeptide composition (GTPC)  ข้อมูลแบ่งออกเป็น 2 ส่วนคือ 

Training และ Independent หลังจากนั�นแบ่งอีกครั� งเป็น 2 ชั�น 

และแบ่งขอ้มูลฝึกฝนและทดสอบแบบ 10 fold cross validation 
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ประเมินประสิทธิภาพด้วยค่าความแม่นยําปรับสมดุล 

( balanced accuracy (BACC)), ค ว า ม ไ ว  ( Sensitivity), 

ความจาํเพาะ (Specificity) , สัมประสิทธิ� ของ Matthews (MCC), 

พื�นที�ใตก้ราฟเส้นโคง้ The area under curve (AUC) และ p-value 

ผลที�ดีที�สุดไดจ้ากวิธีจาํแนก PTPD มีค่าความไวสูงกว่า ตวัแบบ

ที�เคยตีพิมพแ์ลว้จาํนวน 1 วิธี ผลสรุปดงัตารางที� 1 

 

ตารางที�  �. แสดงผลการทดสองเปรียบเทียบตัวแบบ HLPred-

Fuse กับ HemoPl 

Methods 

 

MCC BAC

C 

Sn Sp AUC P-

value 

HLPred

--Fuse 

0.58

5 

0.792 0.82

1 

0.76

2 

0.86

9 

- 

HemoPl 0.57

7 

0.780 0.88

7 

0.67

3 

0.84

2 

0.40

4 

 

ใ น ปี  2019 Sayamon Hongjaisee, Chanin Nantasenamat, 

Tanawan Samleerat Carraway แ ล ะ  Watshara Shoombuatong 

[2 7 ] ไ ด้ นํ า เ ส น อ  “ HIVCoR: A sequence-based tool for 

predicting HIV-1 CRF01_AE coreceptor usage” เพื� อ ส ร้า งตัว

แบบสําหรับทํานาย HIV-1 CRF01_AE coreceptor ซึ� งใช้วิ ธี

จาํแนกป่าสุ่ม (Random Forest) และซัพพอร์ทเวกเตอร์แมชชีน 

(Support Vector Machine) โดยใช้คุณลักษณะ องค์ประกอบ

กรดอะมิโน (Amino Acid Composition ( AAC)), องคป์ระกอบ

กรดอะมิโนเทียม (Pseudo Amino AcidComposition (PseAAC)) 

และ Relative Synonymous Codon Usage (RSCU) แ บ่งข้อมูล

ฝึ ก ฝ น แ ล ะ ท ด ส อ บ แ บ บ  10 fold cross validation ข้อ มู ล 

benchmark ชนิด R5 Internal set จํานวน 30 และ External set 

จาํนวน120 และ ขอ้มูล benchmark ชนิด X4 Internal set จาํนวน 

30 และ External set จํานวน 10 ประเมินประสิทธิภาพด้วยค่า

ความแม่นยาํ (Accuracy), ความไว (Sensitivity), ความจาํเพาะ 

(Specificity) , สัมประสิทธิ� ของ Matthews (MCC) และ พื�นที�ใต้

กราฟเส้นโค้ง The area under curve (AUC) ผลที�ดีที�สุดได้จาก

วิธีจําแนก PTPD มีค่าความไวสูงกว่า ตัวแบบที� เคยตีพิมพ์

แลว้จาํานวน 5 วิธี ดงัแสดงในตารางที� � 

 

 

ตารางที�  �.  เปรียบเทียบประสิทธิภาพของ � ตัวแบบ 

Validation Model 
AC 

(%) 

SN 

(%) 

Sp 

(%) 
MCC AUC 

10-fold 

CV 

SVM/ 

LMT 
88.43 90.32 88.11 0.65 0.96 

 HIVCoR 95.29 94.38 100.00 0.86 1.00 

Internal 

test 

SVM/ 

LMT 
73.13 72.89 73.83 0.46 0.85 

 HIVCoR 93.67 93.23 94.30 0.87 0.99 

External 

test 

SVM/ 

LMT 
74.24 75.95 73.99 0.36 0.86 

 HIVCoR 93.80 93.90 93.79 0.71 0.99 

 

3. วิธีดําเนินการวิจัย 

3.1 การเก็บรวบรวมและเตรียมข้อมูล 

ข้ อ มู ล ที� นํ า ม า ใ ช้ ใ น ง า น วิ จั ย นี� ร ว บ ร ม จ า ก  IEDB 

(https://www.iedb.org/)   ข้อมูลเอพิโทปจากเซลล์ของผู ้ป่วย

มะเร็งและจากเซลล์ของผูที้�สุขภาพดีหลังจากนั�นแยกข้อมูลที�

ซํ� าซ้อนออกจะได้ข้อมูลที�มีรายละเอียดตามตารางที� 3. แปลง

ข้อ มู ล จ า ก  csv format เ ป ลี� ย น เ ป็ น  fasta format เ พื� อ ส กัด

คุณลกัษณะ 

 

ตารางที�  � แสดงจาํนวนข้อมูลที�ได้จาก IEDB ตัดข้อมูลที�ซํ�าออก 

และเพิ�มข้อมูลให้เท่ากันด้วยวิธี SMOTE 

แหล่งที�มา 

(iedb) 

จาํนวน 

(เอพิโทป) 

จาํนวนไม่

ซํ� า 

(เอพิโทป) 

SMOTE 

เซลล์ของ

ผูป่้วยมะเร็ง 
947 804 2,421 

เซลลข์องผูที้�

สุขภาพดี 
2,549 2,421 2,421 

 

3.2 การสกัดคุณลักษณะ 

ในงานวิจยันี�ไดท้าํการสกดัคุณลกัษณะโดยใชเ้ครื�องมือ Pfeature 

[13] จํานวน 5 คุณลักษณะ แต่ละคุณลักษณะประกอบด้วย

คุณลักษณะย่อยมีรายละเอียงดังตารางที� 4 และมีขั�นตอนการ

ดาํเนินงานตามรูปที� 2 
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ตารางที�  �  แสดงกรดอะมิโน �� ชนิด 

 

3.2.1 องค์ประกอบกรดอะมิโน (Amino Acid Composition 

(AAC)) 

องคป์ระกอบกรดอะมิโน คือการคาํนวนหาความถี�ของกรดอะมิ

โนทั� ง 20 ชนิดในสายเปปไทด์ โดยสามารถคํานวนได้จาก

สมการที� 6 

    

�(�) =  
�(�)

�
  � ∈ {�, �, �, … , � } (6) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2.2 องค์ประกอบกรดอะมิโนคู่ (Dipeptide Composition 

(DPC)) 

องคป์ระกอบกรดอะมิโนคู ่คือการเรียงสับเปลี�ยนกรดอะมิโน �� 

ชนิดทีละคู่สามารถซํ�ากนัได ้ ทาํให้เกิดคุณลกัษณะใหม่จาํนวน 

��� คุณลกัษณะ สามารถคาํนวนไดจ้ากสมการที� 7 

Abbreviation Name Sidechain 

Alanine Ala A hydrophobic 
Cysteine Cys C hydrophobic 
Aspartate Asp D negative 
Glutamate Glu E negative 
Phenylalanine Phe F hydrophobic 
Glycine Gly G hydrophobic 
Histidine His H positive 
Isoleucine Ile I hydrophobic 
Lysine Lys K positive 
Leucine Leu L hydrophobic 
Methionine Met M hydrophobic 
Asparagine Asn N polar 
Proline Pro P hydrophobic 
Glutamine Gln Q polar 
Arginine Arg R positive 
Serine Ser S polar 
Threonine Thr T polar 
Valine Val V hydrophobic 
Tryptophan Trp W hydrophobic 
Tyrosine Tyr Y polar 

�(�, �) =
�(�, �)

� − �
 � ∈ {�, �, � … �} (7) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

รูปที� �  แสดงขั�นตอนการเลือกตัวแบบที�เหมาะสมสาํหรับทาํนายเอพิโทปของเซลล์มะเร็ง 

 

3.2.3 ดัชนีกรดอะมิโน (Amino acid index (AAI)) 

ดชันีกรดอะมิโน คือชุดค่าตวัเลข 20 ค่าของคุณสมบติัทางเคมี

กายภาพและชีวภาพที�แตกต่างกนัของกรดอะมิโน AAindex1 ทาํ

การรวบรวมดชันีที�เผยแพร่พร้อมกบัผลลพัทข์องคลสัเตอร์มาทาํ

การวิเคราะห์โดยใช้สัมประสิทธิ� สหสัมพันธ์เป็นระยะห่าง

ระหว่าง 2 ดชันีไวท้ั�งหมด 556 ดชันี เช่น Hydrophobicity index 

(Argos et al., 1982), alpha-CH chemical shifts (Andersen et al., 

1992), Signal equence helical potential (Argos et al., 1982), 

Residue volume (Bigelow, 1967) 

3.2.4 Composition enhanced Transition and 

Distribution (CETD) 

Composition enhanced Transition and Distribution (CETD) 

แสดงคุณสมบติัของเปปไทด ์ ไม่ชอบนํ�า (Hydrophobicity), 

ปริมาตรของ Waals (Norm Waals Volume), ขั�ว (Polarity), 
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ความสามารถในการโพลาไรซ์ (Polarizability), ประจุ (Charge), 

โครงสร้างรอง (Secondary Structure) และการเข้าถึงตัวทํา

ละลาย (Solvent Access) ของการเขา้รหสัสามประเภท ดงันี�  

3.2.4.1 องค์ประกอบ (C) คือจํานวนกรดอะมิโนของ

คุณสมบติั เฉพาะเช่น ความไม่ชอบนํ� า หารดว้ยจาํนวนกรดอะมิ

โนทั�งหมด 

3.2.4.2 การเปลี�ยนภาพ (T) คือลกัษณะความถี�ร้อยละที�

กรดอะมิโนของคุณสมบัติเฉพาะตามด้วยกรดอะมิโนที� มี

คุณสมบติัต่างกนั 

3.2.4.3 การกระจาย (D) คือวดัความยาวโซ่ที�กรดอะมิโน

ตําแหน่งแรก 25, 50, 75 และ 100 ที� คุณสมบัติเฉพาะ ตั� งอยู่

ตามลาํดบั 

3.2.5 องคป์ระกอบกรดอะมิโนเทียม (Pseudo Amino Acid 

Composition (PAAC)) 

องค์ประกอบกรดอะมิโนเทียมประกอบด้วยคุณลักษณะย่อย 

จํานวน 20 คุณลักษณะในปี 2544 Kuo-Chen Chou ได้เสนอ 

ตวัอย่างโปรตีนสําหรับปรับปรุงการทาํนายการโลคลัไลเซชั�น

ของโปรตีนและทาํนายประเภทโปรตีนเมมเบรนเช่นเดียวกบัวีธี

องคป์ระกอบกรดอะมิโน (Amino acid composition (AAC)) วิธี

นี� จะใช้เมทริกซ์ความถี�ของกรดอะมิโนเป็นหลักเพื�อกําาหนด

ลักษณะของโปรตีนซึ� งช่วยให้โปรตีนไม่มีความคล้ายคลึงกนั

ของโปรตีนอื�น ๆ เมื�อเปรียบเทียบกบั วีธีองคป์ระกอบกรดอะมิ

โน (ACC) แล้วข้อมูลเพิ�มเติมจะรวมอยู่ในเมทริกซ์เพื�อแสดง

คุณลกัษณะในทอ้งถิ�นบางอย่าง เช่น ความสัมพนัธ์ระหว่างสิ�ง

ต ก ค้า ง ใ น ร ะ ย ะ ทา ง ที� กําห น ด  เ มื� อ จัด ก า ร กับ ก รณี ข อ ง 

องคป์ระกอบกรดอะมิโนเทียม มกัใชท้ฤษฎีบทค่าคงที�ของ Chou 

จาํนวนคุณลกัษณะหลกัและคุณลกัษณะย่อยที�นํามาใช้ใน

งานวิจยันี�แสดงในตารางที� 5 

 

ตารางที�  � แสดงคุณลักษณะหลักและจาํนวนคุณลักษระย่อย 

คุณลกัษณะ คุณลกัษณะยอ่ย 

Amino Acid Composition (AAC) 20 

Amino Acid Index (AAI) 553 

Composition enhanced Transition and 

Distribution (CETD) 

189 

Dipeptide Composition (DPC) 400 

Pseudo Amino Acid Composition 

(PAAC) 

20 

�.� การแบ่งข้อมูล 

หลงัจากนั�นเป็นการทาํ cross validation โดยแบ่งขอ้มูลออกเป็น 

10 ส่วน ซึ� งขอ้มูลจาํนวน 9 ส่วนจะนาํมาใชส้อนเครื�องให้เรียนรู้ 

(train) ส่วนขอ้มูที�เหลืออีก 1 ส่วนจะนาํมาใชส้ําหรับเป็นขอ้มูล

ทดสอบ (test) โดยสลับข้อมูลทดสอบ จํานวน 10 ครั� ง วิธีนี�

สามารถป้องกันความลําเอียง (bias) ที� เกิดจากข้อมูลที�มีการ

กระจายตวันอ้ย ซึ�งส่งผลให้ตวัแบบทาํนายขอ้มูลที�ใชท้าํนายจริง

มีความแม่นยาํนอ้ย (overfitting) 

3.� การประเมินประสิทธิภาพของ ตัวแบบ 
ในงานวิจยันี�  วิธีจาํแนกทั�ง 7 วิธี ใชค้่าเริ�มตน้ของแต่ละวิธี โดย

ไม่มีการปรับค่าใด ๆ การประเมินประสิทธิภาพของตวัแบบแต่

ละตัวที�เป็นแบบ สองกลุ่ม (Binary Classes) ใช้ค่าสําหรับการ

ประเมินดงันี�  [16-20] 

ความแม่นยาํ (Accuracy) คืออตัราของผลรวมถูกทั�งหมดกบั

ผลรวมทั�งหมด ดงัสมการที� 8 

ความไว (Sensitivity) คืออตัราผลบวกจริงของการทดสอบ

หรือความน่าจะเป็นของผลบวกจริง ดงัสมการที� 9 

ความจําเพาะ (Specificity) คืออัตราผลลบจริงของการ

ทดสอบหรือ ความน่าจะเป็นของผลลบจริง ดงัสมการที� 10 

สัมประสิทธิ� ของMatthews (MCC) เหมาะสาํหรับประเมิน

ขอ้มูลที�ไม่สมดุลโดยจะให้ความสาํคญักบัค่าความสับสนทั�ง 4 

ค่าคือผลบวกจริง (TP), ผลลบจริง (TN), ผลบวกลวง (FP) และ

ผลลบลวง (FN) ดงัสมการที� 11 ซึ�งจะต่างจากค่า F1 ที�ไม่สนใจ

ค่าผลลบจริง 

 

หลังจากนั� นนําค่าอัตราผลบวกจริงและอัตราผลลบจริง

แ ส ด ง ใ น ก ร า ฟ เ ส้ น โ ค้ง  Receiver Operating Characteristic 

(ROC) [23] เพื�อหาจุดตัดการแบ่งกลุ่มที�ดีที�สุดและคาํนวนหา

�������� =  
�� + ��

�� + �� + �� + ��
 

 

(8) 

����������� =  
��

�� + ��
 

 

(9) 

����������� =  
��

�� + ��
 

 

(10) 

��� 

=  
�� × �� − �� × ��

�(�� + ��)(�� + ��)(�� + ��)(�� + ��)
 

 

(11) 
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พื�นที�ใตก้ราฟ The area under curve (AUC) เพื�อประเมินภาพรวม

ตัวแบบโดยพื�นที�ใต้กราฟ ยิ�งเข้าใกล้ 1 แสดงว่าตัวแบบนั� น

ทาํนายไดดี้มาก 

 

4. ผลการทดลองและการอภิปราย 
 

 

 

 

 

 

 

จากรูปที� 3 แสดงขอ้มูลที�ยงัไม่ไดป้รับสมดุลวิธีจาํแนก SVM มี

ค่าความแม่นยาํสูงที�สุดเมื�อใช้คุณลักษณะ AAI, AAC, CETD 

และ DPC ในขณะที�คุณลกัษณะ PAAC มีค่าความแม่นยาํสูงสุด

เมื�อถูกใชโ้ดยวิธีจาํแนก KNN  

 

จากรูปที� 4 แสดงให้เห็นว่าในขอ้มูลที�ปรับสมดุลด้วย SMOTE 

วิธีจาํแนก RF มีค่าความแม่นยาํสูงที�สุดในทุกคุณลกัษณะ 

 

จากรูปที� 5 แสดงให้เห็นว่าในข้อมูลที�ยงัไม่ได้ปรับสมดุลวิธี

จาํแนก GBOOST มีค่าความไวสูงที�สุดเมื�อใชคุ้ณลกัษณะ AAI, 

CETD และ DPC ในขณะที�คุณลกัษณะ AAI มีค่าความไว สูงสุด

เมื�อถูกใชโ้ดยวิธีจาํแนก NB, RF และ GBOOST 

 

จากรูปที� 6 แสดงให้เห็นว่าในขอ้มูลที�ปรับสมดุลด้วย SMOTE 

วิธีจาํแนก KNN มีค่าความไวสูงที�สุดในทุกคุณลกัษณะ 

 

จากรูปที� 7 แสดงให้เห็นว่าในข้อมูลที�ยงัไม่ได้ปรับสมดุลวิธี

จาํแนก SVM มีค่าความจาํเพาะสูงที�สุดในทุกคุณลกัษณะ 

 

จากรูปที� 8 แสดงให้เห็นว่าในขอ้มูลที�ปรับสมดุลด้วย SMOTE 

วิธีจาํแนก RF มีค่าความจาํเพาะสูงที�สุดในทุกคุณลกัษณะ 

 

รูปที� 4. แสดงกราฟเปรียบเทียบค่าค่าความแม่นยาํของ

คุณลักษณะ และวิธีจาํแนกของข้อมูลที�ปรับสมดุลด้วย SMOTE 

รูปที� 5. แสดงกราฟเปรียบเทียบค่าค่าความไวของคุณลักษณะ

และวิธีจาํแนกของข้อมูลที�ไม่ได้ปรับสมดุล 

รูปที�  8 แสดงกราฟเป รียบเ ทียบค่าค่าความจํา เพาะของ

คุณลักษณะและวิธีจาํแนกของข้อมูลที�ปรับสมดุลด้วย SMOTE 

รูปที� 3. แสดงกราฟเปรียบเทียบค่าค่าความแม่นยาํของคุณลักษณะ

และวิธีจาํแนกของข้อมูลที�ไม่ได้ปรับสมดุล 

รูปที� 6.  แสดงกราฟเปรียบเทียบค่าค่าความไวของคุณลักษณะ

และวิธีจาํแนกของข้อมูลที�ปรับสมดุลด้วย SMOTE 

รูปที� 7 แสดงกราฟเปรียบเทียบค่าค่าความจาํเพาะของ

คุณลักษณะและวิธีจาํแนกของข้อมูลที�ไม่ได้ปรับสมดุล 

รูปที� 8.  แสดงกราฟเปรียบเทียบค่าค่าความจาํเพาะของ

คุณลักษณะและวิธีจาํแนกของข้อมูลที�ปรับสมดุลด้วย SMOTE 
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คุณลักษณะ AAI ข้อมูลไม่ได้ปรับสมดุลวิธีจําแนกการ

ถดถอยโลจิสติค (LR), เคเนียเรสเนเบอร์ (K-NN) และซัพพอร์ต

เวกเตอร์แมชชีน (SVM) มีค่า ความแม่นยาํสูงสุดที�  75% ค่า

ความจําเพาะที�  100% และมีพื�นที�ใต้กราฟเส้นโค้ง 0.56, 0.51 

และ 0.50 ตามลาํดบัส่วนขอ้มูลปรับสมดุลวิธีจาํแนกป่าสุ่ม (RF) 

ค่าความแม่นยาํสูงสุดที� 79% ค่าความจาํเพาะที� 93% และมีพื�นที�

ใตก้ราฟเส้นโคง้ 0.71 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

คุณลักษณะ AAC ข้อมูลไม่ได้ปรับสมดุลวิธีจาํแนกเคเนีย

เรสเนเบอร์ (K-NN) และซัพพอร์ตเวกเตอร์แมชชีน (SVM) มีค่า

ความแม่นยาํสูงสุดที� 75% ค่าความจาํเพาะที� 91% และ 100% 

ตามลาํดบัและมีพื�นที�ใตก้ราฟเส้นโคง้ 0.66 และ 0.50 ตามลาํดบั

ส่วนข้อมูลปรับสมดุลวิธีจําแนกป่าสุ่ม (RF) ค่าความแม่นยาํ

สูงสุดที� 77% ค่าความจาํเพาะที� 93% และมีพื�นที�ใต้กราฟเส้น

โคง้ 0.73 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ตารางที�  �. ผลประเมินประสิทธิภาพคุณลักษณะและตัวแบบ ที�ไม่ได้ปรับสมดุลข้อมูล 
Feature Classifier Ac (%) Sn (%) Sp (%)  MCC   AUC  

  0 fold 10 fold test 0 fold 10 fold test 0 fold 10 fold test 0 fold 10 fold test 0 fold 10 fold test 

AAI LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

75 

73 

64 

55 

77 

71 

77 

75 

73 

64 

55 

77 

71 

77 

75 

75 

70 

25 

25 

25 

75 

3 

24 

32 

44 

12 

19 

11 

3 

24 

32 

44 

12 

19 

11 

0 

0 

19 

100 

100 

100 

0 

99 

90 

75 

59 

98 

88 

98 

99 

90 

75 

59 

98 

88 

98 

100 

100 

87 

0 

0 

0 

100 

0.07 

0.17 

0.07 

0.03 

0.21 

0.10 

0.20 

0.07 

0.17 

0.07 

0.03 

0.21 

0.10 

0.20 

N/A 

N/A 

0.06 

N/A 

N/A 

N/A 

N/A 

0.59 

0.65 

0.55 

0.55 

0.70 

0.66 

0.69 

0.59 

0.65 

0.55 

0.55 

0.70 

0.66 

0.69 

0.56 

0.51 

0.53 

0.50 

0.47 

0.52 

0.50 

AAC LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

75 

75 

69 

73 

78 

75 

77 

75 

75 

69 

73 

78 

75 

77 

69 

75 

48 

63 

58 

52 

75 

3 

29 

42 

22 

21 

17 

15 

3 

29 

42 

22 

21 

17 

15 

33 

25 

71 

48 

55 

48 

0 

99 

91 

79 

90 

98 

95 

98 

99 

91 

79 

90 

98 

95 

98 

81 

91 

40 

68 

59 

54 

100 

0.08 

0.25 

0.21 

0.16 

0.32 

0.19 

0.25 

0.08 

0.25 

0.21 

0.16 

0.32 

0.19 

0.25 

0.14 

0.20 

0.10 

0.14 

0.12 

0.01 

N/A 

0.60 

0.67 

0.59 

0.59 

0.72 

0.63 

0.65 

0.60 

0.67 

0.59 

0.59 

0.72 

0.63 

0.65 

0.59 

0.66 

0.56 

0.59 

0.61 

0.51 

0.50 

CETD LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

74 

74 

66 

46 

78 

73 

76 

74 

74 

66 

46 

78 

73 

76 

41 

69 

24 

75 

69 

28 

75 

9 

25 

37 

68 

17 

11 

7 

9 

25 

37 

68 

17 

11 

7 

71 

16 

94 

1 

11 

97 

0 

96 

90 

76 

38 

98 

95 

99 

96 

90 

76 

38 

98 

95 

99 

31 

87 

1 

100 

88 

5 

100 

0.09 

0.19 

0.12 

0.05 

0.28 

0.09 

0.15 

0.09 

0.19 

0.12 

0.05 

0.28 

0.09 

0.15 

0.01 

0.04 

-0.14 

0.03 

-0.02 

0.04 

N/A 

0.59 

0.62 

0.57 

0.53 

0.66 

0.59 

0.71 

0.59 

0.62 

0.57 

0.53 

0.66 

0.59 

0.71 

0.49 

0.55 

0.47 

0.54 

0.45 

0.53 

0.50 

DPC LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

73 

75 

73 

40 

80 

74 

79 

73 

75 

73 

40 

80 

74 

79 

65 

77 

61 

75 

72 

52 

79 

37 

21 

37 

83 

25 

27 

22 

37 

21 

37 

83 

25 

27 

22 

42 

24 

58 

0 

46 

63 

16 

84 

93 

84 

26 

98 

90 

98 

84 

93 

84 

26 

98 

90 

98 

73 

94 

63 

100 

81 

48 

100 

0.22 

0.20 

0.22 

0.09 

0.38 

0.21 

0.34 

0.22 

0.20 

0.22 

0.09 

0.38 

0.21 

0.34 

0.13 

0.26 

0.18 

N/A 

0.26 

0.10 

0.34 

0.61 

0.66 

0.60 

0.58 

0.72 

0.63 

0.69 

0.61 

0.66 

0.60 

0.58 

0.72 

0.63 

0.69 

0.60 

0.68 

0.60 

0.50 

0.71 

0.57 

0.73 

PAAC LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

75 

76 

68 

73 

79 

76 

77 

75 

76 

68 

73 

79 

76 

77 

66 

77 

39 

62 

67 

57 

75 

2 

32 

41 

23 

21 

17 

17 

2 

32 

41 

23 

21 

17 

17 

34 

25 

71 

44 

31 

34 

0 

99 

90 

77 

90 

98 

95 

97 

99 

90 

77 

90 

98 

95 

97 

77 

94 

28 

68 

79 

65 

100 

0.04 

0.28 

0.17 

0.17 

0.32 

0.20 

0.26 

0.04 

0.28 

0.17 

0.17 

0.32 

0.20 

0.26 

0.11 

0.27 

0.00 

0.11 

0.10 

-0.01 

N/A 

0.59 

0.61 

0.59 

0.60 

0.71 

0.64 

0.62 

0.59 

0.61 

0.59 

0.60 

0.71 

0.64 

0.62 

0.59 

0.67 

0.50 

0.58 

0.61 

0.49 

0.50 

AAI: Amino Acid Index, AAC: amino acid composition, CETD: Composition enhanced Transition and Distribution, DPC: dipeptide composition, PAAC: pseudo amino acid composition 
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ตารางที�  �. ผลประเมินประสิทธิภาพคุณลักษณะและตัวแบบ ที�ปรับสมดุลข้อมูลด้วยวิธี SMOTE 
Feature Classifier Ac (%) Sn (%) Sp (%)  MCC   AUC  

  0 fold 10 fold test 0 fold 10 fold test 0 fold 10 fold test 0 fold 10 fold test 0 fold 10 fold test 

AAI LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

60 

60 

66 

52 

77 

67 

66 

58 

74 

74 

55 

90 

72 

72 

56 

61 

65 

50 

79 

69 

68 

50 

63 

40 

59 

30 

34 

42 

56 

93 

79 

62 

90 

73 

72 

50 

63 

39 

54 

36 

47 

48 

63 

59 

74 

50 

91 

77 

73 

60 

55 

69 

47 

91 

71 

73 

58 

61 

74 

48 

93 

76 

74 

0.11 

0.19 

0.13 

0.08 

0.25 

0.10 

0.14 

0.16 

0.53 

0.48 

0.09 

0.80 

0.44 

0.45 

0.07 

0.21 

0.12 

0.02 

0.36 

0.22 

0.20 

0.60 

0.65 

0.57 

0.56 

0.69 

0.59 

0.64 

0.60 

0.65 

0.57 

0.56 

0.69 

0.59 

0.64 

0.60 

0.67 

0.56 

0.55 

0.71 

0.63 

0.68 

AAC LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

56 

63 

68 

62 

77 

71 

69 

58 

76 

76 

61 

87 

79 

78 

55 

64 

66 

61 

77 

71 

72 

54 

68 

41 

52 

30 

31 

38 

59 

93 

77 

58 

80 

73 

77 

51 

68 

40 

47 

31 

29 

48 

56 

61 

76 

65 

92 

84 

79 

58 

60 

74 

64 

93 

84 

79 

57 

62 

75 

66 

93 

85 

80 

0.09 

0.25 

0.17 

0.16 

0.28 

0.16 

0.17 

0.17 

0.56 

0.51 

0.22 

0.74 

0.57 

0.56 

0.07 

0.26 

0.15 

0.11 

0.30 

0.16 

0.27 

0.59 

0.70 

0.59 

0.61 

0.70 

0.57 

0.68 

0.59 

0.70 

0.59 

0.61 

0.70 

0.57 

0.68 

0.58 

0.69 

0.58 

0.60 

0.73 

0.64 

0.70 

CETD LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

56 

56 

68 

44 

78 

70 

70 

62 

71 

77 

55 

89 

81 

76 

56 

55 

68 

43 

79 

75 

71 

51 

73 

43 

68 

14 

20 

40 

63 

96 

78 

75 

79 

73 

74 

48 

71 

39 

67 

21 

20 

37 

58 

51 

75 

37 

99 

87 

80 

60 

47 

77 

35 

98 

88 

78 

59 

49 

77 

35 

99 

93 

82 

0.07 

0.20 

0.17 

0.04 

0.28 

0.08 

0.19 

0.24 

0.49 

0.55 

0.10 

0.78 

0.62 

0.53 

0.06 

0.17 

0.16 

0.02 

0.35 

0.18 

0.20 

0.55 

0.67 

0.59 

0.52 

0.73 

0.57 

0.65 

0.55 

0.67 

0.59 

0.52 

0.73 

0.57 

0.65 

0.56 

0.63 

0.58 

0.53 

0.72 

0.58 

0.64 

DPC LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

68 

44 

72 

55 

82 

72 

78 

74 

62 

80 

67 

89 

79 

88 

64 

44 

73 

56 

80 

71 

78 

48 

88 

44 

64 

31 

39 

25 

76 

99 

78 

85 

81 

76 

82 

40 

89 

40 

64 

28 

36 

34 

74 

30 

80 

52 

98 

82 

95 

72 

26 

82 

50 

97 

83 

93 

72 

29 

84 

53 

96 

82 

93 

0.20 

0.17 

0.24 

0.14 

0.42 

0.21 

0.29 

0.48 

0.36 

0.60 

0.37 

0.79 

0.58 

0.75 

0.11 

0.19 

0.25 

0.15 

0.36 

0.19 

0.34 

0.68 

0.67 

0.62 

0.61 

0.77 

0.65 

0.70 

0.68 

0.67 

0.62 

0.61 

0.77 

0.65 

0.70 

0.62 

0.66 

0.62 

0.60 

0.74 

0.60 

0.67 

PAAC LR 

K-NN 

CART 

NB 

RF 

GBOOST 

SVM 

 

61 

60 

65 

63 

75 

70 

69 

56 

78 

77 

59 

88 

78 

79 

56 

60 

67 

63 

79 

72 

72 

62 

63 

35 

56 

26 

34 

47 

55 

95 

78 

55 

82 

73 

78 

55 

66 

34 

49 

33 

30 

49 

60 

59 

77 

66 

94 

84 

78 

57 

60 

77 

64 

93 

83 

80 

56 

58 

78 

68 

94 

85 

80 

0.20 

0.20 

0.11 

0.20 

0.28 

0.20 

0.25 

0.12 

0.59 

0.54 

0.19 

0.76 

0.56 

0.57 

0.10 

0.21 

0.12 

0.15 

0.35 

0.17 

0.28 

0.63 

0.64 

0.56 

0.63 

0.67 

0.61 

0.68 

0.63 

0.64 

0.56 

0.63 

0.67 

0.61 

0.68 

0.60 

0.68 

0.56 

0.63 

0.73 

0.64 

0.70 

AAI: Amino Acid Index, AAC: amino acid composition, CETD: Composition enhanced Transition and Distribution, DPC: dipeptide composition, PAAC: pseudo amino acid composition 
LR: การถดถอยโลจสิตคิ, K-NN: เคเนียเรสเนเบอร,์ CART: ต้นไมต้ดัสนิใจ, NB: เนอฟีเบย์, RF: ป่าสุ่ม, GBOOST: เกรเดยีนท์บูทติ�ง, SVM: ซพัพอรท์เวกเตอรแ์มชชนี 
Ac: ความแม่นยํา, Sn: ความไว, Sp: ความจําเพาะ, MCC: สมัประสทิธิ � ของ Matthews, AUC: พื�นที�ใต้กราฟเสน้โคง้ 
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คุณลกัษณะ CETD ข้อมูลไม่ได้ปรับสมดุลวิธีจาํแนกเนอีฟ

เบย์  (NB) และซัพพอร์ตเวกเตอร์แมชชีน (SVM) มีค่าความ

แม่นยาํสูงสุดที�  75% ค่าความจําเพาะที�  100% และมีพื�นที�ใต้

กราฟเส้นโคง้ 0.54 และ 0.50 ตามลาํดบัส่วนขอ้มูลปรับสมดุลวิธี

จาํแนกป่าสุ่ม (RF) ค่าความแม่นยาํสูงสุดที� 79% ค่าความจาํเพาะ

ที� 99% และมีพื�นที�ใตก้ราฟเส้นโคง้ 0.72 

คุณลกัษณะ DPC ขอ้มูลไม่ไดป้รับสมดุลวิธีจาํแนกซพัพอร์ต

เวกเตอร์แมชชีน (SVM) มีค่าความแม่นยาํสูงสุดที�  79% ค่า

ความจาํเพาะที� 91% และ 100% ตามลาํดบัและมีพื�นที�ใตก้ราฟ

เส้นโค้ง 0.66 และ 0.50 ตามลําดับส่วนข้อมูลปรับสมดุลวิธี

จาํแนกป่าสุ่ม (RF) ค่าความแม่นยาํสูงสุดที� 77% ค่าความจาํเพาะ

ที� 93% และมีพื�นที�ใตก้ราฟเส้นโคง้ 0.73 

คุณลกัษณะ PACC ขอ้มูลไม่ได้ปรับสมดุลวิธีจาํแนกเคเนีย

เ ร ส เ น เ บ อร์  (K-NN) มี ค่ า ค ว า ม แ ม่ น ย ํา สู ง สุ ด ที�  77% ค่ า

ความจาํเพาะที� 94% และมีพื�นที�ใตก้ราฟเส้นโคง้ 0.67 ส่วนขอ้มูล

ปรับสมดุลวิธีจาํแนกป่าสุ่ม (RF) ค่าความแม่นยาํสูงสุดที� 79% 

ค่าความจาํเพาะที� 94% และมีพื�นที�ใตก้ราฟเส้นโคง้ 0.73 

 

5. ข้อเสนอแนะ 
เนื�องจากงานวิจยัชิ�นนี�มุ่งเน้นเพื�อหาตวัแบบสําหรับการทาํนาย 

เอพิโทป จากเซลล์ผูที้�มีสุขภาพดีและเซลล์ผูป่้วยมะเร็ง ผ่าน

คุณลักษณะและวิธีการจาํแนกข้างต้น ซึ� งยงัไม่ครอบคลุมทุก

คุณลกัษณะ และวิธีจาํแนกในอนาคตควรมีการศึกษาคุณลกัษณะ

อื�นรวมถึงคุณลกัษณะผสมเพิ�มเติม  และศึกษาวิธีการจาํแนกการ

เรียนรู้เชิงลึก (Deep Learning) เพื�อนาํมาประยุกต์ใชส้าํหรับเพิ�ม

ความแม่นยาํในการทาํนาย 
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