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ABSTRACT – Fine particulate matter (PM2.5) is a significant air pollution issue, particularly in 
urban areas with high emissions, such as Bangkok, Thailand, and Guangzhou, China—one of the 
most populous cities in the world. This research focuses on developing a predictive system for 
PM2.5 concentration using machine learning techniques, including Linear Regression (LR), 
Support Vector Regression (SVR), and XGBoost, to aid in air pollution monitoring and 
management. The dataset used in this study is a secondary source containing recorded PM2.5 
values from Guangzhou, China, between 2010 and 2015. Experimental comparisons of the three 
models reveal that XGBoost demonstrates the highest predictive performance across all 
timeframes. Specifically, for the 1-hour ahead prediction, the XGBoost model incorporating 
historical PM2.5 averages and seasonal data achieved an R² of 0.6728, MAE of 12.06, and RMSE 
of 17.87, outperforming both LR and SVR. Furthermore, the predictive performance of all models 
declined as the forecasting timeframe increased, but XGBoost consistently outperformed the other 
methods in every scenario. The inclusion of seasonal information and historical PM2.5 averages 
significantly enhanced the model’s ability to predict future PM2.5 concentrations. 
KEY WORDS: PM2.5, Machine Learning, Linear Regression, XGBoost, Support Vector Regression  
 

บทคดัย่อ -- ฝุ่นละอองขนาดเลก็ PM 2.5 เป็นปัญหามลพษิทางอากาศที:สําคญั โดยเฉพาะในพืCนที:เมืองที:มีการปล่อยมลพษิ

สูง โดยเฉพาะเมืองใหญ่ เช่น กรุงเทพมหานคร ประเทศไทย หรือ นครกวางโจว เมืองใหญ่ ในสาธารณรัฐประชาชนจีน ซึ:ง

ได้ชื:อว่าเป็นประเทศที:มีประชากรมากที:สุด งานวิจัยนีCจึงมุ่งเน้นการพัฒนาระบบทํานายค่าความเข้มข้นของฝุ่นPM 2.5 

ล่วงหน้า โดยใช้เทคนิคการเรียนรู้ของเครื: อง (Machine Learning) ได้แก่ การวิเคราะห์การถดถอยเชิงเส้น Linear 

Regression (LR) , Support Vector Regression (SVR) และ Extreme Gradient Boosting (XGBoost) เพื:อนําไปใช้ในการ

เฝ้าระวังและจัดการมลพษิทางอากาศ ข้อมูลในงานวิจัยครัCงนีC เป็นข้อมูลทุติยภูมิซึ:งบันทึกค่าฝุ่น   PM 2.5 ระหว่างปี 2010-

2015 ของนครกวางโจว สาธารณรัฐประชาชนจีน จากการทดลองเปรียบเทียบแบบจําลองทัCงสามแบบ พบว่า XGBoost มี

ประสิทธิภาพสูงสุดในการทํานายค่าฝุ่นPM 2.5 ในทุกช่วงเวลา โดยในกรณีทํานาย 1 ชั:วโมงล่วงหน้า XGBoost ที:ใช้

คุณลกัษณะค่าเฉลี:ยฝุ่นPM 2.5 ย้อนหลงัและข้อมูลฤดูกาล โดยให้ค่า R², MAE และ RMSE เท่ากบั 0.6728 ,12.06 และ 17.87 

ตามลําดับ ซึ:งแม่นยํากว่า LR และ SVR นอกจากนัCน ประสิทธิภาพของแบบจําลองจะลดลงเมื:อพยากรณ์ช่วงเวลาล่วงหน้า

เพิ:มขึCน ในขนะที: XGBoost ยังคงให้ผลลัพธ์ที:ดีที:สุดในทุกกรณี โดยการเพิ:มคุณลักษณะของข้อมูลฤดูกาลและค่าเฉลี:ยของ

ฝุ่น PM 2.5 ในอดตีช่วยปรับปรุงความสามารถของแบบจาํลองในการทาํนายค่าฝุ่นPM 2.5 ได้อย่างมนัียสําคญั 

คาํสําคญั: PM 2.5 ,การเรียนรู้ของเครื0อง ,การวเิคราะห์การถดถอยเชิงเสน้ , Extreme Gradient Boosting ,Support Vector 

Regression 
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1. บทนํา  
ฝุ่ น PM (.* เป็นหนึ0 งในปัญหามลพิษทางอากาศที0

รุนแรงที0สุดในเมืองใหญ่ทั0วโลก โดยเฉพาะ เมืองศูนยก์ลางทาง

เศรษฐกิจและการคา้ในเมืองใหญ่ของประเทศต่าง ๆ ปัญหานีS

ไดรั้บ  ความสนใจเป็นอยา่งมาก ดว้ยในเขตเมืองที0มีประชากร

หนาแน่น  และมีกิจกรรมทางเศรษฐกิจสูง การปล่อยมลพิษจาก

ภาคอุตสาหกรรม การคมนาคมขนส่ง และการใชพ้ลงังานใน

ครัวเรือนต่างลว้นเป็นปัจจยัที0ก่อให้เกิดฝุ่ น PM (.* ในปริมาณ

มาก ฝุ่ น PM (.* มีขนาดเล็กกว่า (.* ไมครอน สามารถเขา้สู่

ระบบทางเดินหายใจส่วนลึกและกระแสเลือด ส่งผลกระทบต่อ

สุขภาพอย่างรุนแรง ไม่ว่าจะเป็นการเพิ0มความเสี0ยงของโรค

ทางเดินหายใจ เช่น โรคหอบหืด และโรคถุงลมโป่งพอง รวมถึง

โรคเรืSอรัง เช่น โรคหวัใจและมะเร็งปอด ดงันัSนความหนาแน่น

ของประชากรและการใช้ชีวิตในเมืองยิ0งทาํให้กลุ่มเสี0ยง เช่น 

ผู ้สู งอายุและ เด็ก  ได้ รับผลกระทบมากขึS น  (กระทรวง

สาธารณสุข , 2566) 

   ขอ้มูลการเฝ้าระวงัคุณภาพอากาศพบว่า ระดบัฝุ่ น 

PM (.* ในหลาย ๆ พืSนที0ของเมืองมกัเกินค่ามาตรฐานที0กาํหนด

โดยองค์การอนามยัโลก (WHO) โดยเฉพาะในช่วงฤดูหนาว

และฤดูใบไม้ร่วง ซึ0 งมีการสะสมของมลพิษสูงขึS นเนื0องจาก

ลกัษณะภูมิอากาศแบบลมสงบ สาเหตุหลกัของการเกิดฝุ่ นPM 

(.* ในส่วนหนึ0 งมาจากการปล่อยก๊าซเสียจากรถยนต์ การเผา

ไหมเ้ชืSอเพลิงในโรงงานอุตสาหกรรม การก่อสร้างที0ขาดการ

ควบคุมฝุ่ น และการใช้ถ่านหินในกระบวนการผลิตพลงังาน 

นอกจากนีS  การเปลี0ยนแปลงสภาพภูมิอากาศยงัทาํใหฝุ้่ นละออง

ลอยตวัในชัSนบรรยากาศเป็นเวลานานขึSน ส่งผลใหส้ถานการณ์

มลพิษยิ0งซบัซอ้น (Carlos Ordóñez , Ruth M. Doherty, 2566) 

ผลกระทบจากมลพิษทางอากาศไม่ไดส่้งผลแค่ดา้น

สุขภาพเท่านัSน แต่ยงัส่งผลกระทบต่อเศรษฐกิจและภาพลกัษณ์

ของเมืองในฐานะศูนยก์ลางการท่องเที0ยวและการลงทุนใน

ภูมิภาค การที0คุณภาพอากาศตํ0า ลงทาํให้ค่าใชจ่้ายดา้นสุขภาพ

เพิ0มสูงขึS น และส่งผลต่อผลิตภาพของแรงงาน รวมถึงการ

สูญเสียความเชื0อมั0นของนกัลงทุนและนกัท่องเที0ยว การแกไ้ข

ปัญหาฝุ่ น PM 2.5 จาํเป็นตอ้งอาศยัความร่วมมือของหลายๆฝ่าย  

ไม่เพียงเพื0อบรรเทาผลกระทบดา้นสุขภาพในระยะสัS น แต่ยงั

เพื0อสร้างความย ั0งยืนในการพฒันาเศรษฐกิจและคุณภาพชีวิต

ของประชาชนในระยะยาว การมีขอ้มูลที0ถูกตอ้ง การพฒันา

นโยบายที0 เข้มงวด และการสร้างความตระหนักรู้ให้กับ

ประชาชนลว้นเป็นกญุแจสาํคญัในการเปลี0ยนแปลงอนาคตของ

เมืองนีS ให้ดียิ0งขึS น จึงได้มีงานวิจัย เพื0อศึกษาการพยากรณ์

แนวโน้มฝุ่ น PM 2.5 อาทิ เช่น เทคนิคการแยกส่วนประกอบ 

และโฮลต-์วินเทอร์ ที0ไดรั้บการปรับปรุงดว้ยขัSนตอนวิธีการหา

ค่าที0เหมาะสมที0สุดแบบวาฬ : กรณีศึกษาการพยากรณ์ PM2.5 

ใน � จงัหวดัภาคเหนือของประเทศไทย (ปรารถนา มินเสน , 

วฐา มินเสน , 2567) และ การเพิ0มประสิทธิภาพการแยก

องค์ประกอบและการพยากรณ์รายสัปดาห์ของความเขม้ขน้ 

PM2.5 ในแปดจังหวัดภาคเหนือของประเทศไทยโดยใช้ 

อัลกอริทึม Cuckoo Search (Watha Minsan, Pradthana Minsan 

and Wararit Panichkitkosolkul , 4567) อย่างไรก็ตาม ปัจจุบัน

เทคโนโลยีทางดา้นคอมพิวเตอร์มีการพฒันาไปอย่างรวดเร็ว 

โดยเฉพาะการวิเคราะห์ขอ้มูล ไดมี้การนาํ Machine Learning 

มาใชใ้นการวิเคราะห์ขอ้มูลที0มีจาํนวนมหาศาล เพื0อช่วยในการ

พยากรณ์ หรือตดัสินใจ ดังนัSนในการวิจัยครัS งนีS  ผูว้ิจัยจึงใช้

เทคโนโลยีขัSนสูง Machine Learning เพื0อช่วยในการศึกษาการ

พยากรณ์ค่าฝุ่ นPM (.* ล่วงหน้า โดยใช้ชุดข้อมูลตัวอย่าง 

ปริมาณค่าฝุ่ นPM 2.5 ที0นครกวางโจว สาธารณรัฐประชาชนจีน 

เป็นกรณี ศึกษาวจิยัครัS งนีS  

2. วธีิดาํเนินการวจัิย  
ขั#นตอนที) +: ชุดข้อมูลที)ใช้ในการศึกษา นาํเขา้ขอ้มูลทุติยภูมิ 

ผา่นหนา้เวบ็ไซต ์www.kaggle.com  โดยเป็นขอ้มูลปริมาณฝุ่ น

PM (.* ที0นาํมาอยูใ่นช่วง � มกราคม (��� – �� ธนัวาคม (��* 

ค่าขอ้มูลที0เกบ็มีระยะห่าง � ชั0วโมง ที0นครกวางโจว สาธารณรัฐ

ประชาชนจีน จาํนวนขอ้มูล *(,584 แถว  โดยขอ้มูลมีความ

ต่อเนื0องและเพียงพอสาํหรับสร้างแบบจาํลองระยะยาว ขอ้มูล

ครอบคลุมฤดูกาลหลากหลาย  

 

รูปที& (. ข้อมลูฝุ่ นPM 2.5 ที&นครกวางโจว สาธารณรัฐประชาชนจีน 

 

ขั#นตอนที) ;: การจดัการข้อมูล  

�.สร้าง คอลมันใ์หม่ ชื0อวา่ ‘Season’ เป็นคอลมันบ์อกถึงฤดูกาล

ของข้อมูลแต่ละแถว ซึ0 งฤดูกาลในกวางโจว สาธารณรัฐ

ประชาชนจีน สามารถแบ่งออกไดเ้ป็น � ฤดู การเริ0มตน้และ

สิSนสุดของฤดูกาล อาจผนัแปรไปจากปกติไดใ้นแต่ละปี ซึ0 งใน

ที0 นีS ใช้เ งื0 อนไขดังนีS    ฤดูใบไม้ผลิ  (Spring) ระหว่างเ ดือน

กุมภาพนัธ์ถึงเดือนมีนาคม  ฤดูร้อน (Summer) ระหว่างเดือน

เมษายนถึงเดือนกนัยายน      ฤดูใบไมร่้วง (Autumn) ระหวา่ง
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เดือนตุลาคมถึงเดือนพฤศจิกายน  และ ฤดูหนาว (Winter) 

ระหวา่งเดือนธนัวาคมถึงเดือนมกราคม 

( .  ทํา ก า ร  One-Hot Encoding ใ น ค อ ลัม น์  “ Season”โ ด ย              

แต่ละตัวแปรจะแทนค่าของหมวดหมู่ด้วยตัวเลข 0 หรือ 1 

เพื0อใหแ้บบจาํลองเรียนรู้และวิเคราะห์ขอ้มูลไดถู้กตอ้ง ผลลพัธ์

ที0 ได้จะเป็นตารางใหม่มี� คอลัมน์  ดังนีS  Season_ Spring ,  

Season_Summer  , Season_ Autumn , Season_Winter   

รูปที& E.  การ One-Hot Encoding ในคอลมัน์ “ Season” 

�.ทาํการ One-Hot Encoding ในคอลมัน ์"Wind" เนื0องจากการ

ประมวลผลของแบบจาํลอง ตอ้งใชข้อ้มูลที0เป็นตวัเลขเท่านัSน 

ไม่สามารถอ่านค่าที0เป็นตวัอกัษรในการคาํนวณได ้โดยใน

คอลมัน ์“Wind” แต่ละตวัแปรจะแทนค่าของหมวดหมู่ดว้ย

ตวัเลข 0 หรือ 1 เพื0อใหว้เิคราะห์ขอ้มูลไดถู้กตอ้ง 

�. ทําการ Rolling Mean ข้อมูล 24 48 72 ชั0วโมง เพื0อสร้าง

คอลมัน์ใหม่ เป็นคอลมัน์ Last24hrs_mean, Last48hrs_mean, 

Last72hrs_mean การ Rolling เป็นการนาํขอ้มูลในช่วงเวลาหนึ0ง

มาประมวลผล เช่น หาค่าเฉลี0ย ผลรวมเฉลี0ยรายชั0วโมง 

*. สร้างคอลมัน์ใหม่ จากขอ้มูลคอลมัน์ “PM 2.5” โดยการ shift 

(1),(6),(12),(24) ตามลําดับ เพื0อเลื0อนข้อมูลมาใช้ในชั0วโมง 

ยอ้นหลงั ซึ0 งใชเ้ป็นค่า PM2.5 ของ 1,6,12,24 ชั0วโมงยอ้นหลงั 

ไ ด้ ค อ ลั ม น์  ดั ง นีS  PM2.5(h-1), PM2.5(h-6), PM2.5(h-12), 

PM2.5(h-24) 

�. สร้างคอลมัน์ใหม่ จากขอ้มูลคอลมัน์ “PM2.5” ดว้ยเช่นกนั 

โดยการ shift (-1), (-6), (-12), (-24) ตามลาํดบั เพื0อเลื0อนขอ้มูล

มา ใช้ในชั0วโมงล่วงหน้า 1,6,12,24 ชั0วโมงตามลําดับ ซึ0 ง

ค อ ลัม น์ ใ ห ม่ ที0 ไ ด้จ า ก ก า ร ข ย ับ ค อ ลัม น์  “ PM 2.5” ดัง นีS  

PM2.5(h+1), PM2.5(h+6), PM2.5(h+12), PM2.5(h+24) เพื0อใช้

เป็นข้อมูล Target ที0จะวิเคราะห์ PM 2.5 ในชั0วโมงล่วงหน้า

ถดัๆไป 

 .จัดการข้อมูลสูญหาย โดยการ Fill ซึ0 งเป็นเทคนิคในการ

จัดการข้อมูลที0 สูญหายในชุดข้อมูลการเติมค่าข้อมูลที0ขาด

หายไป ในที0นีS ใช ้2 วิธี คือ การ Backward Fill จะเป็นการกรอก

ค่าสูญหายดว้ยค่าที0อยูใ่นแถวถดัไป ยอ้นกลบัมาเติม และ แบบ 

Forward Fill จะเป็นการกรอกค่าสูญหายด้วยค่าที0อยู่ในแถว

ก่อนหนา้ 

3. การสํารวจและวเิคราะห์ข้อมูลเบืCองต้น  

ตารางที& (.  แสดงรายละเอียดคาํอธิบายของข้อมลู 

ตวัแปร ความหมาย 

PM_2.5 ค่า pm2.5 (µg/m³) 

DEWP_C จุดนํ<าคา้ง (c) 

TEMP_C อุณหภูมิ (c) 

HUMI_% ความชื<นสมัพทัธ์ (%) 

PRES_hPa ความกดอากาศ (hPa) 

Iws_m/s ความเร็วลมสะสม (m/s) 

Precipitation_mm/h ปริมาณฝนสะสม (mm/h) 

Wind ทิศทางลม 

Season ฤดูกาล 

PM_2.5(h-1) , (h-6) ,      

(h-12) ,(h-24) 

ค่าฝุ่ น PM2.5 1,6,12,24 ชม.ยอ้นหลงั 

PM_2.5(h+1),(h+6) 

,(h+12) ,(h+24) 

ค่าฝุ่ น PM2.5 1,6,12,24 ชม. ล่วงหนา้ 
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วดัค่าความสัมพนัธ์ระหว่างตวัแปร ว่ามีการเคลื0อนไหวไปในทิศทางเดียวกัน (Positive Correlation) ทิศทางตรงขา้ม 

(Negative Correlation) หรือไม่มีความสมัพนัธ์ (No Correlation) 

รูปที& 3. ค่าเมทริกซ์ความสัมพนัธ์ระหว่างตัวแปรต่างๆ ในชุดข้อมลู

แผนภาพ Matrix สหสัมพนัธ์ (Correlation Matrix) 

ใชใ้นการตรวจสอบความสัมพนัธ์ระหว่างตวัแปรเชิงปริมาณ

ทั@งหมดในชุดขอ้มูล ซึH งค่าสหสมัพนัธ์ (Correlation Coefficient) 

มีค่าตั@งแต่ -1 ถึง 1 โดยแสดงเป็นสีเขม้ตามระดบัความสัมพนัธ์  

ผลการวิเคราะห์พบว่า ตวัแปร PM2.5 มีความสัมพนัธ์ทางบวก

ในระดบัสูงกบัค่า PM2.5 จากช่วงเวลาก่อนหนา้ เช่น PM2.5(h-

1), PM2.5(h-2), PM2.5(h-3) และ ค่ า เฉ ลีH ย ย ้อนหลัง  24–72 

ชัHวโมง แสดงถึงลกัษณะของความต่อเนืHองตามเวลา (temporal 

dependence) ซึH งสามารถนํามาใช้เป็น  feature สําคัญในการ

พยากรณ์ค่า PM2.5 ในอนาคต  

นอกจากนี@  พบว่าตัวแปรด้านสภาพอากาศ  เช่น 

อุณหภูมิ (TEMP_C), ความชื@นสัมพทัธ์ (HUM_RH), และจุด

นํ@ าคา้ง (DEWP_C) มีความสัมพนัธ์กบัค่า PM2.5 ในระดบัปาน

กลาง ซึH งสามารถใช้ร่วมในการปรับปรุงประสิทธิภาพของ

โมเดลได ้ในทางกลบักนั ตวัแปรฤดูกาล และทิศทางลม มีค่า

สหสัมพนัธ์ตํHากบัค่า PM2.5 ซึH งแสดงว่าอาจไม่ไดมี้ผลกระทบ

โดยตรง  แต่สามารถนํามาใช้เ ป็นตัวแทนของบริบทเชิง

สิHงแวดลอ้มหรือวงจรมลพิษตามฤดูกาลได ้

จากการวิเคราะห์นี@ จึงสามารถคดัเลือกตวัแปรทีHมี

ความสัมพนัธ์สูงมาใชเ้ป็น feature ในการสร้างโมเดลพยากรณ์

ค่าฝุ่ น PM2.5 ไดอ้ยา่งมีประสิทธิภาพ 

รูปที& 4. ปริมาณฝุ่ นละอองขนาดเลก็ PM2.5 ในปี 2010 – 2015 

จากการวิเคราะห์ขอ้มูลจากกราฟ ค่าฝุ่ น PM2.5 

มีแนวโน้มผนัผวนสูง มีการขึEนลงของค่า PM2.5 อย่าง

ชัดเจนในแต่ละช่วงเวลา และพบช่วงที0ค่าฝุ่ นพุ่งสูงเป็น

พิ เ ศษในบาง ปี  เ ช่น  2012  และ  2014  นอกจาก นีE                         
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ค่ า ฝุ่ นPM2.5 มี ลักษณะ เ ป็นค ลื0 นซํE า ๆ  ตามฤ ดูก าล               

ช่วงปลายปีถึงต้นปีถัดไปมักมีค่าฝุ่ นสูงขึE น ซึ0 งเกิดจาก 

สภาพอากาศในฤดูหนาว ที0มกัมีลมสงบ ทาํใหฝุ้่ นสะสมได้

มากขึEน  ฤดูร้อนอาจมีค่าฝุ่ นตํ0ากว่าเล็กนอ้ย เนื0องจาก การ

กระจายตวัของฝุ่ นดีขึEนจากลมแรงและฝนตก ช่วงที0มีค่าฝุ่ น

สูงมากผิดปกติ (Peak Events) จุดพุ่งสูงที0สังเกตไดใ้นบาง

ปี เช่น ปี 2012 และ ปี 2014  ที0ค่าฝุ่ นพุง่เกิน 300 µg/m³ อาจ

เกิดจากเหตุการณ์เฉพาะ เช่น ไฟป่า, การเผาไหมเ้ชืEอเพลิง, 

หรือสภาวะอากาศที0ทาํใหฝุ้่ นไม่กระจาย 

4. การสร้างแบบจําลอง  

ในการวจิยันี@  ไดใ้ช ้แบบจาํลอง ทั@งหมด 3 แบบ ไดแ้ก่ 

LR (Linear Regression), SVR (Support Vector Regression) และ 

XGBoost (eXtreme Gradient Boosting)  จ ากนั@ น เ ริH มส ร้ า ง

แบบจําลองในการทาํนายค่า  ในการสร้างแบบจําลองเพืHอ

ทาํนายค่าฝุ่ นละออง PM2.5 ล่วงหนา้ งานวิจยันี@ ไดก้าํหนด ตวั

แปรตาม (Dependent Variable) ให้เป็นค่าฝุ่ น PM2.5(µg/m³) 

ในช่วงเวลาล่วงหน้า  โดยใช้ค่าจากคอลัมน์ PM2.5(h+1), 

PM2.5(h+6), PM2.5(h+12) และ PM2.5(h+24) ซึH งแสดงถึงค่าทีH

ตอ้งการทาํนายในอนาคตอีก 1, 6, 12 และ 24 ชัHวโมงตามลาํดบั 

ตวัแปรอิสระ (Independent Variables) คือชุดขอ้มูล

คุณลกัษณะที0มีผลต่อการเปลี0ยนแปลงของค่าฝุ่ น PM(.* ใน

อนาคต โดยประกอบดว้ยขอ้มูลดา้นอุตุนิยมวิทยา เช่น อุณหภูมิ (c) 

จุดนํS าค้าง (c) ความชืSนสัมพทัธ์ (%) ความกดอากาศ (hPa) 

ความเร็วลมสะสม (m/s) ปริมาณฝนสะสม (mm/h) ค่าฝุ่ น PM2.5 

1,6,12 และ 24 ชม.ยอ้นหลงั และ ตวัแปรฤดูกาล  � ค่า ไดแ้ก่   

ฤดูใบไมผ้ลิ (Spring) ระหว่างเดือนกุมภาพนัธ์ถึงเดือนมีนาคม  

ฤดูร้อน (Summer) ระหว่างเดือนเมษายนถึงเดือนกันยายน      

ฤดูใบไมร่้วง (Autumn) ระหว่างเดือนตุลาคมถึงเดือนพฤศจิกายน  

และ ฤดูหนาว (Winter) ระหวา่งเดือนธนัวาคมถึงเดือนมกราคม 

เพืHอให้แบบจาํลองสามารถเรียนรู้และประมวลผลได้อย่างมี

ประสิทธิภาพ มีการทาํ Normalization กบัขอ้มูลชุดนี@  โดยใชท้ั@ง 

Standard Scaling และ  Min-Max Scaling กับคุณลักษณะเชิง

ตวัเลข เพืHอให้อยู่ในช่วงทีHเหมาะสม ลดปัญหาอคติจากขนาด

ของหน่วยวดัทีHแตกต่างกนั และช่วยเพิHมประสิทธิภาพในการ

ฝึกแบบจาํลองในการวิเคราะห์ ขอ้มูลถูกแบ่งออกเป็น 2 ชุด 

ได้แก่ Train Dataset คือชุดทีHใช้สําหรับให้แบบจาํลองเรียนรู้ 

และ อีก ชุด  Test Dataset เ ป็น ชุดข้อ มูลสํ าห รับทดสอบ

ประสิทธิภาพของแบบจาํลอง สัดส่วนทีHใช้ในการจาํลองคือ 

Train 80% และ  Test 20%ใช้ เทคนิค  Min-Max Scaling และ 

Standard Scaling กบั features ต่างๆ 

1. Linear Regression (LR)  

คือ  อัลกอริทึมหนึH งใน  Supervised Learning ใช้สําหรับการ 

วเิคราะห์และคาดการณ์ ทาํนายค่าของตวัแปรตาม  จากตวัแปรอิสระ 

โดย Linear Regression จะใช้แบบจาํลองการทาํนายซึH งแทน

ด้วย สมการเชิงเส้น เป็นการวาดเส้นตรง (line) บนกราฟ ทีH

เชืHอมโยงความสัมพนัธ์ระหว่างตวัแปรอิสระ 𝑥  และตวัแปรตาม 𝑦 

โดยใชข้อ้มูล Training Data พยากรณ์ค่า 𝑦 จากค่า 𝑥 ทีHมีอยูแ่ลว้ 

ในการเรียนรู้และปรับค่าพารามิเตอร์ให้เหมาะสม เพืHอ ทาํนาย

ค่ าตัวแปร ทีH ต้อ งการในข้อ มูล อืH น  ๆ  ( Jay Chugh, 2018)             

โดยสมการของ Linear Regression มีดงันี@  

                   𝑦 = 𝑏0 + 𝑏1 ∗ 𝑥                                          (1) 

 โดยทีH : 

𝑦 = ตวัแปรตาม (Dependent variable)  

𝑥 = ตวัแปรอิสระ (Independent variable)  

𝑏0 = ค่าคงทีH (Intercept)  

𝑏1 = ค่า Slope หรือความชนัของเสน้ตรง  

การเลือกใช้ Linear Regression  ในงานวิจัยนี@ มีวตัถุประสงค์

เพืHอใช้เป็น baseline สําหรับเปรียบเทียบกับแบบจาํลองทีHมี

ความซับซ้อนมากกว่า แมว้่า Linear Regression  จะเหมาะสม

กบัขอ้มูลทีHมีความสัมพนัธ์เชิงเส้นและไม่ซับซ้อน แต่ในเชิง

ปฏิบติัยงัสามารถใหข้อ้มูลเบื@องตน้ทีHมีคุณค่าเกีHยวกบัโครงสร้าง

ของขอ้มูล PM2.5 ได ้

2. Support Vector Regression (SVR) คือ เทคนิคการสร้าง

แบบจาํลองสาํหรับการทาํนายค่าต่อเนืHอง โดยใชห้ลกัการคลา้ย

กบั Support Vector Machine (SVM) ทีHใชใ้นงานจาํแนกประเภท 

แต่ปรับใหเ้หมาะกบัการพยากรณ์ ตวัแบบจะพยายามหาฟังกช์นั

ทีH ใกล้เคียงกับข้อมูลมากทีH สุด  โดยกําหนดขอบเขตความ

คลาดเคลืHอน (epsilon) ทีHยอมรับได ้และใชเ้ฉพาะขอ้มูลทีHสาํคญั 

(support vectors) เพืHอสร้างแบบจาํลองทีHมีความซับซ้อนน้อยแต่

แม่นยาํ 

โดยสมการของ SVR มีดงันี@ :  
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𝑦 = 𝑤𝑇𝑥 + 𝑏 = ∑𝛼𝑖 𝑘(𝑥𝑖,𝑥) + 𝑏 𝑛 𝑖=1           (2) 

โดยทีH:  

𝑦 คือ ค่าทีHตอ้งการทาํนาย , 𝑤 คือ เวกเตอร์นํ@ าหนัก (Weight 

Vector) ,𝑥 คือ เวกเตอร์ขอ้มูลเขา้ (Input Vector)  

𝑏 คือ ค่าไบแอส (Bias) ,𝑛 คือ จาํนวนขอ้มูล (Data Points)  

𝛼𝑖 คือ ค่าเวกเตอร์ของ Lagrange Multiplier  

𝑘(𝑥𝑖,𝑥)  คือ ฟังกช์นัความสมัพนัธ์ระหวา่งเวกเตอร์ขอ้มูลเขา้ 

ฟังก์ชันความสัมพันธ์  k ทีH ใช้กับ  SVR สามารถเ ลือกได้

หลากหลาย โดยทีH Gaussian Kernel (RBF Kernel) ถือว่าเป็นทีH

นิยมมากทีHสุด เช่น ขอ้มูลทีHไม่เป็นเชิง โดยมีสมการดงันี@ :             																																												  
								𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝 (−𝑔𝑎𝑚𝑚𝑎 ∗ ||𝑥 − 𝑦|| 2 )        (3) 
โดยทีH: 𝑥 และ 𝑦 คือ ขอ้มูลตวัอย่างแต่ละตวัทีHจะนาํมาทาํการ

วเิคราะห์ gamma คือ พารามิเตอร์ทีHควบคุมความชนัของคาํนวณ  

การเลือกค่า gamma นั@นจะตอ้งพิจารณาตามปริมาณขอ้มูลทีHมี

อยู ่เนืHองจากการเลือก gamma ไม่เหมือนกนั อาจทาํใหผ้ลลพัธ์

ทีHต่างกนั SVR เป็นแบบจาํลองทีHนิยมใชใ้นการทาํนายขอ้มูลทีHมี 

ความซบัซอ้น ใชก้บัตวัแปรตาม ทีHเป็น Non-Linear ได ้

สามารถใชง้านไดก้บัชุดขอ้มูลทีHมีจาํนวน  ส่วนการใช ้SVR ก็

ตอ้งมีการแยกชุดขอ้มูลออกเป็นชุด Train และ Test เพืHอป้องกนั 

Overfitting และ ไม่สามารถจดัการ Outlier ไดดี้ การทาํงานของ 

SVR อาจชา้กวา่แบบอืHนๆ เนืHองจากมีการเพิHม Kernel Function 

เขา้ไปในการประมวลผล 

3. Extreme Gradient Boosting (XGBoost)  คือการเรียนรู้ใน

กลุ่ม Ensemble การพฒันาและเปิดตวัครั@ งแรกของ XGBoost ทีH

การแข่งขนั Machine learning ของ Kaggle ในช่วงปี 2015 ใน

บรรดา 29 โซลูชันทีHชนะนั@น มีถึง 17 โซลูชัน ทีHใช้ XGBoost 

(Jason Brownlee, 2021) อัลกอ ริ ทึม ถูกพัฒนา ขึ@ นมา  เพืH อ

แก้ ปัญหาการ  Regression Predict หรือ  Classification ทีH มี  

Dataset ขนาดใหญ่ ซึH งพฒันาขึ@นจากแนวคิด พื@นฐานเดียวกบั 

Gradient Boosting โ ด ย ใ ช้ แ บ บ จํ า ล อ ง  Boosting ทีH เ ป็ น 

Ensemble Learning Algorithm ทีH ร วมแบบจํา ลองหลายๆ 

แบบจาํลองเขา้ดว้ยกนั เพืHอสร้างแบบจาํลองทีHมีความแม่นยาํสูง

กวา่แบบจาํลองเดียว ซึH ง XGBoost จะทาํการเรียนรู้จากขอ้มูลทีH

มี อ ยู่ แ ล้ว  และทํา ก า ร  Optimize Hyperparameter เ พืH อ ให้

แบบจาํลองทาํนายไดอ้ยา่งแม่นยาํ (บญัชา ปะสีละเตสัง, 2564) 

XGBoost เป็น Gradient Boosting ทีHมีประสิทธิภาพมากขึ@น โดย

เพิHมการประมวลผลแบบขนาด  ใหญ่  (Parallel Processing) 

ป้องกนัการเกิด Overfitting ดว้ย Regularization แต่สามารถเกิด 

Overfitting ห รื อ  Underfitting ไ ด้ ง่ า ย  ห า ก มี ก า ร เ ลื อ ก 

Hyperparameter ทีHไม่เหมาะสม มีการจดัการค่า Missing Values 

ได้อย่างดี และสามารถประมวลผลข้อมูลหลายมิติได้ เช่น 

ข้อมูลแบบ ช่วงเวลา (Time Series) และข้อมูลแบบทีH มีการ

แบ่งกลุ่ม (Clustering) สําหรับ สมการของ XGBoost ไม่ได้มี

สมการเดียวกนัทีHใชใ้นทุกๆ กรณี เนืHองจากการประมวลผลของ 

XGBoost เป็นการเพิHมความซับซ้อนของแบบจาํลองโดยใชค่้า

ความคลาดเคลืHอน (Loss Function) ทีHต้องการลดลงในแต่ละ

รอบการเรียนรู้สามารถกาํหนด Loss Function และ สามารถ

กาํหนดพารามิเตอร์ทีH เหมาะสมเพืHอปรับความซับซ้อนของ

แบบจาํลอง ดงันั@น สมการของ XGBoost จะไม่เท่ากนั ขึ@นอยู่

กับแต่ละปัญหาและการกําหนดพารามิ เตอร์ของ  แต่ละ

แบบจาํลอง (Chen & Guestrin, 2016) ในงานวิจยันี@  XGBoost 

แสดงให้เห็นถึงความสามารถในการทํานายค่าฝุ่ น  PM2.5 

ล่วงหน้าได้อย่างแม่นย ํา ทีH สุด  โดยเฉพาะเมืH อมีการเพิHม

คุณลักษณะเชิงเวลา เช่น ค่าเฉลีHยยอ้นหลังของ PM2.5 และ

ขอ้มูลฤดูกาล 

 การสร้างโมเดล จะมีการเพิHมตวัแปรดา้นค่าเฉลีHยฝุ่ น

PM 2.5 ยอ้นหลงั และตวัแปรด้านฤดูกาล (Season) ในขอ้มูล

นาํเขา้ Input Data เพืHอใชใ้นการสร้างแบบจาํลอง  

1.Without Mean_PM and Season การสร้างแบบจาํลองโดยใช้

คุณลักษณะพื@นฐาน  ไม่เพิHมคุณลักษณะค่าเฉลีHยฝุ่ นPM 2.5 

ยอ้นหลงั และ ไม่เพิHมตวัแปรของขอ้มูลฤดูกาล (Season)  

จะมี 9 ตวัแปรไดแ้ก่DEWP_C,TEMP_C,HUMI_%, 

PRES_hPa,Wind_NE,Wind_NW,Wind_SE,Wind_SW, 

Iws_m/s,Precipitation_mm/h 

2. Mean_PM Without Season การสร้างแบบจาํลองโดยการเพิHม

คุณลักษณะค่าเฉลีH ยฝุ่ นPM 2.5 ย้อนหลัง  24,48,72 ชัHวโมง

ย ้อนหลัง   จะมีการเพิHมตัวแปรจาก  Without Mean_PM and 

Season อีก  3  ตัว  ได้แก่  Last24hrs_mean , Last48hrs_mean  , 

Last72hrs_mean เป็น 12 ตวัแปร 

3. Only Season การสร้างแบบจาํลองโดยการเพิHมคุณลกัษณะ

ของขอ้มูลฤดูกาล (Season) จะมีการเพิHมตวัแปรจาก Without 

Mean_PM and Season อีก 4 ตวั ไดแ้ก่ Season_Winter ,  

Season_Summer , Season_Spring  , Season_Autumn เป็น 13 ตวัแปร     
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4.Mean_PM and Season การสร้างแบบจําลองโดยการเพิHม

คุณลักษณะค่าเฉลีHยฝุ่ นPM 2.5 ยอ้นหลัง และข้อมูลฤดูกาล

(Season) จะมีการ เพิH มตัวแปรจาก  Without Mean_PM and 

Season อีก 7 ตวั ตวั ไดแ้ก่ Last24hrs_mean , Last48hrs_mean  

, Last72hrs_mean , Season_Winter , Season_Summer , 

Season_Spring  , Season_Autumn เป็น 16 ตวัแปร  

5. การประเมนิผล  

ในแบบจาํลอง Regression มีวธีิการประเมินผลหลกัๆ 3 วธีิ 

 1. R-squared (R2) ค่าระดับความใกล้เคียงระหว่างผลการ

ทํานายกับข้อมูลจริง หรือ การบ่งชี@ ระดับความถูกต้องแม่นยาํ 

Accuracy โดยค่า  R2 จะอยู่ในช่วง  0-1 โดยค่าทีH ใกล้เ คียง  1 

หมายถึงแบบจาํลองทาํนายไดดี้ มีสมการ ดงันี@  : 

            𝑅! = 1 − ∑ ($!%$&!)
"#

!$%	
∑ ($!%$()"
#
!$%	

																		(4) 

โดยทีH  𝑦)	= ค่าจริง (Actual Value)  𝑦/)	= ค่าทีHโมเดลพยากรณ์

ได้ (Predicted Value)   𝑦0 = ค่าเฉลีHยของค่าจริง  และ  	𝑛	 = 

จาํนวนตวัอยา่งทั@งหมด 

2. Mean Absolute Error (MAE) ค่ า เ ฉ ลีH ย ข อ ง ค ว า ม

คลาดเคลืHอนในค่าการทาํนายกบัขอ้มูลจริง ทุกรายการในชุด

ข้อ มูล  ทดสอบ  หรือ  Test Set ยิH ง ค่ า  MAE น้อยแสดงว่ า 

คลาดเคลืHอนนอ้ยมีแม่นยาํสูง  โดยมีสมการ ดงันี@  

         𝑀𝐴𝐸 = 	 *
+
∑ |𝑦)		𝑦/)|+
),* 																		(5) 

โดยทีH  = ค่าจริง (Actual Value)  = ค่าทีHโมเดลพยากรณ์

ได ้(Predicted Value) และ 𝑛 = จาํนวนตวัอยา่งทั@งหมด 

3. Root Mean Squared Error (RMSE) นาํ MSE มาถอดราก

ทีHสอง Square root โดยค่าทีHได ้จะเป็นหน่วยเดียวกนักบัค่า y ยิHง

ค่า RMSE นอ้ย แสดงวา่ คลาดเคลืHอนนอ้ย มีแม่นยาํสูง โดยมี

สมการ ดงันี@  

          
𝑅𝑀𝑆𝐸7*

+
∑ (𝑦) 	− 	𝑦/))!
+
),* 										

(6) 

โดยทีH  = ค่าจริง (Actual Value)  = ค่าทีHโมเดลพยากรณ์

ได ้(Predicted Value) และ 𝑛 = จาํนวนตวัอยา่งทั@งหมด  

F.อภิปรายผลการวจัิย 
การเปรียบเทียบผลการทาํนายค่าฝุ่ นPM 2.5 ล่วงหน้าทีC

ช่วงเวลาต่างๆ ผลเปรียบเทียบการทาํนายระดบัค่า  

ฝุ่ นPM 2.5 เ ป็น เวลา  1,6,12 และ LM  ชัCวโมงล่วงหน้า 

ตามลาํดบั  

!. ผลการทํานายระดับค่าฝุ่นPM 2.5 เป็นเวลา 1 ชั?วโมง

ล่วงหน้า 

จากผลลัพธ์ประสิทธิภาพของแบบจําลอง 1 

ชัCวโมงล่วงหนา้ จะเห็นไดว้า่แบบจาํลอง XGBoost โดยการ

เพิCมคุณลกัษณะค่าเฉลีCยฝุ่ นPM 2.5 ยอ้นหลงั และขอ้มูล

ฤดูกาล (Mean_PM and Season) ให้ประสิทธิภาพทีCดีทีCสุด

ในการทาํนายฝุ่ นPM 2.5 โดยมีค่า R2 Score สูงทีCสุดและค่า 

MAE แ ล ะ  RMSE ตํC า ทีC สุ ด  ด้ ว ย ค่ า  R2 Score 0.71,            

MAE: 11.83, RMSE: 17.46 แ บ บ จํ า ล อ ง  XGB+1 ใ ห้

ผ ล ลัพ ธ์ สู ง ทีC สุ ด  ร อ ง ล ง ม า เ ป็ น  LR+1 แ ล ะ  SVR+1 

ตามลาํดบั สังเกตไดว้่าใช ้Without Mean_PM and Season 

และ Only Season ในการทาํนายของทุกแบบจาํลอง ได้

ผลลพัธ์นอ้ยทีCสุด แสดงใหเ้ห็นการใชข้อ้มูลค่าเฉลีCยฝุ่ นPM 

2.5 ยอ้นหลงั เป็นองคป์ระกอบทีCสาํคญัในการทาํนายค่าฝุ่ น

PM 2.5 ในชุดขอ้มูลนี�  แบบจาํลองทีCใช้ขอ้มูลค่าเฉลีCยฝุ่ น

PM 2.5 ยอ้นหลงั เขา้มาเกีCยวขอ้ง มีประสิทธิภาพทีCดีกวา่ใน

การทาํนาย ดังตารางผลแบบจาํลองค่าฝุ่ นPM 2.5 ใน 1 

ชัCวโมงล่วงหนา้ 
ตารางที' ). ผลการทาํนายระดบัค่าฝุ่ นPM 2.5 ใน 1 ชั'วโมงล่วงหน้า 

แบบจาํลอง การ

ประเมิน 

Without 

Mean_PM 

and 

Season 

Mean_PM 

Without 

Season 

Only 

Season 

Mean_PM 

and 

Season 

LR+1 R2 0.03 0.62 0.03 0.62 

MAE 23.41 13.46 23.35 13.45 

RMSE 32.19 19.98 32.12 19.98 

SVR+1 R2 0.01 0.61 0.02 0.61 

MAE 22.05 13.31 21.91 13.29 

RMSE 32.50 20.11 32.32 20.10 

XGB+1 R2 0.12 0.70 0.14 0.71 

MAE 22.01 11.89 21.70 11.83 

RMSE 30.66 17.52 30.21 17.46 

E. ผลการทํานายระดับค่าฝุ่นPM 2.5 เป็นเวลา F ชั?วโมง

ล่วงหน้า 

จากผลลัพธ์ประสิทธิภาพของแบบจําลอง � 

ชัCวโมงล่วงหนา้ จะเห็นไดว้า่แบบจาํลอง XGBoost โดยการ

เพิCมคุณลกัษณะค่าเฉลีCยฝุ่ นPM L.� ยอ้นหลงั และขอ้มูล

ฤดูกาล (Mean_PM and Season) ให้ประสิทธิภาพทีCดีทีCสุด

ในการทาํนายฝุ่ นPM L.� โดยมีค่า R2 Score สูงทีCสุดและค่า 

MAE และ RMSE ตํCาทีCสุด ดว้ยค่า R2 Score 0.64, MAE: 
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13.37, RMSE: 19.27 แบบจําลอง XGB+6 ให้ผลลัพธ์สูง

ทีCสุด รองลงมาเป็น LR+6 และ SVR+6 ตามลาํดบั  
ตารางที' E. ผลการทาํนายระดบัค่าฝุ่ นPM 2.5 ใน 6 ชั'วโมงล่วงหน้า 

แบบจาํลอง การ

ประเมิน 

Without 

Mean_PM 

and 

Season 

Mean_PM 

Without 

Season 

Only 

Season 

Mean_PM 

and 

Season 

LR+6 R2 0.03 0.51 0.04 0.50 

MAE 23.39 15.63 23.32 15.62 

RMSE 32.09 22.75 31.99 22.75 

SVR+6 R2 0.008 0.50 0.02 0.51 

MAE 22.17 15.16 22.05 15.15 

RMSE 32.48 22.64 32.30 22.62 

XGB+6 R2 0.13 0.64 0.15 0.64 

MAE 22.09 13.39 21.73 13.37 

RMSE 30.51 19.33 30.06 19.27 

 
G. ผลการทํานายระดับค่าฝุ่นPM 2.5 เป็นเวลา 12 ชั?วโมง

ล่วงหน้า 

จากผลลัพธ์ประสิทธิภาพของแบบจาํลอง �L 

ชัCวโมงล่วงหน้า จะเห็นได้ว่าแบบจาํลอง XGBoost โดย

การเพิCมคุณลกัษณะค่าเฉลีCยฝุ่ นPM L.� ยอ้นหลงั และขอ้มูล

ฤดูกาล (Mean_PM and Season) ให้ประสิทธิภาพทีCดีทีCสุด

ในการทาํนายฝุ่ นPM L.� โดยมีค่า R2 Score สูงทีCสุดและค่า 

MAE และ RMSE ตํC าทีC สุด ด้วยค่า R2 Score 0.59, MAE: 

14.62, RMSE: 20.68 แบบจาํลอง XGB+12 ให้ผลลพัธ์สูง

ทีCสุด รองลงมาเป็น LR+12 และ SVR+12 ตามลาํดบั 

ตารางที' G. ผลการทาํนายระดบัค่าฝุ่ นPM 2.5 ใน H) ชั'วโมงล่วงหน้า 
แบบจาํลอง การ

ประเมิน 

Without 

Mean_PM 

and 

Season 

Mean_PM 

Without 

Season 

Only 

Season 

Mean_PM 

and 

Season 

LR+12 R2 0.0374 0.41 0.04 0.41 

MAE 23.28 17.22 23.24 17.22 

RMSE 31.55 24.66 31.49 24.66 

SVR+12 R2 0.0214 0.42 0.03 0.42 

MAE 22.03 16.59 21.92 16.59 

RMSE 31.81 24.53 31.70 24.51 

XGB+12 R2 0.1288 0.59 0.16 0.59 

MAE 22.00 14.71 21.58 14.62 

RMSE 30.01 20.78 29.56 20.68 

H. ผลการทํานายระดับค่าฝุ่นPM 2.5 เป็นเวลา EH ชั?วโมง

ล่วงหน้า 

จากผลลัพธ์ประสิทธิภาพของแบบจาํลอง LM 

ชัCวโมงล่วงหนา้ จะเห็นไดว้า่แบบจาํลอง XGBoost โดยการ

เพิCมคุณลกัษณะค่าเฉลีCยฝุ่ นPM L.� ยอ้นหลงั และขอ้มูล

ฤดูกาล (Mean_PM and Season) ให้ประสิทธิภาพทีCดีทีCสุด

ในการทาํนายฝุ่ นละอองขนาดเล็ก PML.� โดยมีค่า R2 

Score สูงทีCสุดและค่า MAE และ RMSE ตํCาทีCสุด ดว้ยค่า R2 

Score 0.51, MAE: 15.91, RMSE: 22.22 แ บ บ จํ า ล อ ง 

XGB+24 ให้ผลลพัธ์สูงทีCสุด รองลงมาเป็น LR+24 และ 

SVR+24 ตามลาํดบั 
ตารางที' I. ผลการทาํนายระดบัค่าฝุ่ นPM 2.5 ใน )G ชั'วโมงล่วงหน้า 

แบบจาํลอง การ

ประเมิน 

Without 

Mean_PM 

and 

Season 

Mean_PM 

Without 

Season 

Only 

Season 

Mean_PM 

and 

Season 

LR+24 R2 0.04 0.31 0.04 0.31 

MAE 23.24 18.97 23.22 18.97 

RMSE 31.79 26.49 31.76 26.49 

SVR+24 R2 0.01 0.31 0.02 0.31 

MAE 22.05 18.12 21.94 18.06 

RMSE 32.16 26.44 32.06 26.36 

XGB+24 R2 0.12 0.50 0.15 0.51 

MAE 22.09 16.08 21.69 15.91 

RMSE 30.33 22.47 29.86 22.22 

7.สรุปผลการวจัิย 
ผลเปรียบเทียบประสิทธิภาพของแบบจาํลอง 

ทั� งหมด ใน M ช่วงเวลา ได้แก่ +1, +6 ,+12 ,+24ชัCวโมง

ล่วงหน้า พบว่าแบบจาํลอง XGBoost ให้ผลลพัธ์ทีCดีทีCสุด 

ทั�งในแง่ของความถูกตอ้งแม่นยาํ และความคลาดเคลืCอนทีC

ต ํCาลดลง รองลงมาเป็น แบบจาํลอง LR  และ SVR  ตามลาํดบั 

แบบจาํลองทุกแบบ ผลลพัธ์จะลดลงตามช่วงเวลาทีCมากขึ�น  

จากการสร้างแบบจาํลอง 4 กรณี โดยมีการเพิCมตวัแปรดา้น

ค่าเฉลีCยฝุ่ นPM 2.5 ย ้อนหลัง และตัวแปร ด้านฤดูกาล      

ข้อ มูลนํา เข้า เพืC อใช้ในการสร้างแบบจําลอง พบว่า

แ บ บ จํ า ล อ ง  Mean_PM and Season ทีC มี ก า ร เ พิC ม    

คุณลกัษณะค่าเฉลีCยฝุ่ นPM 2.5 ยอ้นหลงั และขอ้มูลฤดูกาล 

ให้ผลลพัธ์ทีCดีทีCสุด ทั�งในแง่ของความถูกตอ้งแม่นยาํ และ

ความคลาดเคลืCอนทีCต ํCาลดลง จาก ในทุกๆช่วงเวลา และจาก 

4 แ บ บ จํา ล อ ง ทีC เ พิC ม คุ ณ ลัก ษ ณ ะ ข อ ง ข้อ มู ล  ก า ร ใ ช้  

Mean_PM Without Season แ ล ะ  Mean_PM and Season 

แบบจําลองทีCมีค่าเฉลีCยของฝุ่ นPM 2.5 ยอ้นหลัง เข้ามา

เกีCยวขอ้ง จะอยูใ่นกลุ่มทีCใหผ้ลลพัธ์สูงกวา่ แบบ Only 
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Season แ ล ะ  Without Mean_PM and Season ที ไ ม่ ใ ช้

ค่าเฉลีCยของฝุ่ นPM 2.5 ยอ้นหลงั เขา้มาเกีCยวขอ้ง 
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