JOURNAL OF SCIENCE AND TECHNOLOGY, SOUTHEAST BANGKOK UNIVERSITY JSCI 30
VOL.5 NO.2 (July — December 2025)

nsSsuisuUsEans nwaesdanasiufaaInulng
Tunsdneianudinvesdliueundinduingion
COMPARISON OF THAI WORD SEGMENTATION ALGORITHMS
FOR SENTIMENT ANALYSIS OF TIKTOK APPLICATION USERS

U TR Aflagnssae'™ war Asud wanue’

Patiwat Phinitsuwan® and Sarun Nakthanom 2

anuivTinemansuazimalulad uninedeglaviosssunsng'?

School of Science and Technology Sukhothai Thammathirat Open University"

Author email: patiwat.pinitsuwan@gmail.com'*, sarun.nak@stou.ac.th®

Received: Ausust 13, 2025
Revised: September 21, 2025
Accepted: September 29, 2025

UNANED

nMeidendslifngusrasdifie 1) Wisuiflsulseansninaesdaneiiunsdnmauilneveslauss
Inlnetduwaad (PyThaiNLP) Tauwn win@duuunds (MM), TusindTuuunds (NewMM) Lavaodnas Linda
(Longest) 37uAUNTAUAIMEA (Stopword) 310 PyThaiNLP UagAMeavaddiIve wag 2) Useilluusednsam
Y8 UUINE0 Lawn W1dniug (NB), Sinsaduladadn (LR), Tnnasninaasuuydy (SVM) wagmiigainudnsyey
g12-svordu (LSTM) lumssuunanudadiureslfueundinduinden afffldlunisinmeildun anugnies
(Accuracy), AL a wen (Precision), 31117 (Recall), Az uuLan iy (F1-score) kagiaan (Training Time)
nauiegliundeyanuAniiiugiuam 5,519 5781137970 Google Play Store wan153demuin 1) Sane3iiunis
Faruuy NewMM Tnadnsafian Taofien Accuracy 83.52% uay fin Fl-score 83.06% 2) LuuT1a8a NB

Inadnsgeanlunnau Ined a1 Accuracy 83.73% uay Fl-score 83.43% 3) n15liaur1vgn (Stopword)

9 5 @

Y
TinaansAafgalunnnsd wansliiuindanesfiudaduaznisavdmeainadoussd@niamveinisinsig

q

o o

ANUARLTIUBE st dA DY
AEARY: N15UTUIBNANTYISTINYIR, MTAATIZRANLAALAY, danesTiudadniwing

Abstract

The purposes of this research were to: 1) compare the performance of Thai word segmentation
algorithms provided by the PyThaiNLP library—namely Maximum Matching (MM), New Maximum Matching
(NewMM), and Longest Matching (Longest)—in combination with stopword removal using both PyThaiNLP

stopwords and researcher-defined stopwords; and 2) evaluate the performance of classification models,
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including Naive Bayes (NB), Logistic Regression (LR), Support Vector Machine (SVM), and Long Short-Term
Memory (LSTM), for sentiment classification of TikTok application user reviews. The performance metrics
used in this study were accuracy, precision, recall, Fl-score, and training time. The dataset consisted of
5,519 user review comments collected from the Google Play Store.

The results indicated that: 1) the NewMM word segmentation algorithm achieved the best
performance, with an accuracy of 83.52% and an Fl-score of 83.06%; 2) the Naive Bayes model
demonstrated the highest overall performance, yielding an accuracy of 83.73% and an F1-score of 83.43%;
and (3) retaining stopwords (i.e., not performing stopword removal) consistently produced the best results
across all experiments. These findings highlight that both word segmentation algorithms and stopword

handling strategies significantly affect the performance of Thai sentiment analysis.
Keywords: Natural language processing, Sentiment analysis, Thai word segmentation
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fe TaAUARLAULAZAZILLLTIY 970U 5,519 1A T8I0 SUIAN W.A. 2566 - NOWNIAU WA 2567

2. mim‘%ﬂwfl’ayjaLLazﬂﬁLL‘Ua\‘ii’J’ammL‘f]unﬂma% (Data Preprocessing and Text Representation)

2.1 mavhenuaze1ndaya (Data Cleaning) vhnnsaudeyafilidndusenitu dearuniwdngy,

AdninuSangy, Snaseiilay “[2NN/H#5%&=0x 5117, e uae 8Tad Emoji) tieandayninsuniu (Noise)
2.2 mstatheriu (Data Labelling) Toinguunsinduinasilunisivun 1-3 @eau d81wau 2,161
YA LAY 4-5 4TUIN 91U 3,358 T9AY

2.3 Msenrn1wng (Thai Word Segmentation) 14 3 danesiiudaan laun udndduuunds (MM),
Tudndtuuueds (NewMM) LavaaunaALunds (Longest) [8]

2.4 nsauAmiEgn (Stopword Removal) 19 PyThaiNLP Stopword 31131 1,030 A1 kazyaf1viegn
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SVM Saufumsimunaitiminaana (Class Weight) [13] iitelnlumaldanuddfunanainiisiuiutesuin
Fufu LSTM
5. N15U5UguANISIWas (Hyperparameter Tuning)

14 GridSearchCV iieAumAIMITIAWesTuzauigad1nsukuudnass NB, LR uag SVM 14 Keras

saada

tuner @1USULUUTIG09 LSTM Tagnins1dinesiad qmwﬂmu"dizmwuaqvéfmqﬂimmsﬁwmmLa?{aLLas
THHusunuvedaatuuenmulszsnvvesdmgs
6. nsadauazilnausuluea (Model Training)
AnEuLuUTIaee NB, LR, SVM wag LSTM lagldnisnfiwesimunuuenaiuussnnuesdvgn
7. MsUssiliunauaziUIsuiisulseansnin (Model Evaluation and Performance Comparison)
1953 Samsadalunisiieszviuadng laun Accuracy (R1AAYNABY), Precision (A1AIKINED),
Recall (Aanula), Fl-score (Azuwuuaniu) uag Training Time (S¥agiian) InaloHadnsuasAaguuIaaen

MUTANBINUNTARALALAIVYA



sou

4
JOURNAL OF SCIENCE AND TECHNOLOGY, SOUTHEAST BANGKOK UNIVERSITY JSCI 3
VOL.5 NO.2 (July — December 2025)

WNan1539e
1. Nan15eTeUBUUSEANS NNV anaSufnAT lne

danainuanalagld Maximum Matching (MM), New Maximum Matching (NewMM) lLag Longest

v &

Matching (Longest) lngfiansanaawsain Accuracy, Precision, Recall, F1-Score wag Training Time tio3tA31%4

danesfiudadilafiussansnmangalunisiunanufnmiuvesild TikTok uu Google Play Store lagviins

q
v

waguazUSeuisuteyanadaluil

M19197 1 Usgansnimnisanailuisdagdanesiunsanldmvendeiu

4 . o e Avg. Avg. Avg. Avg. Avg. Time
7 AN 2ana3Ind
Accuracy Precision Recall Fl-score (seconds)
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NIY
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PyThaiNLP
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A NewMM %;aaq'ﬁ 0.8230 Lm'ﬁsj”m"”lﬂ’i']ﬁllﬁmﬂﬁwwqmmanﬁ%u%‘aﬂﬁﬂu'a‘uﬁmqm iliiuangadvgn
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mMyUseidiulsyansninvesiuudnassldimdin lawn Accuracy, Precision, Recall, F1-Score Wag Time
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LUUAN889 | Avg. Accuracy | Avg. Precision | Avg. Recall | Avg. Fl-score | Avg. Time (seconds)
NB 0.8373 0.8329 0.8484 0.8343 0.0111
LR 0.8285 0.8196 0.8276 0.8225 0.9491
SVM 0.8163 0.8087 0.8194 0.8113 1.9806
LSTM 0.8285 0.8202 0.8311 0.8234 318.6100
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Tnadesfigailoisuiulinnadug fuuszansnin NB fie1 Accuracy 1fs 0.8373 uawdlen Fl-score 71 0.8343
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donndesiun1sAnyINITImzigliuuAuAniuresdayal st lagldinaiianisdnuuunaunay
IneuszdiuUsy@vsnmmsieseianudndiulae msduunwuudndulasiulll wwuwdn we wuadasauues
wazdndunislagsusuteyanivlsdelndduteyanisuansnnudadiuveslduinsiidwnlsusy
thindiesginidnlaondnmsiBmsdnmuuunaunay Jwavesnsidenuiuuuiiass NB Tdanugndes
uniigaiia 99.66% [14] Famuneauin NB anansavhaulsmilevunldtudeyadonimumalng uasiidnume
Judeyaldauna

aenndeaiunsAnuiiainauvuitaesiiaszinnuidndmivnanadsialaglidonaninudaiu
Mnunannesudoud (Shopee) Fsldnisiusouifisuuuusians NB, LR uas SYM nan1sisenuinuuusiaes
NB lsfuszansnmaigaiguriu Taglviananuusiugigeanisdesas 0.64 ileldiudoyanimaniiuvesdud

W’mmﬂ'm%aﬂ%’lw% [15]
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9819l5AR1 A1 Accuracy WuUI1aDS NB 903013 HwAU 0.83 Fetfpsninnisdneilu 8], [14] #isien
Accuracy Winfu 0.90 wa 0.99 a1y Fsoradianmmunaindnuaryadeyaiuansiaty Tnslamzanudniy
910 TikTok Afndu nsedy s maliidumanis dnslddyaneal 3103 wiensaznadliiduunsgiy
ylsieuenlumsiaduagmssuunauiingsnidofisutuanudaiuluivlededsusaddidonsn
uazillassaravnanundidaiaunda

uenNil WANaNI9NIMARISAlHLI NewMM sngauniBn1suuu MM wag Longest Lilosann
danosfugnesnuuulimilsfsnnudululsvesmsiFesdduduazmsdansiiifanuimaluawilnegldfing
Freghatu Avatene1effianunsanuslivatawuu (word sesmentation ambiguity) w%aﬁwﬁlﬁaq’iuwwmﬂm
1A5§1U §9 NewMM anansald heuristics uazuiuntaednaulalduiudiniwuudadiy dufu ulfen Accuracy
sginiflefisuiuanuildyadonasiuazidumienis uinanismaassdansduduin NewMM fanamnzas

lunmsuszananadaanuduninnududoudenwamans 1nnI1isn1sanALUUIugY

Yarauauuy

1. wuud1aes Naive Bayes (NB) Sauriudanasiiudnruuy NewMM flusgansaingslunisiasieinig
Aaufuniwlne wazmnzdmivihludszgndldlunudumsieneideyanndedinuooulatuasdolausuus
1NGNA

[ o o

2. myddgluewianmisliaudAniunsinnisn v iesunaziasnaia lnge1adimalan1suARNe
SolufAuaznisilvdoanuduninigiu (Text Normalization) 1l it elfiuanuusiudlunisdnduagnis
JATeRAUARLIAY

3. Aasiin1sfnwiBnisnseaeuaudandaseniaz kUL doANANANTIY 1Y ANLARLALLTaY
famfeuuazuuuaruinelags IneUszgndldineda Sentiment Conflict Detection tilotfineuindefioves
HANTIATIEN

4. msaezUIsufsuluuSaesiianmsadlavTunvesnwlng ldAB ety wu Taiea BERT uie
Tawnalundy Transformer Liosassudearuiifianududounasnainvanssuuuuannty

5. msfnwIn1sliasnsuvastennudunnmesluguuuudu 9 1wy TF-IDF w3e Word Embedding
UNUI5 Bag of Words L‘ﬁaLﬂ'mﬂix%w%mwhmiL%EmimaaLLUUf\i”laaﬁLLaxmmLLaquTﬂumifﬁwLLuﬂmmﬁmLﬁu

6. AITvEYATeLAliRTOUARUVIAIEUNARNETY (WU Twitter, Facebook Wag Pantip siufiedanisleym

Toyaldaunasiematin SMOTE %5ei8n1sgdufegnedu 4 Welihuuinaesaunsassuildegnediussdnsam
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