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Tsalaidess angrutoya UCI Machine Leaming fisuiudaya 400 gadeya dadudmiunisieset 24 Hads way
WisuiflsuuszAvSnmueauuusaewaeds 10-Fold Cross Validation Tneia3asiiolun1siduadaiild scikit-Leam
Library 9840141 Python Han15338nudn N1sdwunUseinndeyalaslduuuitassannaiadulddndula &
UsgAvBamimanzandian fananugndes 98.47% A1Anuuaiug 98.33% A1Auszdn 99.16% wazAiAuaIsga
98.73% waglvingnisandula 91uau 5 ng fimmiluianfuleundieduiensidadelsadosuiintueuides

mMsiatsalale

Adaey: lsale laseeUssannidien nmsieuduuuiud dulddndula nsSeuiveunsosuuiifaeu
ABSTRACT

The objective of this research is to apply classification techniques in data mining to predict kidney
disease risk and compare efficacy. To obtain the most effective algorithm, three algorithms are used: Neural
Networks; Decision trees, and Naive Bayes. The dataset used in the research is the early stages of chronic kidney

disease in UCI machine learning database contains 400 data sets and 24 factors. The Efficiency comparison of
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the model using the 10-Fold Cross Validation method. The tools in this research use the scikit-learn library of

python languages. The results showed that the best prediction performance was the decision tree model. It
has an accuracy of 98.47%, precision of 98.33%, recall of 99.16%, and F-measure. of 98.73%. This Decision trees
model show has 5 rules that should be used to develop web applications for early diagnosis of kidney disease

risk.

Keywords: Kidney Disease, Artificial Neural Networks, Naive Bayes, Decision Tree, Supervised Machine Learning
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Tsalndess Aenmeitlavnaldtosamiaund sthssoiiiedluszovina nanaounsenansd (aimind, 2554)
Falmazdidinsondng Ussunamiedu Sendy wilsew (Nephron) 'vmLuWiawqmv‘hmuaqmﬁuﬁaaﬂ NA99N
Wuluszeznamis lafiagliannsonseadenldfine dwmalveadomnidluinnie Falunaidesogunm wazens
biAnnnzunsndau wu nnzlasndwelsdludends nznsegnngu wazanzdensinsesmiauanniiuly {u
#u (World Kidney Day, 2022) m1utayaain WKD w3e World Kidney Day 8% &4 10% veduszwnsuulan ﬁasﬂuﬂi’m
5’8éflmjﬁmazﬁlmﬁwmlé’ﬁaaaaﬁmna waznng SilauududeTindeunadunisanlsaunsndouiiiedosiulsn
193033 (Chronic Kidney Disease) ifipsanlsalndulsaifeseianisifesnisnisquasnunileuunassedos
Snwmaondin Snianlddnefas InsewzegnsBansdfiingnniglameifesaseraninefifosinudeisfizendonis
thdavaunula 19y nswenidenserdadlaiioy uaznssndaAsulaidusy

ndaniaenans gidelavuinnuddguesdym waglddnudunisinmsideadauuuiiaesnisduun
Usstnndeyannuidssmsidlsalafomaiamiiosteya Ineinisiieulssansamuuudiasaiiomuuudiass i
wanzauign :1ndane3fiy 3 wada Ae lassieuszamifion (Artificial Neural Network) nsiSeujiuuiug (Bayesian
Learning) uazsuliiwnanla (Decision Tree) lntldundayaszoxiduduvadlsnlnFesmwasnuduie sngiudeya uc 9
2015 Fafidruudeya 400 ydeya uasdadodmiumsiiasizi 24 Yade
lnasuazauIdeiineados
1. Tsala

Tsaladulsaisrsunsiauredafiantssasiinund (Isameruiansysmiin, 2563) Wulsasoseisnuilsl
e dnuaizvedlsaln nglane lavgaiany veadeazdsindudonuaziame asazionnsidonims aduld
o138y @ sounde Tafinas dwiuden Uannszan deudedrdluanesnng ervhlsfonisdnuazaueamen
veu dudslsalansludin Winazuaszunsunganisaiydvln (aWad, 2550) Jadeideddunadulsale ddsd
nsguiug Tsalaurswiadunssuiug wu saladugad anudulafings asduansznudes Tesiidrdng Aevila
viaamdon ln uazaues aufitinudulafingsuiue axduavililadenas lsauvnu guaelsmummuiionaiuly

10-15 U agiinswasuwlasilalnemnisvasndanvadds Jlvvneenunludaany dwavnlmialadeu lnineisess
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Unfazisyiuiidlontgyszinas 2 viu wazazEudenilony 35 U swavens swanewiln ewnsuiUssiamniifie
siola 1y puddensegndniau Yssianm NSAID omnssadndudu (7, ded uazisais, 2563) lsalameidesauinan
ANUAAUNRYEITEUUAI9 TusNY WU ANURAUNATEITEUUININGTSY SYUUTaBnEen seuun1eduyy tsalussuy
wiandléun Tsawimnu lsannudulafings Tsauiwi Tsauindauies lseialuln uazszuuvemaduilaans nnele
Sniauides Wusu Hadeiidmadensviuthiivedinanas uazdmaliAnlsalndoss Usenoulude 3 Hademdn Tdud
Uadwaruunna wu we o1y duilunanie WWusiu Jadesmunisiudae Toun lsauszddsauu tsafing lsaiilanay
vaoniden lsnanusulafings iHusu Tsadiemenmetugnasy wu Tsageiilule nduernisdanesn Huu Jsz¥alse
niFesvlunsouats szaznailunistiedelsaummu minuauszduaudulaiin nsmuauszduihmaluden
Hudy uarluduresdafodungfinssuaunin iy nandutlaanie msdudiios nslden NSAIDs nmsuslaeewns

U fukaziAl NSAUUWE NMsAIRRansIun1enIey [y

2. myimilesdoya

nsviwmiledeya (Data Mining) (81337 wasUsznnds, 2562) iWunisdumesdanuiangiudeyavuinlng
fafunszuiumsfieenssyifudeyaiifidiuaunn Wunsdumeaudeslesiidousguaraianisaiuuiliuiianfniu
Ingondendnadin n1si3euivesa3os (Machine Leaming) Warnn5ans1guluy (Pattern Recognition) ansvuwmedilel
NnnszrvImMsawmiiosteyasiathunairsuuudrasuiionsnsal uesuunmite visuansanuduiusseming
mineA19q Saneifiunsimiesteyaivatsussiannisiieu lunsided 198 aneiiunssuundssinndeya
(Classification) {uwaliamsiinsigiannsiseudandwiennguuuuvestoyauuuiitrguenme dadunsiBouives

Lﬂ‘%aﬁLLUUﬁQ’aau (Supervised Machine Learning Techniques)

3. nsl3euivaualaanuuiifaey

nsi3ousvesedesuuuiifasy (Noyunsan, Katanyukul and Saikaew, 2018) 1uisn1si3susvaaaioile
a¥auuudiassnsneinsal nefinisimungadoya X vietdudunaliiuuuudiass wieunanammeude v iilels
wuuaeddluniadous Tnonadwsniswennsal ensndudaiiles (Continuous Value) nadiiiutl Fenindgminis
annoY (Regression Problem) usifl ewadnaidurnlalsiaiios (Discrete Value) nsdiauil 13ondn Jgyn1n1sanwun
Usznm (Classification Problem) @sxadnsannnisduunyszinniniionitnana (Class) uie dromiu (Label) 3
AMNTTNs L UUTIaaMULTwuNUsTIANIzUsnaulUiedeya X iuyadeya Feature w3a Attributes wae y
fio Aanarney dmiudeyaues Feature tuq nanife dyadoya X was yadoya y Usenoudu snidend doyans
Hnduiuuiithemiu danesfiuwuuiniunysean wu suliisindula (Decision Tree) dwnasaLINmasUuBTU (Support
Vector Machine) n15L58u3 WuuLug (Naive Bayes) Wag laseveussaimifiey (Artificial Neural Network) L4y
Multilayer Perceptron lusiseiifumslduuusiansnssiuunuszinn (Classification) 3 sanesiiu laun Tasetng

Usganuilen (Artificial Neural Network) siulsifindula (Decision Tree) uagnisiSeuiuuuiug (Naive Bayes)
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4. wallalassrngyusansiisu

IasstneUseamifisn (Artificial Neural Network) (Usgyeyn, 2562) fuduuuusaemsadineans ilessune
nMshausududouresaussiyed MnnguinisiSeuiveasuy (Hebb’s Rule) lwadivihanusiuiuazideusioiu 1Ju
ndnlunisesuismaiouifesuuuuresnisUssneumadusramidndetudulasede aunsnduddomitugiu
nsieuiwuulddfasy (Unsupervised Learning) uddmsun1siieusiuuiidasy (Supervised Leamning) Tuazidu
TuneuiiBend “medleunseu” (Perceptron) BsansnsavinmisiSeudandegnaiindluld uifidesiinuisszms
1 Ugyntn XOR (Exclusive OR) Lwiﬂaﬁ;ﬂ’u‘ﬁugmﬁwﬁ’ﬁyeumiﬂiqszhEJUizmeﬁ&m 1560791 159918 UTE AL AL UULNS
ndu (Backpropagation) dstuneudailanusaudilaym XOR Tnserdelasesuuunaetu (Multi-Layer) Fslueniddeoil
Qﬁ%ﬂlé‘h’ﬂmwwﬂizmmﬁwwama%gu (Multilayer Perceptron) 21 Python Library Scikit-Learn lun1snageou
(Bnen, 2555) FelaseneUszamiisndumedaiilsunainnisineilasselniii@nm (Bioelectric Network) Tuasas
Usenaunie lwadusyan (Neurons) 3aUseauuseam (Synapses) iagiwaduszamusznaudigvaglunisiu
nszuaUsyam (Dendrite) Jau Input taglateUszamlunsainszuaUszam (Axon) Faduwmilou Output v839aa
dnwarredasetszamion fasaadunduvedivun (Node) Mdeulosiafuluusazdu (Layer) éun Input

Layer, Hidden Layer, Output Layer san il 1

Input layer Multiple hidden layers Output layer

Al 1 TassadnslaseneUssamidion
fiun: (1BM, 2020)

5. wiadlAnsiseuiuuuiug
mM33euiiuuLug (Bayesian Leaming) (Useyey1, 2562) iun1sduunuszinangduuuniafiondondnnisvesaan

Wz (Probability) utelunismeneu aunguedud (Bayes’ Law) titevinauufigiulauiazgnsiosdign i
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AANEVsaUsTIVIvRIIeg ARz Usinaniaulaszegnelinisuanuasainuiinazdu (Probability Distribution)

madu Arnuiaziiuvesdaeg9dsarnnsaldlunisusznaunisdnduleeg 1eflingualdlusudwundssian
(Classification) @4ngufunvoaug (Bayes’ Theorem) #38n5euutl (Bayes’ Law) A9%on1u nila tud (Thomas
Bayes) Unadfuazinusivglv1idinge nanadangnisalludagiuuazdeiifatunound lnedaruyiazidu

wuuiiteuly wansiaaunisi 1 wasnislingueaudlunisiuunussny (Classification) wanafsaunisi 2

P(BJA)P(A)
P(D | h)P(h)

P(D) vaneis anuiaziduneu (Prior Probability) vesansieesingdy D
P(h) vanedis anunhazduneu (Prior Probability) vesausfigny h € H
P(h|D) vaneds avmunaziunienas (Posterior Probability) vesausufigiu h dlofviunndaegdtlndy D

P(D|R) vaneds avmunaziunienas (Posterior Probability) vesgnsegnsilndu D Weiwunauufigiu b

6. waiadulddndule

fuldfndwla (Decision Tree) (MastersinDataScience, 2022) unsihdayaunasiauuudrasaniswensailu
sUuuulassaeilsl nesulidaauleiedunesdonileiivisiinsesivnmsal vioanunsaliilednauleldegrady
sruukagsInd) Tanwaziduns Uil uanesnuvusne uaneonmandulsilvlufianaden sunseisilug
Peasudmsunisdndula Usznauludae Inuasin (Root Node) Inuagn (Child Node) n3elnunasdndula (Decision
Node) wagluunly (Leaf Node) wanssisnmd 2 (Usnya, 2562) sulsifadulaansnsathluldladutigmuasdoyanas
Uszinn 1y Anuuliseidesdmiunisiuundssan uazauuudeiosdmiunmsiieneinisannos el

Anduladiaunsawnuartayadnuiugnn vioununguuudn.. i (f-then Rule) Wisliuyudanunsaudsnaladnedu

FHININA 2
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Root Node —— With Friends?
Splittin
T T T T T
‘ Yes ] No Decision Node
|
]
Windy? l Walk or cart?
‘: |
| Ves/ \No | Wall/ /Cart
| Above I
par Cold? Above Cold?

Above
par

Branch Leaf Nodes

A 2 Tassasrsaulidnguls

17im: (MastersinDataScience, 2022)

7. NNV

AAduliinsAuninmiddesumiiesdeyaifesteonisnshunldluniside ehundudeyalunisfinw
wawd1989 {ATelafnwnuddendenuieites dwelull

v A

f1597 eyl wardsends andluna (9990 wasUsennds, 2562) ladnwnisilseudieusyansainnis
° v A a I's 1Y A ' a ¢ v a P o = =
Juundeyaiiioinsetafeanudssidmanenisialsalaesinsesdmemaiamioays nan1siseuiiiey
wuhmsduunteyalasldlasaneussaniedlidiUssdnsamasaniinnnnugnees 82.97% dunnniduldinduls
WaEMITEUSLUULUETIIANANGNGBY 79.87% Wag 68.11% muddy

waend luegas (uaend, 2564) lvinisiSeuiieulssavsnineeswuudtassnisiuennudedlsailauas
wasadenlaglddanesiumilestoyanuiuuudaedassiigUszamiiisunseunisidenauautd daanugnd o

&

99.29% wazangnfe wuuinaesuldindule faraugnses 70.39%
s a s Y o Tl a a a a A ¥ 3 [ wa L3 Y

annug Asa (angug, 2564) levinsilSeuiisulssansnnveunaiamilostoyadmivatinisalvesiie

lnedoyanamungnsiusiuanaing udeya UC Suiuvianun 3 gadeya Turnuidedladneinaialumiedeya

5 imaila lawn Decision Tree C4.5, Naive Bayes, Neural Networks, Random Forest Wag Deep Learning 41911113
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aSauuuasaiionisnensalnmsiinlsa wuinweda Decision Tree Wumedlafidigalunisasrsuuudiasdunis
wensallsalalulvsesd lnglvirinnugnsiad 99.86% Al 99.85% warA1AIuT NI 100%

A5n11599%

v oy
v

n131duafsiidunounisduiueu 5 dunou ldud 1) nsfnwinazsiusudoya 2) nsiioudoys

3) ASASIUUITIABY 4) NSIAUSEENSAMLUUIIABY SN 3 warilstuazidenliastunausanalul

[ nsAnwuazsIvTINTeya ]

4

[ nsnseudoya ]

A

/ AMsasIUUIany \

wlsyndeyatinlulasyadoyanadou
50:50, 60:40, 70:30 ag 80:20

v ! v

ANN Decision Naive
Tree Bayes
y Y A
[ 10 Fold Cross Validation ]

- /

Y

AsIaUsEANEANLUUTIa8Y
Accuracy, Precision,
Recall and F-measure

AN 3 TURBUNITANTUNNTIVY

1. Msfnwuazsrusudaya
salosesudunneilaviaulsdssaiinund Wuszezavataiaunsenated iunaiuuiliswadivi

Y o v = = A [ £ s o 1 o 1
wihfdudinsesvesde w3eiunseu (Nephron) Aflegiiius 1 srugadngan1sinnu dwavinlilaliaiuisonsedves

I

= & v o & P ° A o = | vaa o 1 1 &, &
LﬁEJMLﬁE]ﬂ% ﬂﬂuurl'ﬁﬁi’]ﬂLL'U'U"U']@ENLW'E]GU']LLUﬂf’n']llLaENﬂ']ﬂﬂUIiﬂlmﬁ]g‘lﬂEﬂWﬁu‘\]aﬂIiﬂ imﬂmaﬂl,l,asl,ﬂuﬂisiﬂ‘uum

2
[

n3eunssnegUaele Tnen1sinunided didelaldyadeyaingiuteya UC yadeyua Early Stage of Indians

Chronic Kidney Disease (CKD) Usgnaulusie 25 woav3dad fdeya 400 516073 TnefsoaziBendmnsnad 1
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M990 1 TeasiBunyndeya

a1hu 3o Fwadun anwuzdaya fretetaya
1 age 91¢ numerical 48, 62, 51, ...
2 bp AMuRulain numerical 80, 70, 90, ...
3 sg AIANNATUNE nominal 1.005,1.010,1.015,1.020,1.025
q al ﬁﬂiﬂiauﬁa‘gﬁu nominal 0,1,2,3,4,5
5 su seduThang nominal 0,1,2,3,4,5
6 rbc Wwaddindonuns nominal normal=1, abnormal=0
7 pc LYAaUDY nominal normal=1, abnormal=0
8 pcc NouULLadUDY nominal present=1, notpresent=0
9 ba WUATILTE nominal present=1, notpresent=0
10 ber v-w"nfﬂmaiul,aaﬂl,l,wzﬁm numerical 117, 106, 423, ...
11 bu mgseluden numerical 18, 26, 53, ...
12 s AdsunTiontu numerical 12,18, 108, ...
13 sod GRICTEE numerical 131, 138, 141, ..
14 pot AlNLNET e numerical 25,4258, ..
15 hemo Anansavalindanuag numerical 15.4,10.8, 5.6, ...
16 pcv Yovarvoadnidonunwiouinandeniomn  numerical 44, 29, 16, ...
17 whbcc Snnuadifindenun numerical 7800, 6700, 4500, ...
18 rbcc Tnnuwadifindonuns numerical 5,3.9,26, ...
19 htn lsnanuAulaiings nominal yes=1, no=0
20 dm AU nominal yes=1, no=0
21 cad Tspviaoaidoniila nominal yes=1, no=0
22 appet ANUDYINDINNT nominal yes=1, no=0
23 pe 21NNFUILLIAN nominal yes=1, no=0
24 ane Tsalafinana nominal yes=1, no=0
25 class Wulsale, ludulsals nominal ckd=1, notckd=0

2. Manseutaya

maw3eudoya (Data Preparation) iuniswsendeyalimseuteuiluliimseideya Tunuided THaw

Python Tun1siwSeudeyasae Pandas Library wagiesesdiefldfe Google Colab Tun1saniiun1side lieanyadey

q RV

¥

Alangutdeya UC drndeyagymig (Missing Value) §3delavinainuaze1ateya (Data Cleaning) Aleinaila
Nearest Value ngldilaidunisunuadeya medayavinuwanewnt1 Tu Pandas Library dwsunisuUasdeya (Data
Transformation) Adumsudasdeyalyiegluguuuuiannsahldasuuuinaeds Ingldilaiduan Scikit-Learn

AN 4
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def transform_data():
# transform data
df_kidney["htn'] = transform_custom(df_kidney, 'htn', 'y_n'")
df_kidney['cad'] = transform_custom(df_kidney, ‘cad', 'y_n')
df_kidney['pe'] = transform_custom(df_kidney, ‘'pe', 'y_n')
df_kidney['ane'] = transform_custom(df_kidney, ‘'ane', ‘'y_n')
df_kidney['dm'] = transform_custom(df_kidney, 'dm', 'y_n')
df_kidney['pc’] = transform_custom(df_kidney, ‘pc’', 'n_abn')
df_kidney['rbc'] = transform_custom(df_kidney, 'rbc', 'n_abn')
df_kidney['pcc'] = transform_custom(df_kidney, ‘pcc’, ‘p_np')
df_kidney['ba’'] = transform_custom(df_kidney, 'ba', 'p_np')
df_kidney[ "appet'] = pd.Series(map(lambda x: dict(good=1, poor=8)[x], df_kidney['appet'].values.tolist()), df_kidney.index)
df_kidney['class'] = pd.Series(map(lambda x: dict(ckd=1, notckd=@)[x], df_kidney['class'].values.tolist()), df_kidney.index

def transform_custom(dataframe, key, option="y_n"):
option:
y_n: yes, no
n_an: normal, abnormal
p_np: present, notpresent

if(option == "y_n"):

print(f"transform ${key} from yes no to 1 @)

return pd.Series(map(lambda x: dict(yes=1, no=0)[x], dataframe[key].values.tolist()), dataframe.index)
if(option == "n_abn"):

print(f"transform ${key} from normal abnormal to 1 @")

return pd.Series(map(lambda x: dict(normal=1, abnormal=0)([x], dataframe[key].values.tolist()), dataframe.index)
if(option == "p_np"):

print(f"transform ${key} from present notpresent to 1 0")

return pd.Series(map(lambda x: dict(present=1, notpresent=0)[x], dataframe[key].values.tolist()), dataframe.index)

X
b 4

df_kidney.drop('class', axis=1)
df_kidney[ 'class']

from sklearn.model_selection import train_test_split
X_train,X_test,y_train,y_test = train_test_split(X,y, test_size=0.2,random_state=200)

# transform data to the same standard scaler.
from sklearn.preprocessing import StandardScaler
scaler = StandardScaler()

scaler.fit(X_train)

X_train = scaler.transform(X_train)
X_test = scaler.transform(X_test)

a v D2, = o 1 v <
mwil 4 nsudasfeyaliegluanaieniuuasudagadoyadugefinduuasyanaaeu

3. N15A319UUUINAY

Tunsasrauuudiaes §39eldld Scikit-Learn F08u Python Library Tunmisvimilesdoya Inelduseiannis
FuunUssinndoa (Classification) lun1sasauvuitaefieduunUssinvuszandoyannudsanisilulsala e
Tayafilaumainmaeisudeya Urldadrsuuitaseine F8lasseUszamiion dulddadula uasnisiSeud

WUULUE A90INT 57 AUa1a U §991N151Aa8ea18n1TWU YAt o3 alnly (Training Data) ¥A% 0y annaou
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(Testing Data) Inauvswuuasidumenisdu lnedsnsduyainduseyavageu ildnaassdsil 50:50, 60:40, 70:30
Wag 80:20 MXEIAY kazyMIVAdaUUsEANSAMILUUTIRBIIY 10 Fold Cross Validation lunne dnsiaiuyenadu

wazganaaey neldnileidu Cross Validation wanifisnIng 8

o000

. from sklearn.neural_network import MLPClassifier

= mlp = MLPClassifier(

4 hidden_layer_sizes=(12,),
max_iter=250,

6 learning_rate='invscaling’',
verbose=False,

8 momentum=@.3

9 )

10 mlp.fit(X_train, y train)

299 5 lasluudnasslasnelseaniiey

1 from sklearn.naive_bayes import GaussianNB

© gnb = GaussianNB()
4 gnb.fit(X_train, y_train)
5 y_pred_kidney_NB = gnb.predict(X_test)

= 1 ° a 1 s
AINN 6IﬂﬂuUU%ﬂaadﬂﬁiﬁﬂuguUIRUH

L BN

1 from sklearn import tree

DT = tree.DecisionTreeClassifier(
4 max_depth=7,
5 splitter="best’,
6 criterion="gini’
7))
DT.fit(X_train, y_train)
S y_predict_DT = DT.predict(X_test)

2w 7 Teakuuinasssuldsndula
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from sklearn.model_selection import cross_validate

def cross_validation(model, X_data, y_data, fcv=19):
scoring_data = ['accuracy', 'precision’', ‘recall’, 'f1')
results = cross_validate(estimator=model,
X=X_data,
y=y_data,
cv=fcv,
scoring=scoring_data,
return_train_score=True)
return {"AMugnday sasinsu (train accuracy)”: results{‘train_accuracy'],
"o-o> Andy VAIAIMNUQNADY BAUTIVSY - (mean train accuracy)”: results('train_accuracy'].mean(),
"sanuuiugy saizinsu (train precision)”: results['train_precision’],
"---> Auads wavAmAuwiugl umzisu  (mean train precision)”: results('train_precision’'].mean(),
"aanusedn awwinsu  (train recall)”: results['train_recall'],
"---> anafo vasmiausEdn pavsu (mean train recall)”: results['train_recall'].mean(),
"M f1 yawvsu (train f1 scores)”: results['train_f1'],
"ee-> ANRdy avAY f1  BAmMSU (mean train f1 scores)": results['train_f1'].mean(),
“eamugndas saveday (test_accuracy)”: results['test_accuracy'],
*-ao> aually YAVANANIONADY BAUTVARDY - (mean test accuracy)": results[’'test_accuracy'].mean(),
“gamniugy sorvaday (test precision)”: results[’test_precision’],
"eeey> Auafn vavAAMUWINGN BEVADY (test precision)”: results['test_precision’].mean(),
"d@anuseln sasvaday  (test recall)”: results['test_recall'],
“-eo> anafo wasAaMiszdn uaisvaday  (mean test recall)”: results{‘test_recall’].mean(),
“m f1 yaigneaay (test f1 scores)™: results['test_f1'],
"---> anads oA f1  uavARDL (mean test f1 scores)”: results['test_f1'].mean()

}

i 8 Wangunis Cross Validation

4. N159USEANSANLUUINAD

n3inUszansamuuudiass (algad wazUsznnads, 2562) auisalsziliulaainaunis 1) mmmgﬂﬁaq
(Accuracy) Tumsdruundega lun1s1s Confusion Matrix Fafumsisasumsduundeyaveauuudiasddgniesuas
ligndfes anmsavranAnnaiiio¥auszansnmlnenism 2) Aanuuwsiuen (Precision) uiaanavestoyadifinng
Fuungnifedasfionsanainuasiuvesnissuundeyaiomn 3) A1nusedn (Recal) AmanAwesdeyaiinadns

gndedlaefiarsaandeyavewadndidediu 4) A1Aua9na (F-measure) AMIlAINANRRETENINIAIAIN

LUUELALAIAINUTERN S19ALLDEARIANNST 3-6 ABbUN

TP+TN
Accuracy = (3)
TP+FP+FN+TN
.. TP
Precision = —— (@)
TP+FP
TP
Recall = —— (5)
TP+FN
(Precision x Recall)
F — measure = X 2 (6)

(Precision+Recall)
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ayalursarnansinuneueninese ’
N = Foyafudoyaliadauaznanisvhuevenitliaie

=23

TP =

_|_|
)
I

(=43

ayadussssnansiueuendtlieg

¥

FN = deyaludeyalidadausnanisvihuieueniteis
NaN13398UAINTAINANTITY

HaNSNAaRYesUITeUsEnaudg 4 du laua 1) nan1sasisuuudiassiielaseielssaimidiey
2) wan1sadranuudnaesieiulidndule 3) nanisadisuuiiaesiisnsiieuiuuuiud uag 4) nan1siIeuiiiey

UsEANSAINLUUI1A8Y el

1. nan15askUUINARIalATIngUsTaMTiBY
nsnaasulaglduuudtassanmatialasstielszamiiisunuy Multilayer Perceptron 910 Scikit-Learn
vimsimualaisugy (Momentum) 7 0.3 8n3IN13138U3 (Learning Rate) LU Invscaling ¥msmsunava 250 saU
wagrinvun 1 Hidden Layer 12 Unit wUsgadayasianisdueanidu 2 @ sednsaiu 50:50 60:40 70:30 way 80:20
wuuUUSIaesfifvian Aenisulsyateyasesadiu 60:40 ldmnugndes 97.50% AAuutiugh 100% 1Ay

5% 95.88% A1ALENINA 97.83% Fan131a7l 2

= i & a a ! =
M3 2 ﬂqﬂiga‘ﬂﬁﬂqwf\nﬂLVlﬂuﬂIﬂiﬂsU']EJ‘UigﬁqmW]EJ@J

Ratio Accuracy Precision Recall F-measure
Train: Test (%) (%) (%) (%)
50:50 93.49 100 89.09 94.10
60:40 97.50 100 95.88 97.83
70:30 94.16 100 90.00 94.35
80:20 93.75 100 88.50 93.01

2. nan1sasrsuuudnaasileiuliinndula

nsnageulaglduuudtassinmaiiaduldinduls an Scikit-Learn insinuaAiAuAngsgavesull
(Max depth) {1 7 Splitter uuu Best wag Criterion WU Gini wisyndayadionisguesnidu 2 dw fednsidn 50:50
60:40 70:30 WAz 80:20 WuIwUUTIaesiiffian Aensulsyadeyasnesnsidiu 50:50 lirraugndes 98.47% e

ANULIUEN 98.33% AANTEAN 99.16 % AIAINENAR 98.73% F9PN5197 3
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Ratio Accuracy Precision Recall F-measure
Train: Test (%) (%) (%) (%)
50:50 98.47 98.33 99.16 98.73
60:40 96.12 99.00 94.55 96.35
70:30 95.00 97.50 94.28 95.56
80:20 93.75 96.00 93.49 94.34

3. nan13as1elUUIIARIAIENISITBUSUULLIUY
maneaaulngliuuuiiaeminmsdeuiiuuiug an Scikit-Learn wisgadeyamenisduesndu 2 dw fe
8n37d7U 50:50 60:40 70:30 kay 80:20 NUTWMUUTIARINGATIAN Aon1sulsgateyaniednsIdIu 50:50 taA1A91Y

ONABY 98.00% A1ALLIUE 100% A1AINTEAN 96.66% AIAINEING 98.26% AImM15197 4

M19°99 4 AsEAVEANAIINImATANITSEUTUUULE

Ratio Accuracy Precision Recall F-measure
Train: Test (%) (%) (%) (%)
50:50 98.00 100 96.66 98.26
60:40 97.45 100 95.77 97.77
70:30 97.50 100 95.89 97.79
80:20 97.50 100 95.50 97.46

4. nan1siUTeufisuUsEaEawLUUTIaeY
MnMaUTeufisulssavsnnmahausesisaumaialdnanisaaefemsned 5 nuiuuuiasauuy
lassguszanniien dananugnaes 97.50% ArAdauaiugn 100% A1A1UsEaN 95.88% WarA1AIINA9Ma 98.00%
wuudaenmaliadulddndula dA1Augndes 98.47% A1AUUIILEY 98.33% ArAusEAN 99.16% WaAAI
§7908 98.73% Wazhuuiassnmaian1sseuiuuuiug IA1nnnugnaes 98.00% A1ALtugT 100% A1ANTEEN
96.66% LayAAIIIENNG 98.26% Teaziiuldiuvudassnmadasulifadulaiisussansnmniuuudiansan
wallalasadeUszamiies (ANN) wasinafianisiSeudiuuiug laelA1nnugnees 98.47% AANUILET 98.33% A
AMIEAN 99.16% WagAANLEa3na 98.73% uuasulid wadaduldFaduladuuuseesivmnzauiiaeluns
Fuuntszinndoya Teaenndosiunuifoves (gngug, 2564) idnmaaeddimataris 3 adauiy wuin mede
Decision Tree 1 uinadiad Af anlunisasrsuvudiasslunisneinsailsalelulnsess lnglvriaugnies

99.86% A1AULI 99.85% warAIANNTWINIE 100%
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A1519% 5 as1aUSeuiisulszansnmuuudnass

Models Accuracy (%) Precision (%) Recall (%) F-measure (%)
Neural Network 97.50 100 95.88 97.83
Decision Tree 98.47 98.33 99.16 98.73
Naive Bayes 98.00 100 96.66 98.26

[

fadunavesmssuunUssinndoyavesiuudraosulifadula aunsaadnglunisdadulald 5 ng taens
warrmnennduliisnauladils fuansnmd 10 aansauvanamsnelss
ndulddnduladiliannisadiuuusiass aaasneu e yio] wauneds lidulsale wag yi1]
muneiadulsale dviuleeddu arnamd 9 Auansiunisvesfliaeslugadeyaaindauls X las
X[2] 901889 sg %38 AIANUANTUNIY (Specific Gravity) X[14] uu18d9 hemo 138 A1@1TavoudALADALAY
(Hemoglobin) X[15] vsneda pev e SevavveadnidenunsdeuSinaideniionua (Packed Cell Volume) wa X[19]

o

wuee dm u5e 13ALUIma1u (Diabetes Mellitus) #91)u ﬂgmawulumﬂaulwimmﬂmww 10 4

w

el
ngtedl 1 61 hemo <= 0.288 Wwag pev <= 1.273 Aanadnaude y[1] e iulsals
ngtieil 2 61 hemo <= 0.288 Wag pev > 1.273 Aanadinoude yi0] vaneda lidulsale
ngtedl 3 &1 hemo > 0.288 way sg <= 0.112 AanadnouAe yl1] vaneda Wulsela
ngieft 4 &1 hemo > 0.288 wag sg > 0.112 uag dm <= 0.366 AANARMBURS yI0] munefis Ly
15aln
ﬂg%ﬁ 5§71 hemo > 0.288 Wag sg > 0.112 uag dm > 0.366 Aa@fInauAe y[1] wunens 1Wulsa

s

[12] 1 for idx, key in enumerate(X):
2 print(idx, key)

0 age
1bp
259
3al

4 su

5 rbc

6 pc

7 pcc

8 ba

9 bgr
10 bu
11 sc
12 sod
13 pot
14 hemo
15 pov
16 wbcc
17 rbee
18 htn
19 dm
20 cad
21 appet

22 pe
23 ane

A 9 duviavesiliaesluyatoyaandiuls X
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N
X[14]<=0.288
gini = 0.454
samples = 198
value = [69, 129]
class = y[1]
Tru:z/ \ialse
X[15] <=1.273 X[2]<=0.112
gini=0.017 gini =0.269
samples =117 samples = 81
value =[1, 116] value = [68, 13]
class = y[1] class = y[0]
/ ! \
gini=0.0 gini=0.0 gini=0.0 X[llgllf;)%gfﬁ
samples =116 samples =1 samples = 10 s%m _Ies. —71
value = [0, 116] value =[1, 0] value = [0, 10] valugz [6;3 3]
class = y[1] class = y[0] class = y[1] classi= y[é]
gini=0.0 gini=0.0
samples =68 samples =3
value = [68, 0] value = [0, 3]
class = y[0] class = y[1]

and 10 ngeulddndulanlaainnisasnsuuuinass

d3UNaN1339Y

L a

NuifeiilunmslSeuiisudszdnsamnisswundsainndeyaninudsinmsdulsalademedamiiocioya

Failinguszasdiiomadawmiosfoyanuunisduuntszianuidssandldlumsiuneanudsainsdulsale wieu

ax aa Y a

HauSeuiiulssansnm Welvlddanedfiuniivssdvsnmmungauiedanediiumievieya Mauuwuy Aslaseiig

'
£

Uszamidigy nseusuuuud wagdulddndula Fuyndoyaililunsall Ae yndoyaszevisusuvadsalasasivesnu

q U

duig 3ngudeya UCI Y 2015 Feiidnuiudeya 400 yadeoya wardadudmiunisiiasey 24 Jade s o1g

Y 9

anuduladin Arrnuandung Alusiudayiiu ssiviina waddndenwns wadnues feuwwadnues wuaiise

v
1o

Amhealudeauvudy Ageluden Adsuesiondu Alufen Alnunaden Aasdvoudndonuns Sovazves
dinideaunseUiunudoniinun Sruoueadidaidontm suumaddinideauns Tsaaudiladings Tsaumy
lsAvaendeniiala ANNBEINEIMS BINNTUINWN wavlsalafinans nsuwusleyadmiuldlunisvaassaiisuuuinass
nsdwunUszinndoya wuseenidu 2 yadeua fe Yndeyalnuu (Training Data) wasyndoyanaaay (Testing Data)
Tngutanvulesigumenisgu Ineldndugadeyaiindusieyatoyanaaeu fie 50:50, 60:40, 70:30 uay 80:20 way
nagauUsEANTAIMANET8N1T 10-Fold Cross Validation Han15398nu1 Awuudnaesnsiuunusziantayanieg

a

suliidindulafivsvansamingn Inedaianugndes 98.47% AAuiug 98.33% AAusEan 99.16% WavA1AIY
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g1ana 98.73% waglanglunisusenaunmsdndulanianun 5 ng daudsaguladnveia Decision Tree darumunvay

Tunsihina¥auudassnissuundssinndeyarnudssnisdulsale
Tolaupuurn1sMTeAsaly Asiinen1swledeyaivarnratesukuudmsuldlunsiinduwaznismegey
dnvlamsiinisihdanesfiuvanguuuinvinmeass WumealansiteuiTiuiu (Ensemble Learmning) lauA danesiiy

Vote, Bagging #58 Boosting lilanUsza@nsn1mlunisdiiunnion1syinuieiunzaunii
nnAnssuUsENIA

mauqmuwaﬁ*ﬁ’agavﬂ A Machine Learning Repository 210 Center for Machine Learning and Intelligent

Systems, Bren School of Information and Computer Science University of California, Irvine (UCI) é’m%’usﬁanﬂaiiﬂ
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