il U 5 aliuf 2 (2025) : n gy—]( AL 2568

01S81S3NEFNEns SFAONSSIU 5 | I
UHIONgI88s18niag i
I-Ru ce, Engineering and Technology
JHAT UNIVERSITY

nsilSeuieulseansnnelasetigussannieulunisasunlsaludin
A Comparative Study of the Performance of CNN-Based Models for
Rice Leaf Disease Classification

ansel ywus' uag unsegiu 91geu’

Zagon Bussabong' and Praetawan Jarutan”
AUIYINEINTABUTINBS AMYIVEIAEANS NnTINEIRETUAUITd Jaminy3sug 31000
'Program of Computer Science, Faculty of Science, Buriram Rajabhat University,
Buriram Province, 31000
? gnunivreuiawes anivemansiasinalulal univendesvdganauns Saninanauns 47000
*Program of Computer, Faculty of Science and Technology, Sakon Nakhon Rajabhat University,
Sakon Nakhon Province, 47000
Corresponding author Email: praetawan9925@snru.ac.th®
Received 30 May 2025, Accepted 2 October 2025, Published 7 October 2025

UNANED

o

A15398ASINTTRaUseastiie 1) WawnluwakaziUseuiisuuseans nnlasavieusyarmienlunig

q
a v

Fuunlsalutsuulidinmsasudeya war 2) MaulunauwasilSeuiisulssansanlasaingyssamiienlunis
Sruunlsalutnauuuiinisedudeya ainyadoya RiceLeafBD Datasets Usznauiammianan $1u7u 1,555 11
wady 4 Uszanlse ldun Tsalulndfannuuaiise selulwsiarnidon lsalugedinia uaslsaladailng
s?fﬂLﬁuﬁqm‘z]”aaglaaaulaﬁmﬁﬁmﬂuuwamm{m Kaggle Dataset naaesnle 3 lasewsUsyarmaion laun
1) InceptionNet-V2 2)MobileNet-V2 wag 3) EfficientNet-v2 A f1n15Us Ul /280151 uosd Usznauot s
Squeeze-and-Excitation (SE) blocks Lﬁat%'au%:mméwﬁ%ymamias Channel 1% Tnesta 3 Tasedeldmaassiv
74 2 gadoua Ao yatoyai ugruuazyadoyafi dn1siasutoya §9n13vAa0s Train uag Test luing
377U 20 epoch Lag 50 epoch aﬁﬁﬁiﬂﬂumﬁmeﬁ%’a;&aiﬁud Accuracy Precision Recall wag Fl-score

anmsiaTsnakasIsufisuUsynsnmlassneysramitenlumssuunlsaludifauuuldfvees
maaiudeya nud Tumadimuaunsovuelseludnlddndlueaiugiu (Base Model) #a 3 Tasstne Tng
Tnsstnguszamifiouiliainnugniesgaan ldun EfficientNet-v2 lunsnaassuuulsifinsiadudona e
Accuracy, Precision, Recall waz F1-score muansiu feii 92.60%, 92.75%, 92.50% wax 92.25% warlunafiinig
wsudaya (EfficientNet-v2 + DA) iriaugnaadlunisiuwunlsaludil ladn Accuracy, Precision, Recall wag
Fl-score AUEU Rail 95.50%, 95.75%, 95.75% uay 95.75% Fnanisnnasdluasadaoinlunadiwmunil
UsvAnsnmintlamaiugumnnsd

AdAey : n1sTuun MsiaSudeya laswhedszamiien lsaludn

70

91sasIngnAans SAonssuAnans nazinalulad



|l U 5 aluf 2 (2025) : n ;_]Mu 2568

2158183NeFans IFIONSSIU

UHIONgI88s18niag
gineering and Technology:

AT UNIVERSITY

LRU

ABSTRACT

The objectives of this study were: 1) to develop an artificial neural network model for classifying
rice leaf diseases, and 2) to compare the performance of the models trained with augmented data against
those trained without argumentation in classifying rice leaf diseases. The RicelLeafBD Dataset, consisted of
1,555 images divided into 4 disease categories: bacterial leaf blight, fungal leaf blight, brown leaf spot, and
tunggro virus, was used for this study. This dataset is publicly available on the Kaggle Dataset platform.
Three neural networks, namely InceptionNet-V2, MobileNet-V2, and EfficientNet-V2, were experimented.
These models were modified by adding Squeeze-and-Excitation (SE) blocks to better capture the
importance of each channel. The experiments were conducted on two datasets: the baseline dataset and
the augmented dataset. Model training and testing were performed for 20 and 50 epochs. The statistics
used for data analysis were accuracy, precision, recall, and F1-score.

The results of model development and comparison of the efficiency of artificial neural networks
in classifying rice leaf diseases with and without augmented data showed that the modified models
achieved higher performance in classifying rice leaf diseases than the base models. Among the three
modified models, EfficientNet-V2 achieved the highest accuracy. Without augmentation, EfficientNet-vV2
revealed accuracy, precision, recall, and Fl-score values of 92.60%, 92.75%, 92.50%, and 92.259%,
respectively. With augmentation (EfficientNet-V2 + DA), the model achieved 95.50%, 95.75%, 95.75%, and
95.75% for accuracy, precision, recall, and F1-score, respectively. These results indicate that the developed

models performed better than the base models in all cases.

Keywords: Classification, Data Augmentation, Neural Network Architectures, Rice Leaf Disease
unin

tnfoduiinasvgisvemarsussmaluginiaieidens fusenidedld lsaiiiatuduin Tuin uie
599917 Randnd1nanas 20-30 % (Ahmad et al., 2024) Uszwalnedadulsewmenuensnssunisuandidu
vilsluAanssmdnmaasegiavessema Ssfienudidysemnuiunmemsuaz neldvesnuning egaalsh
au Jgymddyidsnansenudenandnuazauainvestndenisiialsanieg vulud1n wu Tsanuluwsis
Tsalntross lsalugadihnia Tsaveuluusts waglsaludelusauas .udu Slsedmiammifenngdunidvany
¥iln Iiu 1o wuaise lhia wavldifeuleosdedsmanssnusdetiidutsinauazamnw Tasnmelsanly
whiAnandeslulsunmeaniiovesseme Fyan3mi wazaae, 2563) uarlsalulnfanidos (Rdnuel way
A, 2567) Femnlsianunsansianuuazdnnisldesaiuviied e luganudevneesnaguuss (Spadaro et al,
2020) Tutlagtu welulagganUszivg Insanglaseneuszainiien (Artificial Neural Networks: ANN) a5y
anudnegraunsvarglusiunisUszanananinuagnsduunyseinn esanflanuannsalunisfouan
Foyanmduuinnuaraunsafsdnvazianizvadlsaanamludialiegiaudug egalsinu Tassieszam
Wisniivaneguiuu wWu Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), uag Multilayer
Perceptron (MLP) ausiazuuuiigaiiunazdodidnfiumndnafulusuauusiugy mnudilunsussanana way
Anuasalumseuianuazianzvasioya (Chen et al, 2020) uenanadunisidenidlaseieussamiiiey
Amngaufuusziananuudtadesiuduiuvestoyaluyadoya (Dataset) AiisanenainuatsazyioLiia
Uszansawnnsvinauvedumalunsinlias duld feannsAneanuisoues Rimi et al, (2025) Al4iduluna
gy wui Snsusuluealunisvessaduuuy Light Model vnlwansiuaumsifived Tumafivuadnas
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Fwutesdnaronisilnluina nsudledgmisiuiudeyaddesaiuisaui unsruiunisiadudey
(Data Augmentation) 1u Ms¥guAIN MINANAIN msdinam iusy Wediefiumuvannmansléiuyedesyals
(Minaee et al., 2023)

ol AT Tagusrasdiileiaulunauasiouiisulsyavs nmveddassieUsyamitonly
n1sdunlsaludiuuuliddnisiasudeyauaziinisiaiudeyaannyadeya RiceLeafBD Datasets 9nUszine
tananmanivszinnvestsaluimieutululszmelne (Kanjanamaneesathian et al., 2009) wigiuauamluyn
Toyadafldrulesifeiaamlannaswnenmsiaiudoyaitefumlunaiivinzauuaiiussansnngaaeluns
Smunlsaludnuazannsniluvssgndldlunsiauweuniiedunrionuiuinunsdaaies elusedunuide
waznsldauaidlumeau lnsradnsannisAnuiasdulsslovidenmsimuieissfioniossuutowmdo
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LPNAITHAZINUILTNYIVDY

1. TassdnsUszamidien (Convolutional Neural Network: CNN) lasstnguszamiftoutugnaenuuuanlifiinig
yaundetuanesoaysd Tnonsheudemdmedasdelsramisuiudnhegesfivhnuadetumad
Uszamueauyud 139097 Node 89 Node aunsnsandafudiuuniafosiadudu awonin Layer lnoustay
Node asﬁ%y’umauﬂﬁv‘hmuuﬁmﬁﬂﬁmm Layer LU Input Layer, Hidden Layer wag Output Layer Hudu
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Input layer Hidden layers Output layer
i h, h, h, 0
I XN
A"‘L A"‘L Output 1

N _ .
X \vgr \!‘3’
4?( }"vv,{ }t"!{
&N/ O\

and 2 aondnenssulasengussaniisy

2. 1A59918 InceptionNet 138 GoogLeNet 1Julasageussamiisnwuuinfiwauilag Goosle dmiunis3an
alaedadadausnlul 2014 lunsudedi ImageNet (LSVRC) sﬁﬂﬁﬁ;m@iuaeﬁ Inception Module 3357075
Uszunanaa1NnaneIuInues Convolution U 1x1 3x3 5x5 kag Pooling ma’LmaLﬁ@%LﬁmLﬁaTﬁ'lﬁﬂm%uiﬁ
na1nraie Tnedinsuszansaimnisuszaranaliinumaianisandfinag 1x1 Convolution vinlaiusaduwun
sUnmlFegneiusyAnsnings sisil InceptionNet léignimunseiilomaneu 1w Inception-v2, Inception-v3 uaz
Inception-v4 \ieifisAnausiuguazanaududouvedlinng (Szegedy et al., 2015)

3. Tn39918 MobileNet \§uaninenssulasegieuszamiiondivmuilag Goosle 1l o335un1sUszaIana
vugUnsaiifidedrdnsunineins wu aundvlu Inefigaidudienisléinaiia Depthwise Separable Convolution
Farvansraumidwesuaznsiuinegandedisuiu Convolution wuusaiiy ililuaafivuaidn
wazsaniad ulnedinsuszansaimlunissiuunguniwldd MobileNet Ssfiwis1fiimesAiUsuauald 1du
Width Multiplier uaz Resolution Multiplier Ll el¥glamnsadenaunaszninaninuiiuazanuusiuglamy
AMUABINNS (Howard et al,, 2017)

4. Tasedne EfficientNet \uaniinenssulassiisussamifieniuu Convolutional Neural Network fiwaiunlng
Google 1ud 2019 Tnawfunsifinuszansamvesluinar uuuifn Compound Scaling sUsuaudn (Depth)
AuNT (Width) wazanuazidenvesnin (Resolution) lunfeufusgsaunaununisvereifiesdiladanis
danaldf EfficientNet famusiudigelunssiuunsunm luvazilinsimefuasndszinanaiosninjunou
%11 19U ResNet way Inception ag1aiidudAey Ine EfficientNet-BO Qﬂﬂ%’]\‘isﬁuﬁ]’m Neural Architecture Search
wazveeilu EfficientNet-B1 1 B7 ifiesessunislénuiivannuans (Tan and Le, 2019)

5. mawasudaya (Data Augmentation) Ao wadialunszuiuns W3sudeya (Data Preprocessing) l#1unns
afdeyalmianndoyaiifiey Wieiuuiuudeyaiinaou (Training Data) Wanntu Tnglideafudeyaluiaiaq
waidaddouuinlusiu Machine Leaming Tagianiz Deep Learing 1y n1331uunan 1dee v edomanu
7198190151 Data Augmentation LW N15UIUAIN N15EAUANIN A15UTUAILAIIN n1sdanIn 1T udu
(Yang et al., 2024)
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Flip Rotation Blur

Original
image

Exposure Contrast Grayscale

Augmented images

dl a v
NN 3 nmasmauﬁamugﬂmw

6. Tanlutha Aelsafiiinainidon wuailids wislda Sedmansenudeluvesiudn vilfandsyansamlunis
Fuarilauazdwadonandnlagsan miszyLarduunlsaludmedauiugiinnuddyegieddlunisamuny
wardasiunisunsnszatevedlsa ludagdu dnsd@nwiwasiauilunan1siseusidedn (Deep Learning) 14y
Convolutional Neural Networks (CNN) titagielunissuunlsaludniannamens (Dutta et al,, 2024)

SN Class Name Description Sample Images

1 Bacterial | Dimension - 300*300
Blight

Formats - jpg

Quantity - 1584

b

Blast Dimension - 300*300

Formats - jpg
Quantity - 1440
3 Brown Dimension - 300*300
Spot
Formats - jpg
Quantity - 1600
- Tungro Dimension - 300*300

Formats - jpg

Quantity - 1308
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7. yAdeiiigadas

aulasairguszanifigy Hossain et al. (2021) vins@nwnisiseusuuunieleudulasaiigussam
\iennuunsuligiunuuanieusulssussavsnmnsduunussinlseluiis Tneldaantnenssunisisousidednd
fiuszansan neassuuyatoyanwlufigiuuiinuazusaiy dnauerulinanisiseus laun MobileNet VGG16
VGG19 uae AlexNet fauanslsiiufsadnéfduuliilunsiuunlsalufiviiaiugnieuasanuusiuggs
Fslaaa MobileNet AfinsUsuUss fimnuusiudigegail 99.55% wagavuuu F1 97.07% vinlmnzdmiusyuy
AoNILMEIYILITadelsAluTY

sunsiaduteya Fawaiq et al. (2023) ausweluladansaumaildlunisszylsalaglinisuszanana
amuazmsuunam yadeyalunmsvaassitnaniiiudeyaasisas wagyhmsieiudeyaluauide e
Aanuuduglunsinvesyadeyaniuuuimieszuunmdulsalagldiusennisiseusidedniagld Convolutional
Neural Network (CNN) wagan1dnenssunisiseusnisatslounatswuu Llaun VGG16 NASNetMobile wag
Xception dm§un1snsandulsaluing nanismeaesiinigaldulagldaniinenssu Xception derneuusiugily
NsENAD 99.13% ANuuLugtuN1IATINERUAD 97.22% wavauuiuglunisvagaufie 97.22%

sulseludn Haque et al. (2022) ldvhnsfnwiuagdrsaenansnuin Mnanuivthessailiones
wieluladnsnsiaduing Sanesfiuvemszga YOLO fimnuuwiudigadufivavuazausaiia Sagminldluny
nsandnee eadszuuasvasulsaluing {3dedaldaiadeiuisussneuyndeyaisiusuld 1,500 4n
waziauoIEmasuunuasasaiulseluinlnedmuniniouiidedn YoLOvs snthiflneusuuasdsiduluing
YOLOVS wadwsvaanmsiassuandliifiunadnsnsnsaduingiiatudmiuadots YOLOVS seduamuuiugily
139031 M9IFENAL A1 MAP wagAzuLY F1 7if0en13fe 90% 67% 76% wag 81% audndu dedaidudiiie
Usgansnw
/1133

msfnymaaesitaulunalaseusramiiosraegiuuilunssuunlsaluiiainamde Sdusou
Tumsidesi
1. Msfnwsrusudayanimlutig

1.1 Anwdeyanunasdeyaansnsae louwn unanvlosu Kaggle meyadaya RiceLeafBD Datasets

(Rimi et al., 2025) fivsznausegunniisnun 1,555 a1 wualu 4 Uszuavilse laun Tsalulwlannuuaiise
Lsalulndinnwes lsalugadiina uaglsalidaialng dwandunmi 5
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1.2 yinmsdanguuagszytheiiiu (Labeling) Tidaiau
2. mawseudaya
2.1 Yurunanmilviegluguuuuiimnzaudulassnedssamifisnudazuszian lunismaasslduuna
A 220x224 Faduruinunsgiu (Sandler et al,, 2018)
2.2 wastoyalviegluzunuu Tensor wagyiin1g Normalize Afiniwaaglugag [-1, 1]
2.3 wisdayasenidu 3 4a (Train: 80%, Val+Test: 20%) oiun
1. gpirlneusy (Training set)
2. Y9n 53980V (Validation set)
3. ganaaau (Test set)
2.4 MsiluAEMAINVaBYestaya (Data Augmentation) Lil84a1nHANTMAADIYBS Rimi et al.
(2025) fugpdoyaiiuiifisiuuiomn 1,555 am wui wamsdwunlsaluindadnnuaamadou ffouasausy

Jmaasuiiunnamainaeligndeya fe 2 wiada liun msvuaIm (Rotation) wazn13ndunin (Flipping)
3. nsidenlassneuszamifisuiiag]dlunisvaaes

3.1 1BenlAsaneuszanifiounuaiuideves Rimi et al. (2025) fifinsvaaesma Transfer Learning
vu 3 Tuea fail InceptionNet-V2, MobileNet-V2, uag EfficientNet-V2 lesannita 3 Tuma Lf]uiummﬁugmﬁﬁ
13 Scale agadiuszansnm Tvuavedunaidnuazyihanuswnunzdwmsuldnulugunsaluundn wu dunim
Totu Tnsu Sefitinifovasaulfuuuasavariiusuuassiiugiuniounusinfnnumnyaniigadmiugn
Toyanmn

3.2 fvuansinedilddmsuudaslunaniunismeaoses Base Model Aifinsruunan fail
Learning Rate = 0.0001 Batch Size = 32 Epoch 20, 50

3.3 an nwanaexlunImaas

M19199 1 Toyanmantiivesaiesrauiiines gandiisuarlausinldlunismaaes (Dai et al,, 2019)

in3psnauR e fnuanddaluil wandusuazlausinld
CPU: Apple M1 Max 0OS: MacOS Sequoia 15.5
RAM: 32 GB Python: 3.12.1 (313 Environment #2g VS-Code)
Storage: SSD 1 TB TensorFlow: 2.19.0

1au31‘%"1’7'1lt,ﬁ'errﬁaa: NumPy, OpenCV, Albumentations,
Matplotlib, Scikit-Learn

4. msWnaauluna (Model Training)

4.1 yhmsinaeulumausaziuuseynteyaRnaUTy

4.2 1y Validation ileAnmunnsiFous Usuamnsilmesiitean Overfitting
5. msnagauluaa (Model Evaluation)

5.1 naapuANLLLug1vedinaLAasLUUMEYATRaNARDY

5.2 Uszidluwaneinausi Accuracy, Precision, Recall ag Fl-score IngA Accuracy: Usuaninluiag
yunegnifesisuniesidud 1 Precision: Ussiliuilumailomaudaftoufin vie Sladelsailifiose viols
A1 Recall: Uszifiudnwlundazngulsn amitidulsaazaq lunansrawuldinm wag f1 Fi-score: WWuanade
daaimtinggwing Precision way Recall iio¥anruaunsnveslaauuuana
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6. MswSeuLieunaans

6.1 WnzuaniliouileulssansnmedunaiiugruiulinaUiulsusazuuy

6.2 fnsaunanumsngaulunsilUldenuaie wu Tuweundinduuulnsdniiiofendosyuunsialsaly
41oRLUITR
7. asUnan1snnasuazdoiauauue

7.1 agUilunalafiszavsamanaelunssuunlsaluin

7.2 Jnseidednin uaiausluzwuIman1suTulstlueuan
NANTS3Y LAZATINANI1SIVY

1. wamrswaunlueauasiiieuiisuseansamlassdiedszamiisauwuubifinnsistudaya vuyadaya
RiceLeafBD Datasets

M1919% 2 wansiawlwauaz USuieulssansnmlaseinedssanniienwuuliinisiatudoya

Accuracy (%)

Model
20 Epoch 50 Epoch
MobileNet-V2 (Rimi et al., 2025) - 89.75
MobileNet-V2 (Our) 68.72 90.15
InceptionNet-V2 (Rimi et al., 2025) - 85.00
InceptionNet-V2 (Our) 66.50 90.05
EfficientNet-V2 (Rimi et al., 2025) - 91.50
EfficientNet-V2 (Our) 72.66 92.60

NM15199 2 wud leaiiawma 3 Tasaneliie Accuracy gendn Base Model ynnsal uaglaseing
EfficientNet-V2 fiUsuusslvien Accuracy gegn Wity 92.60%

Model accuracy Model loss

—— Train
—— Validation

5.8 4 — Train
—— Validation
5.6 1

5.4

5.2 1

Loss

5.0

4.8 1

4.6

T T T T T T 441 , , , ,
0 10 20 30 40 50 0 10 20 20 20
Epoch

Epoch

A 6 A Accuracy and Loss Curve of EfficientNet-V2 Model

7
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Confusion Matrix

True Label

Predicted Label

m‘wﬁ 7 wanaAn Confusion Matrix of EfficientNet-V2 Models

2. uanrsan lueanasiUssuliisudseansamlasstiguszamiisusuuiinsiaiudoya
(Data Augmentation: DA) Uu"qwﬂ'aga RiceLeafBD Datasets

P o = = a a ' ~ = a v
M99 3 Naﬂ'ﬁWWU']I@JL@aLLa%L‘UifJ‘ULVlEJUiJﬁSﬂVlﬁﬂ']WIﬂ'NGU']ﬂﬂiga'ﬁ/lLVlEJ?JLLUU@Jﬂ']'ﬁLﬁi?J“U@;Jua

Accuracy (%)

Model
20 Epoch 50 Epoch
MobileNet-V2 (Rimi et al., 2025) - 89.75
MobileNet-V2 + DA (Our) 76.17 91.75
InceptionNet-V2 (Rimi et al., 2025) - 85.00
InceptionNet-V2 + DA (Our) 70.50 90.76
EfficientNet-V2 (Rimi et al., 2025) - 91.50
EfficientNet-V2 + DA (Our) 81.03 95.50

NA5199 3 wud leaiiuTudsens 3 lassgliian Accuracy g9nd1 Base Model ynnsel waglasedie
EfficientNet-V2 + DA f1USudslyirn Accuracy gean winfiu 95.50%
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Model accuracy Model loss
—— Train 5.8 4 —— Train
0.9 { — Validation —— Validation
5.6 1
0.8
5.4 1
0.7
oy 5.2
C 064 B
3 E
< 5.0 1
0.5
0.4 4 4.8
0.3 46
0'2 L T T T T T T 44 E T T T T T T
0 10 20 30 40 50 0 10 20 30 40 50
Epoch Epoch

A 8 A Accuracy and Loss Curve of EfficientNet-V2 + DA Model

Confusion Matrix

True Label

. ' :
0 1 2
Predicted Label

-60

-20

mwﬁ 9 uwanaA1 Confusion Matrix of EfficientNet-V2 + DA Models

3. wan1swaL lunatazidSeuiisudssansninees 3 luwa

M13197 4 wan1silSeuiiieu Accuracy ved 3 lunauuulilinnsiaSudeya

Model MobileNet-V2 InceptionNet-V2 EfficientNet-V2
Base Model 89.75 85.00 91.50
Our Model 90.15 90.05 92.60
79
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wWSsuisuyszansainvadlaung
wuuliidinaietudaya

94 92.60
91.50

8o.75 9015 90.05
90
88
a6 85.00
84
82
80

MobileNet-V2 InceptionNet-V2 EfficientNet-v2

[l Base Model g Our Model

AT 10 wannsIeuiieuyseansainves 3 luma wuulifinsiesudeya

= = ~ a a v
15197 5 Nan 1siusguLngy Accuracy U839 3 INL@aLL‘U‘U?Jﬂ']'ﬁLﬁ'ﬁJEUEJHa

Model MobileNet-V2 InceptionNet-V2 EfficientNet-V2
Base Model 89.75 85.00 91.50
Our Model 91.75 90.76 95.50
wWisuisulseansninvasluna
wuviinsiasudeya
100
95.50
95 91.75
90
85.00
85
75
MobileNet-V2 InceptionNet-V2 EfficientNet-V2
W Base Model g Our Model

i 11 danensmiiSeuiieudseansainves 3 laea wuuinisiatudeya
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4. F9150iNANTINY

nsUsUantnenssuves MobileNet-v2 i aifinarmusiudilaglifinvuialunaiiuiinisuiuuganiely
1A598%19 Inverted Residual Blocks InaLfiuadUsznauegs Squeeze-and-Excitation (SE) Blocks Lﬁ;aﬁ‘ﬁluif
msddtyuesiay Channel 17 dreifisdszavsamuestunalaglsifoafinmafines wandvidfiufansusuugs
Accuracy ifaaulaedsnsnauuiveslinaligenadasiusuideass Howard et al. (2019) QUERTRATTEK!
amﬂmamimm Inception-v2 Weriuanuudugranansavildlaeldnisidia Squeeze and Excitation (SE) Blocks
Lwaquiumuﬂmaumau Feature Channel ageflUsydnSn1m wena1nd 15wty Residual Connections
el Inception modules Faslwansofinlnnaiiantulagligads Gradient luruzi3ouiaenndosiunuide
Y99 Hu et al. (2018) wagn15UsulssaaUnenssuves EfficientNet-v2 laun13v818 Receptive Field 1w
Dilated Convolution lnglsitfiumnsfwesvedluea Preifiuaruudugiveanissiuwunls aenadosiuamideves
Hou et al. (2021)

nstaduteya ¥3en139h Data Augmentation HasfisdszdvEamysdlinnalanisarennumainviaieves
foya Gavrean Overfitting wazifiuArmausaluns Generalize Inglannzinadialyaiq o619 Mixup CutMix uag
RandAugment #ilé3unisiigaudinanansauiin Accuracy Ifegrafidoddalaglifouiivvuinvedlunanie
T03a334 donAdeIiUWITeVes Cubuk et al. (2020)

1514 Dataset Anunastoyaassazivon As avminwazUszndanaudfidesiiaddglaanzide
yndoyatuliagiiouuIunbeiesiu (Local Context) Fvoradanalilunaiiinld liamnsaldauasdldogieg
UsganSnwvsedadianuranainlunisiniunlsavedluma wi dnwauzlu & wardnuauzlsnonalanaaaInuedas
Tufiuiugnatsestiestusiufemiugnioses Label lugndoyaassurorrliuludmielsimugiTenmaioddin
AOARABINUNUIIBUBI Xu et al. (2024)

A3UNANI3IY

HansiawlnakazUSeuiisulseansamlassrgdssamdienlunisduunlsaludnuuui uaglad
nswudoya daelassdieussamifion 3 lassne Tdun MobileNet-V2 Inception-v2 ua EfficientNet-v2 ity
3 Tnssnevnaesiugndeyaiiugiu 1,555 nw uasyndeyadiinnaiudoyn de 2 wafa Téun nisuuunm uas
nsndunin Idnmidindudu 3,110 am Inelasssdsyamifeniiliiaugniosgean I8un EffidentNet-v2
fifinsiaduteya (EfficientNet-v2 + DA) Tidnmgndedunisduunlsaludn 11 Accuracy Precision Recall
Lae Fl-score mudniusteil 95.50% 95.75% 95.75% wag 95.75%

uonanilumsifelévhmausuuse Base model 1 3 Tasstny ¢l Ty 2 Tnsatneldiun MobileNet-v2 uay
1n53%18 Inception-v2 U§uugslasnisifiuesdusznoust1a Squeeze-and-Excitation (SE) Blocks Lt 815 ou3
AINEIA YUBILA Az Channel @1ulA339 18 EfficientNet-V2 Usulnean159818 Receptive Field WU
Dilated Convolution wu31 158918 MobileNet-V2 flufutgamaznsiadudoya Tunisnaassiusiuam 50 Epoch
1A Accuracy WinAU 90.15% wag 91.75% a1uaiau @1ulasevie InceptionNet-v2 ﬁﬂ%’uﬂqmazm’%wﬁaa&a %
A1 Accuracy Wiy 90.05% wag 90.76% auddu wazlasetne EfficientNet-v2 fiusudganasiasudoyalsion
Accuracy WU 92.60% way 95.50 % muddy Ssagudignlesstnefiuiusaishifuasdinaaiudeyaanunn
uunnnlsaludnlafnil Base Model 3101 Accuracy

nsthluealuvszenalden loud dlvieseiainludinnndesietio lasu viegunsal loT laviuiinge
fiaueUndiatutisnsiasulsnrauisragSusuiouiinsszuinargnany saufvanmszveanuasnslumsdang
913U VFoa5a Fine-Tune luldfufivdu 1wu fudwevds §1ilwn dos ma= 16
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1. YaLEUBUUZANTITIIUDI

1) msandemeniuiuarlavsSlunesduisiufuilunaldlunisneass

2) ansafunildiuuunaniesy Goosle Colab 13 Visual Studio Code

3) pasimudesenduseUndrduuuauinTriuitetionunsnslunsldnudiuiase
2. YoauanuzlunsnauiseBanaia

1) psifinuszamveslassglinniuiter3oudisuUssananm

2) msUfuiiinnalnnisldla (Attention mechanism) Tumsarnanudnuuzvesnmite finuszsansnma
uiuglunsTunAW

3) GmLﬁmrml,a%u%'agamwﬁa&ﬁ%miﬁwmﬂumﬂumiw%wLﬁawixﬁw%m‘w

a) m15ld Explainable Al (XA) Freiinn1seduienadnsnsynuiidudeuveding uaznsisaeuniny
HANAIN3RI09TUToMUUANINRSE5ITUNTENg VY

AnRNssuUsZNA

YouaUNIEAMLNITY Rimi wazAueilafnwinaaedlasaingUssannifisniuy Transfer Learmning uagle
wewnsyatayalsaludndmsuldlunsmaassinuidseangainnsduunlsalutialuassil
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