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บทคัดย่อ 
 

 การวิจัยครั้งนี้มีวัตถุประสงค์เพื่อ 1) พัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมในการ
จำแนกโรคใบข้าวแบบไม่มีการเสริมข้อมูล และ 2) พัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมในการ
จำแนกโรคใบข้าวแบบมีการเสริมข้อมูล จากชุดข้อมูล RiceLeafBD Datasets ประกอบด้วยภาพท้ังหมด จำนวน 1,555 ภาพ 
แบ่งเป็น 4 ประเภทโรค ได้แก่ โรคใบไหม้จากแบคทีเรีย โรคใบไหม้จากเชื ้อรา โรคใบจุดสีน้ำตาล และโรคไวรัสทังโกร                       
ซึ ่งเป็นชุดข้อมูลออนไลน์สาธารณะในแพลตฟอร์ม Kaggle Dataset ทดลองด้วย 3 โครงข่ายประสาทเทียม ได้แก่                         
1) InceptionNet-V2 2)MobileNet-V2 และ 3) EfficientNet-V2 ที ่ม ีการปร ับปร ุงด ้วยการเพิ ่มองค์ประกอบอย่าง  
Squeeze-and-Excitation (SE) blocks เพื่อเรียนรู้ความสำคัญของแต่ละ Channel ให้ดีขึ้น โดยทั้ง 3 โครงข่ายได้ทดลองกับ
ทั ้ง 2 ชุดข้อม ูล ค ือ ชุดข้อม ูลพื ้นฐานและชุดข้อม ูลที ่ม ีการเสร ิมข้อม ูล ซ ึ ่งการทดลอง Train และ Test โมเดล                           
จำนวน 20 epoch และ 50 epoch สถิติที่ใช้ในการวิเคราะห์ข้อมูลได้แก่ Accuracy Precision Recall และ F1-score  
 ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมในการจำแนกโรคใบข้าวทั้งแบบไม่มีและมี
การเสริมข้อมูล พบว่า โมเดลที่พัฒนาสามารถทำนายโรคใบข้าวได้ดีกว่าโมเดลพื้นฐาน (Base Model) ทั้ง 3 โครงข่าย โดย
โครงข่ายประสาทเทียมที่ให้ค่าความถูกต้องสูงสุด ได้แก่ EfficientNet-V2 ในการทดลองแบบไม่มีการเสริมข้อมูล ได้ค่า 
Accuracy, Precision, Recall และ F1-score ตามลำดับ ดังนี้ 92.60%, 92.75%, 92.50% และ 92.25% และโมเดลที่มีการ
เสริมข้อมูล (EfficientNet-V2 + DA) ให้ค่าความถูกต้องในการจำแนกโรคใบข้าว ได้ค่า Accuracy, Precision, Recall และ 
F1-score ตามลำดับ ดังนี้ 95.50%, 95.75%, 95.75% และ 95.75%  ซึ่งผลการทดลองในครั้งนี้ถือว่าโมเดลที่พัฒนามี
ประสิทธิภาพดีกว่าโมเดลพื้นฐานทุกกรณี 
 
คำสำคัญ : การจำแนก การเสริมข้อมูล โครงข่ายประสาทเทียม โรคใบข้าว  
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ABSTRACT 
 
 The objectives of this study were: 1) to develop an artificial neural network model for classifying 
rice leaf diseases, and 2) to compare the performance of the models trained with augmented data against 
those trained without argumentation in classifying rice leaf diseases. The RiceLeafBD Dataset, consisted of 
1,555 images divided into 4 disease categories: bacterial leaf blight, fungal leaf blight, brown leaf spot, and 
tunggro virus, was used for this study. This dataset is publicly available on the Kaggle Dataset platform. 
Three neural networks, namely InceptionNet-V2, MobileNet-V2, and EfficientNet-V2, were experimented.  
These models were modified by adding Squeeze-and-Excitation (SE) blocks to better capture the 
importance of each channel.  The experiments were conducted on two datasets: the baseline dataset and 
the augmented dataset. Model training and testing were performed for 20 and 50 epochs. The statistics 
used for data analysis were accuracy, precision, recall, and F1-score.   
 The results of model development and comparison of the efficiency of artificial neural networks 
in classifying rice leaf diseases with and without augmented data showed that the modified models 
achieved higher performance in classifying rice leaf diseases than the base models. Among the three 
modified models, EfficientNet-V2 achieved the highest accuracy.  Without augmentation, EfficientNet-V2 
revealed accuracy, precision, recall, and F1-score values of 92.60%, 92.75%, 92.50%, and 92.25%, 
respectively. With augmentation (EfficientNet-V2 + DA), the model achieved 95.50%, 95.75%, 95.75%, and 
95.75% for accuracy, precision, recall, and F1-score, respectively. These results indicate that the developed 
models performed better than the base models in all cases.  
 
Keywords: Classification, Data Augmentation, Neural Network Architectures, Rice Leaf Disease  
 

บทนำ 
 

 ข้าวถือเป็นพืชเศรษฐกิจของหลายประเทศในภูมิภาคเอเชียตะวันออกเฉียงใต้ โรคที่เกิดกับต้นข้าว ใบข้าว หรือ            
รวงข้าวทำให้ผลผลิตข้าวลดลง 20-30 % (Ahmad et al., 2024) ประเทศไทยถือเป็นประเทศเกษตรกรรมการผลิตข้าวเป็น
หนึ่งในกิจกรรมหลักทางเศรษฐกิจของประเทศ ซึ่งมีความสำคัญต่อความมั่นคงทางอาหารและรายได้ของเกษตรกร อย่างไรก็
ตาม ปัญหาสำคัญที่ส่งผลกระทบต่อผลผลิตและคุณภาพของข้าวคือการเกิดโรคต่างๆ บนใบข้าว เช่น  โรคกาบใบแห้ง                 
โรคไหม้คอรวง โรคใบจุดสีน้ำตาล โรคขอบใบแห้ง และโรคใบขีดโปร่งแสง เป็นต้น ซึ่งโรคข้าวมีสาเหตุเกิดจากจุลินทรีย์หลาย
ชนิด ได้แก่ เชื้อรา แบคทีเรีย ไวรัส และไส้เดือนฝอยซึ่งส่งผลกระทบต่อข้าวทั้งด้านปริมาณและคุณภาพ โดยเฉพาะโรคกาบใบ
แห้งที่เกิดจากเชื้อราในโซนภาคเหนือของประเทศ (กัญญารัตน์ และคณะ, 2563) และโรคใบไหม้จากเช้ือรา (จุฬาลักษณ์ และ 
คณะ, 2567) ซึ่งหากไม่สามารถตรวจพบและจัดการได้อย่างทันท่วงที อาจนำไปสู่ความเสียหายอย่างรุนแรง (Spadaro et al., 
2020) ในปัจจุบัน เทคโนโลยีปัญญาประดิษฐ์ โดยเฉพาะโครงข่ายประสาทเทียม (Artificial Neural Networks: ANN) ได้รับ
ความนิยมอย่างแพร่หลายในด้านการประมวลผลภาพและการจำแนกประเภท เนื่องจากมีความสามารถในการเรียนรู้จาก
ข้อมูลภาพจำนวนมากและสามารถดึงลักษณะเฉพาะของโรคจากภาพใบข้าวได้อย่างแม่นยำ อย่างไรก็ตาม โครงข่ายประสาท
เทียมมีหลายรูปแบบ เช่น Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), และ Multilayer 
Perceptron (MLP) ซึ่งแต่ละแบบมีจุดเด่นและข้อจำกัดที่แตกต่างกันในด้านความแม่นยำ ความเร็วในการประมวลผล และ
ความสามารถในการเรียนรู้ลักษณะเฉพาะของข้อมูล (Chen et al., 2020) นอกจากปัจจัยการเลือกใช้โครงข่ายประสาทเทียม
ที่เหมาะสมกับประเภทงานแล้วปัจจัยด้านจำนวนของข้อมูล ในชุดข้อมูล (Dataset) ที่เพียงพอหลากหลายจะช่วยเพิ่ม
ประสิทธิภาพการทำงานของโมเดลในการฝึกให้ดียิ่งขึ้นได้ ซึ่งจากการศึกษางานวิจัยของ  Rimi et al., (2025) ที่ใช้เปน็โมเดล
พื้นฐาน พบว่า มีการปรับโมเดลในการทดลองเป็นแบบ Light Model ทำให้ลดจำนวนพารามิเตอร์ โมเดลมีขนาดเล็กลง 
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ทำงานเร็วขึ้น แต่ส่งผลให้ประสิทธิภาพความแม่นยำในการจำแนกลดลงด้วย รวมถึงจำนวนภาพต้นฉบับในชุดข้อมูลยังมี
จำนวนน้อยส ่งผลต่อการฝ ึกโมเดล การแก ้ไขป ัญหาจำนวนข้อม ูลม ีน ้อยสามารถเพ ิ ่มกระบวนการเสร ิมข้อมูล                             
(Data Augmentation) เช่น การหมุนภาพ การพลิกภาพ การตัดภาพ เป็นต้น เพื่อช่วยเพิ่มความหลากหลายไดก้ับชุดข้อมลูได้ 
(Minaee et al., 2023) 
  ด้วยเหตุนี้ งานวิจัยมีวัตถุประสงค์เพื่อพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพของโครงข่ายประสาทเทียมใน
การจำแนกโรคใบข้าวแบบไม่มีการเสริมข้อมูลและมีการเสริมข้อมูลจากชุดข้อมูล RiceLeafBD Datasets จากประเทศ
บังกลาเทศที่มีประเภทของโรคใบข้าวเหมือนกับในประเทศไทย (Kanjanamaneesathian et al., 2009) แต่จำนวนภาพในชุด
ข้อมูลยังมีจำนวนน้อยผู้วิจัยจึงสนใจทดลองด้วยการเสริมข้อมูลเพื่อค้นหาโมเดลที่เหมาะสมและมีประสิทธิภาพสูงสุดในการ
จำแนกโรคใบข้าวและสามารถนำไปประยุกต์ใช้ในการพัฒนาแอปพลิเคชันหรืองานด้านเกษตรอัจฉริยะ ทั้งในระดับงานวิจัย
และการใช้งานจริงในภาคสนาม โดยผลลัพธ์จากการศึกษานี้จะเป็นประโยชน์ต่อการพัฒนาเครื่องมือหรือระบบช่วยเหลือ
เกษตรกรในการวินิจฉัยโรคใบข้าวได้อย่างรวดเร็วและแม่นยำ 
 

 
 

ภาพที่ 1 การใช้งานปัญญาประดษิฐ์ในการเกษตร  
 

 
เอกสารและงานวิจัยที่เกี่ยวข้อง 

 
1. โครงข่ายประสาทเทียม (Convolutional Neural Network: CNN) โครงข่ายประสาทเทียมนั้นถูกออกแบบมาให้มีการ
ทำงานคล้ายกับสมองของมนุษย์ โดยการทำงานเบื้องหลังของโครงข่ายประสาทเทียมนั้นมีหน่วยย่อยที่ทำงานคล้ายกับเซลล์
ประสาทของมนุษย์ เรียกว่า Node ซึ่ง Node สามารถรวมตัวกันจำนวนหนึ่งเรียงตัวเป็นชั้น จะเรียกว่า Layer โดยแต่ละ 
Node จะมีขั้นตอนการทำงานแบ่งหน้าท่ีตาม Layer เช่น Input Layer, Hidden Layer และ Output Layer เป็นต้น 
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ภาพที่ 2 สถาปัตยกรรมโครงข่ายประสาทเทียม  

 
2. โครงข่าย InceptionNet หรือ GoogLeNet เป็นโครงข่ายประสาทเทียมแบบลึกที่พัฒนาโดย Google สำหรับการรู้จำ
ภาพโดยเปิดตัวครั้งแรกในปี 2014 ในการแข่งขัน ImageNet (ILSVRC) ซึ่งมีจุดเด่นอยู่ที่ Inception Module ซึ่งรวมการ
ประมวลผลจากหลายขนาดของ Convolution เช่น 1x1 3x3 5x5 และ Pooling ภายในเลเยอร์เดียวเพื่อให้ได้การเรียนรู้ที่
หลากหลาย โดยยังคงประสิทธิภาพการประมวลผลไว้ผ่านเทคนิคการลดมิติด้วย 1x1 Convolution ทำให้สามารถจำแนก
รูปภาพได้อย่างมีประสิทธิภาพสูง ทั้งนี้ InceptionNet ได้ถูกพัฒนาต่อเนื่องหลายรุ่น เช่น Inception-v2, Inception-v3 และ 
Inception-v4 เพื่อเพิ่มความแม่นยำและลดความซับซ้อนของโมเดล (Szegedy et al., 2015) 
3. โครงข่าย MobileNet เป็นสถาปัตยกรรมโครงข่ายประสาทเทียมที่พัฒนาโดย Google เพื ่อรองรับการประมวลผล        
บนอุปกรณ์ที่มีข้อจำกัดด้านทรัพยากร เช่น สมาร์ทโฟน โดยมีจุดเด่นคือการใช้เทคนิค Depthwise Separable Convolution 
ซึ่งช่วยลดจำนวนพารามิเตอร์และการคำนวณอย่างมากเมื่อเทียบกับ Convolution แบบดั้งเดิม ทำให้โมเดลมีขนาดเล็ก         
และรวดเร็วขึ ้นโดยยังคงประสิทธิภาพในการจำแนกรูปภาพได้ดี MobileNet ยังมีพารามิเตอร์ที ่ปรับขนาดได้ เช่น              
Width Multiplier และ Resolution Multiplier เพื่อให้ผู้ใช้สามารถเลือกสมดุลระหว่างความเร็วและความแม่นยำได้ตาม
ความต้องการ (Howard et al., 2017) 
4. โครงข่าย EfficientNet เป็นสถาปัตยกรรมโครงข่ายประสาทเทียมแบบ Convolutional Neural Network ที่พัฒนาโดย 
Google ในปี 2019 โดยเน้นการเพิ่มประสิทธิภาพของโมเดลผ่านแนวคิด Compound Scaling ซึ่งปรับความลึก (Depth) 
ความกว้าง (Width) และความละเอียดของภาพ (Resolution) ไปพร้อมกันอย่างสมดุลแทนการขยายเพียงมิติใดมิติหนึ่ง  
ส่งผลให้ EfficientNet มีความแม่นยำสูงในการจำแนกรูปภาพ ในขณะที่ใช้พารามิเตอร์และพลังประมวลผลน้อยกว่ารุ่นก่อน
หน้า เช่น ResNet และ Inception อย่างมีนัยสำคัญ โดย EfficientNet-B0 ถูกสร้างขึ้นจาก Neural Architecture Search 
และขยายเป็น EfficientNet-B1 ถึง B7 เพื่อรองรับการใช้งานท่ีหลากหลาย (Tan and Le, 2019) 
5. การเสริมข้อมูล (Data Augmentation) คือ เทคนิคในกระบวนการ เตรียมข้อมูล (Data Preprocessing) ที่ใช้ในการ 
สร้างข้อมูลใหม่จากข้อมูลที่มีอยู่ เพื่อเพิ่มปริมาณข้อมูลฝึกสอน (Training Data) ให้มากขึ้น โดยไม่ต้องเก็บข้อมูลใหม่จริงๆ 
เทคนิคนี ้น ิยมมากในงาน Machine Learning โดยเฉพาะ Deep Learning เช่น การจำแนกภาพ เสียง หรือข้อความ             
ตัวอย่างการทำ Data Augmentation เช่น การหมุนภาพ การยืดหดภาพ การปรับความสว่าง การตัดภาพ เป็นต้น             
(Yang et al., 2024) 
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ภาพที่ 3 การเสริมข้อมลูงานรูปภาพ  
 
6. โรคใบข้าว คือโรคที่เกิดจากเชื้อรา แบคทีเรีย หรือไวรัส ซึ่งส่งผลกระทบต่อใบของต้นข้าว ทำให้ลดประสิทธิภาพในการ
สังเคราะห์แสงและส่งผลต่อผลผลิตโดยรวม การระบุและจำแนกโรคใบข้าวอย่างแม่นยำมีความสำคัญอย่างยิ่งในการควบคุม
และป้องกันการแพร่กระจายของโรค ในปัจจุบัน มีการศึกษาและพัฒนาโมเดลการเรียนรู้เชิงลึก (Deep Learning) เช่น 
Convolutional Neural Networks (CNN) เพื่อช่วยในการจำแนกโรคใบข้าวจากภาพถ่าย (Dutta et al., 2024) 
 

 
 

ภาพที่ 4 ภาพโรคใบข้าว  
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7. งานวิจัยท่ีเกี่ยวข้อง  
 ด้านโครงข่ายประสาทเทียม Hossain et al. (2021) ทำการศึกษาการเรียนรู้แบบถ่ายโอนกับโครงข่ายประสาท
เทียมแบบคอนโวลูชันแบบลึกเพื่อปรับปรุงประสิทธิภาพการจำแนกประเภทโรคใบพืช โดยใช้สถาปัตยกรรมการเรียนรู้เชิงลึกที่
มีประสิทธิภาพ ทดลองบนชุดข้อมูลภาพใบพืชแบบเต็มและบางส่วน นำเสนอผ่านโมเดลการเรียนรู้ ได้แก่ MobileNet VGG16 
VGG19 และ AlexNet ยังแสดงให้เห็นถึงผลลัพธ์ที่มีแนวโน้มในการจำแนกโรคใบพืชที่มีความถูกต้องและความแม่นยำสูง          
ซึ่งโมเดล MobileNet ที่มีการปรับปรุง มีความแม่นยำสูงสุดที่ 99.55% และคะแนน F1 97.07% ทำให้เหมาะสำหรับระบบ
คอมพิวเตอร์ช่วยวินิจฉัยโรคใบพืช  
 ด้านการเสริมข้อมูล Fawaiq et al. (2023) เสนอเทคโนโลยีสารสนเทศที่ใช้ในการระบุโรคโดยใช้การประมวลผล
ภาพและการจำแนกภาพ ชุดข้อมูลในการทดลองนำมาจากที่เก็บข้อมูลสาธารณะ และทำการเสริมข้อมูลในงานวิจัย เพื่อเพิ่ม
ความแม่นยำในการฝึกของชุดข้อมูลตามแนวทางระบบตรวจจับโรคโดยใช้เมธอดการเรียนรู้เชิงลึกโดยใช้ Convolutional 
Neural Network (CNN) และสถาปัตยกรรมการเร ียนรู ้การถ่ายโอนหลายแบบ ได้แก่ VGG16 NASNetMobile และ 
Xception สำหรับการตรวจจับโรคใบข้าว ผลการทดลองที่ดีที่สุดได้มาโดยใช้สถาปัตยกรรม Xception ซึ่งค่าความแม่นยำใน
การฝึกคือ 99.13% ความแม่นยำในการตรวจสอบคือ 97.22% และความแม่นยำในการทดสอบคือ 97.22% 
 ด้านโรคใบข้าว Haque et al. (2022) ได้ทำการศึกษาและสำรวจเอกสารพบว่า จากความก้าวหน้าอย่างต่อเนื่องของ
เทคโนโลยีการตรวจจับวัตถุ อัลกอริทึมของตระกูล YOLO มีความแม่นยำสูงเป็นพิเศษและความเร็วที่ดี จึงถูกนำมาใช้ในงาน
การจดจำฉากต่างๆ เพื่อสร้างระบบตรวจสอบโรคใบข้าว ผู้วิจัยจึงได้สร้างคำอธิบายประกอบชุดข้อมูลที่รวบรวมได้ 1,500 ชุด 
และเสนอวิธีการจำแนกและตรวจจับโรคใบข้าวโดยอิงตามการเรียนรู้เชิงลึก YOLOv5 จากนั้นฝึกอบรมและประเมินโมเดล 
YOLOv5 ผลลัพธ์ของการจำลองแสดงให้เห็นผลลัพธ์การตรวจจับวัตถุที่ดีขึ้นสำหรับเครือข่าย YOLOv5 ระดับความแม่นยำใน 

การจดจำ การเรียกคืน ค่า mAP และคะแนน F1 ที่ต้องการคือ 90%  67% 76% และ 81% ตามลำดับ ซึ่งถือเป็นตัวชี้วัด
ประสิทธิภาพ 

 
วิธีการวิจัย 

 
  การศึกษาทดลองพัฒนาโมเดลโครงข่ายประสาทเทียมหลายรูปแบบในการจำแนกโรคใบข้าวจากภาพถ่าย มีขั้นตอน
ในการวิจัยดังนี้   
1. การศึกษารวบรวมข้อมูลภาพใบข้าว 
 1.1 ศึกษาข้อมูลจากแหล่งข้อมลูสาธารณะ ได้แก่ แพลตฟอร์ม Kaggle ด้วยชุดข้อมูล RiceLeafBD Datasets 
(Rimi et al., 2025) ที่ประกอบด้วยรูปภาพท้ังหมด 1,555 ภาพ แบ่งเป็น 4 ประเภทโรค ได้แก่ โรคใบไหม้จากแบคทีเรีย              
โรคใบไหม้จากเชื้อรา โรคใบจดุสีนำ้ตาล และโรคไวรัสทังโกร ดังแสดงในภาพที่ 5 
 

 
 

ภาพที่ 5 ตัวอย่างภาพข้อมูลโรคใบข้าว 
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 1.2 ทำการจัดกลุ่มและระบุป้ายกำกับ (Labeling) ให้ชัดเจน 
2. การเตรียมข้อมูล 
 2.1 ปรับขนาดภาพให้อยู่ในรูปแบบที่เหมาะสมกับโครงข่ายประสาทเทียมแต่ละประเภท ในการทดลองใช้ขนาด
ภาพ 224x224 ซึ่งเป็นขนาดมาตรฐาน (Sandler et al., 2018) 
 2.2 แปลงข้อมูลให้อยู่ในรูปแบบ Tensor และทำการ Normalize ค่าพิกเซลอยู่ในช่วง [-1, 1] 
 2.3 แบ่งข้อมูลออกเป็น 3 ชุด (Train: 80%, Val+Test: 20%) ได้แก่ 
   1. ชุดฝึกอบรม (Training set)  

2. ชุดตรวจสอบ (Validation set)  
3. ชุดทดสอบ (Test set)  

  2.4 การเพิ ่มความหลากหลายของข้อมูล (Data Augmentation) เนื ่องจากผลการทดลองของ Rimi et al. 
(2025) กับชุดข้อมูลเดิมที่มีจำนวนทั้งหมด 1,555 ภาพ พบว่า ผลการจำแนกโรคใบข้าวยังมีความคลาดเคลื่อน ผู้วิจัยและคณะ
จึงทดลองเพิ่มความหลากหลายให้ชุดข้อมูล ด้วย 2 เทคนิค ได้แก่ การหมุนภาพ (Rotation) และการกลับภาพ (Flipping)  
3. การเลือกโครงข่ายประสาทเทียมที่จะใช้ในการทดลอง 
 3.1 เลือกโครงข่ายประสาทเทียมตามงานวิจัยของ Rimi et al. (2025) ที่มีการทดลองตาม Transfer Learning 
บน 3 โมเดล ดังนี้ InceptionNet-V2, MobileNet-V2, และ EfficientNet-V2 เนื่องจากทั้ง 3 โมเดล เป็นโมเดลพื้นฐานที่มี
การ Scale อย่างมีประสิทธิภาพ มีขนาดของโมเดลเล็กและทำงานเร็วเหมาะสำหรับใช้งานในอุปกรณ์ขนาดเล็ก เช่น สมาร์ท
โฟน โดรน ยังมีนักวิจัยหลายคนใช้แบบจำลองเหล่านี้เป็นแบบจำลองพื้นฐานพร้อมแนะนำถึงความเหมาะสมที่สุดสำหรับชุด
ข้อมูลภาพ  
 3.2 กำหนดพารามิเตอร์ที่ใช้สำหรับแต่ละโมเดลตามการทดลองของ Base Model ที่มีการกำหนดค่า ดังนี้   
Learning Rate = 0.0001 Batch Size = 32 Epoch 20, 50  
 3.3 สภาพแวดล้อมในการทดลอง  
 
ตารางที่ 1 ข้อมูลคุณสมบัติของเครื่องคอมพิวเตอร์ ซอฟต์แวร์และไลบรารีที่ใช้ในการทดลอง (Dai et al., 2019) 
 

เคร่ืองคอมพิวเตอร์ตามสเปกดังต่อไปนี้ ซอฟต์แวร์และไลบรารีที่ใช้  

CPU: Apple M1 Max 
RAM: 32 GB   
Storage: SSD 1 TB 
 

OS: MacOS Sequoia 15.5 
Python: 3.12.1 (จัดการ Environment ด้วย VS-Code) 
TensorFlow: 2.19.0 
ไลบรารีที่เกี่ยวข้อง: NumPy, OpenCV, Albumentations, 
Matplotlib, Scikit-Learn 

     
4. การฝึกสอนโมเดล (Model Training) 

4.1 ทำการฝึกสอนโมเดลแต่ละแบบดว้ยชุดข้อมูลฝึกอบรม 
 4.2 ใช้ชุด Validation เพื่อติดตามการเรียนรู้ ปรับค่าพารามิเตอร์เพื่อลด Overfitting 
5. การทดสอบโมเดล (Model Evaluation) 
 5.1 ทดสอบความแม่นยำของโมเดลแต่ละแบบด้วยชุดข้อมูลทดสอบ 
 5.2 ประเมินผลด้วยเกณฑ์ Accuracy, Precision, Recall และ F1-score โดยค่า Accuracy: บ่งบอกว่าโมเดล
ทำนายถูกต้องทั้งหมดกี่เปอร์เซ็นต์ ค่า Precision: ประเมินว่าโมเดลมีโอกาสแจ้งเตือนผิด หรือ "วินิจฉัยโรคที่ไม่มีจริง" หรือไม่ 
ค่า Recall: ประเมินว่าภาพในแต่ละกลุ่มโรค ภาพที่เป็นโรคจริงๆ โมเดลตรวจพบได้กี่ภาพ และ ค่า F1-score: เป็นค่าเฉลี่ย
ถ่วงน้ำหนักระหว่าง Precision และ Recall เพื่อวัดความสามารถของโมเดลแบบสมดุล 
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6. การเปรียบเทียบผลลัพธ์ 
 6.1 วิเคราะห์และเปรียบเทียบประสิทธิภาพของโมเดลพื้นฐานกับโมเดลปรับปรุงแตล่ะแบบ 
 6.2 พิจารณาความเหมาะสมในการนำไปใช้งานจริง เช่น ในแอปพลิเคชันบนโทรศัพทม์ือถือหรือระบบตรวจโรคใบ
ข้าวอัตโนมัต ิ
7. สรุปผลการทดลองและข้อเสนอแนะ 
 7.1 สรุปว่าโมเดลใดมีประสิทธิภาพดีท่ีสุดในการจำแนกโรคใบข้าว 
 7.2 วิเคราะห์ข้อจำกัด และเสนอแนะแนวทางการปรับปรุงในอนาคต 
 

ผลการวิจัย และวิจารณ์ผลการวิจัย 
 

1. ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมแบบไม่มีการเสริมข้อมูล บนชุดข้อมลู 
RiceLeafBD Datasets 
 
ตารางที่ 2 ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมแบบไมม่ีการเสริมข้อมูล 
 

Model 
Accuracy (%) 

20 Epoch 50 Epoch 
MobileNet-V2 (Rimi et al., 2025) - 89.75 
MobileNet-V2 (Our) 68.72 90.15 
InceptionNet-V2 (Rimi et al., 2025) - 85.00 
InceptionNet-V2 (Our) 66.50 90.05 
EfficientNet-V2 (Rimi et al., 2025) - 91.50 
EfficientNet-V2 (Our) 72.66 92.60 

   

 จากตารางที่ 2 พบว่า โมเดลที่พัฒนาทั้ง 3 โครงข่ายให้ค่า Accuracy สูงกว่า Base Model ทุกกรณี และโครงข่าย 
EfficientNet-V2 ที่ปรับปรุงให้ค่า Accuracy สูงสุด เท่ากับ 92.60%    
 

      
 

ภาพที่ 6 ค่า Accuracy and Loss Curve of EfficientNet-V2 Model 
 
 

 



 

78 
 

 
 
 

    
 

ภาพที่ 7 แสดงค่า Confusion Matrix of EfficientNet-V2 Models 
 

2. ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมแบบมีการเสริมข้อมูล                                  
(Data Augmentation: DA) บนชุดข้อมูล RiceLeafBD Datasets  
 
ตารางที่ 3 ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมแบบมีการเสริมข้อมูล 
 

Model 
Accuracy (%) 

20 Epoch 50 Epoch 
MobileNet-V2 (Rimi et al., 2025) - 89.75 
MobileNet-V2 + DA (Our) 76.17 91.75 
InceptionNet-V2 (Rimi et al., 2025) - 85.00 
InceptionNet-V2 + DA (Our) 70.50 90.76 
EfficientNet-V2 (Rimi et al., 2025) - 91.50 
EfficientNet-V2 + DA (Our) 81.03 95.50 

 
 จากตารางที่ 3 พบว่า โมเดลที่ปรบัปรุงท้ัง 3 โครงข่ายให้ค่า Accuracy สูงกว่า Base Model ทุกกรณี และโครงข่าย 
EfficientNet-V2 + DA ที่ปรับปรงุให้ค่า Accuracy สูงสุด เท่ากับ 95.50% 
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ภาพที่ 8 ค่า Accuracy and Loss Curve of EfficientNet-V2 + DA Model 

 

 
 

ภาพที่ 9 แสดงค่า Confusion Matrix of EfficientNet-V2 + DA Models 
 

3. ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพของ 3 โมเดล  
 
ตารางที่ 4 ผลการเปรยีบเทียบ Accuracy ของ 3 โมเดลแบบไมม่ีการเสริมข้อมลู 
 

Model MobileNet-V2 InceptionNet-V2 EfficientNet-V2 
Base Model 89.75 85.00 91.50 
Our Model 90.15 90.05 92.60 
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ภาพที่ 10 แสดงกราฟเปรียบเทียบประสิทธิภาพของ 3 โมเดล แบบไม่มีการเสริมข้อมลู 
 
ตารางที่ 5 ผลการเปรยีบเทียบ Accuracy ของ 3 โมเดลแบบมีการเสรมิข้อมูล 
 

Model MobileNet-V2 InceptionNet-V2 EfficientNet-V2 
Base Model 89.75 85.00 91.50 
Our Model 91.75 90.76 95.50 

 

 
 

 ภาพที่ 11 แสดงกราฟเปรียบเทยีบประสิทธิภาพของ 3 โมเดล แบบมีการเสรมิข้อมูล 
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4. วิจารณ์ผลการวิจัย 
 การปรับสถาปัตยกรรมของ MobileNet-V2 เพื่อเพิ่มความแม่นยำโดยไม่เพิ่มขนาดโมเดลเน้นที่การปรับปรุงภายใน
โครงสร้าง Inverted Residual Blocks โดยเพิ ่มองค์ประกอบอย่าง Squeeze-and-Excitation (SE) Blocks เพื ่อเรียนรู้
ความสำคัญของแต่ละ Channel ได้ดี ช่วยเพิ่มประสิทธิภาพของโมเดลโดยไม่ต้องเพิ่มพารามเิตอร์ แสดงให้เห็นถึงการปรบัปรงุ 
Accuracy ที่ช ัดเจนโดยยังคงความเบาของโมเดลไว้สอดคล้องกับงานวิจ ัยของ Howard et al. (2019) การปรับปรุง
สถาปัตยกรรมของ Inception-v2 เพื่อเพ่ิมความแม่นยำสามารถทำได้โดยใช้การเพิ่ม Squeeze-and-Excitation (SE) Blocks 
เพื ่อเรียนรู ้น้ำหนักของแต่ละ Feature Channel อย่างมีประสิทธิภาพ นอกจากนี ้ การเพิ ่ม Residual Connections               
ภายใน Inception modules ช่วยให้สามารถฝึกโมเดลที่ลึกขึ้นโดยไม่สูญเสีย Gradient ในขณะเรียนรู้สอดคล้องกับงานวจิัย
ของ Hu et al. (2018) และการปร ับปร ุงสถาปัตยกรรมของ EfficientNet-V2 โดยการขยาย Receptive Field ผ่าน                       
Dilated Convolution โดยไม่เพิ่มพารามิเตอร์ของโมเดล ช่วยเพิ่มความแม่นยำของการจำแนกได้ สอดคล้องกับงานวิจัยของ 
Hou et al. (2021) 
 การเสริมข้อมูล หรือการทำ Data Augmentation ช่วยเพิ่มประสิทธิภาพของโมเดลโดยการสร้างความหลากหลายของ
ข้อมูล ซึ่งช่วยลด Overfitting และเพิ่มความสามารถในการ Generalize โดยเฉพาะเทคนิคใหม่ๆ อย่าง Mixup CutMix และ 
RandAugment ที่ได้รับการพิสูจน์แล้วว่าสามารถเพิ่ม Accuracy ได้อย่างมีนัยสำคัญโดยไม่ต้องเพิ่มขนาดของโมเดลหรือ
ข้อมูลจริง สอดคล้องกับงานวิจัยของ Cubuk et al. (2020) 
 การใช้ Dataset จากแหล่งข้อมูลสาธารณะมีข้อดี คือ สะดวกและประหยัดเวลาแต่ก็มีข้อจำกัดสำคัญโดยเฉพาะเมื่อ              
ชุดข้อมูลนั้นไม่สะท้อนบริบทเชิงท้องถิ่น (Local Context) ซึ่งอาจส่งผลให้โมเดลที่ฝึกได้ ไม่สามารถใช้งานจริงได้อย่างมี
ประสิทธิภาพหรือยังมีความผิดพลาดในการจำแนกโรคของโมเดล เช่น ลักษณะใบ ส ีและลักษณะโรคอาจแตกต่างจากของจริง 
ในพื้นที่ปลูกจริงของท้องถิ่นรวมถึงความถูกต้องของ Label ในชุดข้อมูลสาธารณะอาจไม่แม่นยำหรือไม่ผ่านผู้เช่ียวชาญท้องถิ่น 
สอดคล้องกับงานวิจัยของ Xu et al. (2024) 
 

สรุปผลการวิจัย 
 

 ผลการพัฒนาโมเดลและเปรียบเทียบประสิทธิภาพโครงข่ายประสาทเทียมในการจำแนกโรคใบข้าวแบบมีและไม่มี
การเสริมข้อมูล ด้วยโครงข่ายประสาทเทียม 3 โครงข่าย ได้แก่ MobileNet-V2  Inception-v2 และ EfficientNet-V2 ซึ่งทั้ง 
3 โครงข่ายทดลองกับชุดข้อมูลพื้นฐาน 1,555 ภาพ และชุดข้อมูลที่มีการเสริมข้อมูล ด้วย 2 เทคนิค ได้แก่ การหมุนภาพ และ
การกลับภาพ ได้ภาพเพิ่มขึ้นเป็น 3,110 ภาพ โดยโครงข่ายประสาทเทียมที่ให้ค่าความถูกต้องสูงสุด ได้แก่ EfficientNet-V2            
ที่มีการเสริมข้อมูล (EfficientNet-V2 + DA) ให้ค่าความถูกต้องในการจำแนกโรคใบข้าว ได้ค่า Accuracy Precision Recall 
และ F1-score ตามลำดับดังนี้ 95.50% 95.75% 95.75% และ 95.75%   
 นอกจากน้ีในการวิจัยได้ทำการปรับปรุง Base model ทั้ง 3 โครงข่าย ดังนี้ โดย 2 โครงข่ายได้แก่ MobileNet-V2 และ
โครงข่าย Inception-v2 ปรับปรุงโดยการเพิ ่มองค์ประกอบอย่าง Squeeze-and-Excitation (SE) Blocks เพื ่อเรียนรู้
ค ว ามสำค ัญของแต ่ละ  Channel ส ่ วน โคร งข ่ าย  EfficientNet-V2 ปร ั บ โดยการขยาย Receptive Field ผ ่ าน                          
Dilated Convolution พบว่า โครงข่าย MobileNet-V2 ที่ปรับปรุงและการเสริมข้อมูล ในการทดลองรันจำนวน 50 Epoch 
ให้ค่า Accuracy เท่ากับ 90.15% และ 91.75% ตามลำดับ ส่วนโครงข่าย InceptionNet-V2 ที่ปรับปรุงและเสริมข้อมูล ให้
ค่า Accuracy เท่ากับ 90.05% และ 90.76% ตามลำดับ และโครงข่าย EfficientNet-V2 ที่ปรับปรุงและเสริมข้อมูลให้ค่า 
Accuracy เท่ากับ 92.60% และ 95.50 % ตามลำดับ ซึ่งสรุปว่าทุกโครงข่ายที่ปรับปรุงทั้งไม่มีและมีการเสริมข้อมูลสามารถ
จำแนกภาพโรคใบข้าวได้ดีกว่า Base Model จากค่า Accuracy   
 การนำโมเดลไปประยุกต์ใช้งาน ได้แก่ นำไปวิเคราะห์ภาพใบข้าวจากกล้องมือถือ โดรน หรืออุปกรณ์ IoT ได้ทันทีหรือ
พัฒนาแอปพลิเคชันช่วยตรวจจับโรคตั้งแต่ระยะเริ่มต้นก่อนท่ีการระบาดจะลุกลาม รวมถึงลดภาระของเกษตรกรในการสังเกต
อาการด้วยตนเองหรือสามารถ Fine-Tune ไปใช้กับพืชอื่น เช่น มันสำปะหลัง ข้าวโพด อ้อย ฯลฯ ได้ 
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ข้อเสนอแนะ 
 

1. ข้อเสนอแนะการใช้งานจริง 
  1) ควรติดตั้งซอฟต์แวร์และไลบรารีในเวอร์ชันเดียวกันกับที่โมเดลใช้ในการทดลอง 
  2) สามารถรันงานได้ทั้งบนแพลตฟอร์ม Google Colab หรือ Visual Studio Code 
  3) ควรพัฒนาต่อยอดเป็นแอปพลิเคชันบนสมาร์ทโฟนเพื่อช่วยเกษตรกรในการใช้งานเชิงพื้นที่จริง 
2. ข้อเสนอแนะในการพัฒนาต่อเชิงเทคนิค 
  1) ควรเพิ่มประเภทของโครงข่ายให้มากขึ้นเพื่อเปรียบเทียบประสิทธิภาพ 
  2) ควรปรับเพิ่มกลไกการใส่ใจ (Attention mechanism) ในการสกัดคุณลักษณะของภาพเพื่อเพ่ิมประสิทธิภาพความ
แม่นยำในการจำแนกภาพ 
  3) ควรเพิ่มการเสริมข้อมูลภาพด้วยวิธีการที่หลากหลายในการเปรียบเทียบประสิทธิภาพ 
  4) ควรใช้ Explainable AI (XAI) ช่วยเพิ่มการอธิบายผลลัพธ์การทำงานที่ซับซ้อนของโมเดล และตรวจสอบความ
ผิดพลาดหรือรองรับข้อกำหนดทางจริยธรรมหรือกฎหมาย 
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