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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบการตรวจสอบความสมเหตุสมผลของตัวแบบต้นไม้ตัดสินใจระหว่าง
วิธีการตรวจสอบความสมเหตุสมผลแบบไขว้และวิธีการตรวจสอบความสมเหตุสมผลโดยการแบ่งตัวอย่าง        
ใช้ข้อมูลสัญญาเพิ่มเติมชดเชยค่ารกัษาพยาบาลรายวันของผู้เอาประกันภัยของบริษัทประกันชีวิตแห่งหนึ่งจ านวน 
25,249 สัญญา วิเคราะห์ข้อมูลด้วยโปรแกรม SPSS รุ่น 20 ตัวแปรตามคือ สถานะของสัญญาเพิ่มเติมชดเชยค่า
รักษาพยาบาลรายวัน และตัวแปรท านายคือ เพศ อายุ เงินผลประโยชน์ เบี้ยประกันภัยส าหรับสัญญาเพิ่มเติม
รายปี ลักษณะการจ่ายเบี้ยประกันภัย ภูมิล าเนา สถานภาพสมรส ประเภทกรมธรรม์ของสัญญาหลัก             
เบี้ยประกันภัยรายปีของสัญญาหลัก จ านวนครั้งของการเรียกร้องค่าสินไหมทดแทน จ านวนเงินค่าสินไหม
ทดแทนรวม และระยะเวลาด าเนินการเฉลี่ยในการจ่ายค่าสินไหมทดแทน จากการท าซ้ า 500 ครั้งพบว่าวิธี
ตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่างด้วยวิธี QUEST 80:20 ให้ความแม่นในการท านายการต่ออายุ
สัญญาสูงสุดเท่ากับ 62.374% และลักษณะการจ่ายเบี้ยประกันภัยมีผลต่อการต่ออายุสัญญามากที่สุด เมื่อใช้วิธี 
QUEST 80:20 โดยจ าแนกตามลักษณะการจ่ายเบี้ยประกันพบว่า ส าหรับสัญญาที่จ่ายเบี้ยประกันภัยแบบรายปี 
ค่าความแม่นในการท านายการต่ออายุสัญญาของสัญญาเท่ากับ 80.256% และจ านวนครั้งของการเคลมมีผลต่อ
การต่ออายุสัญญามากที่สุด 

 
ค าส าคัญ:  การตรวจสอบความสมเหตุสมผลไขว้  การตรวจสอบความสมเหตุสมผลโดยแบ่งตัวอย่าง  วิธีการลิดกิ่ง 
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Abstract 
The objective of this paper is to compare validity checks on decision trees models between 
cross validation and split- sample validation on a case study of factors affecting the renewal of 
a hospital benefit rider of life insurance company in Thailand. 25,249 policies were analyzed by 
SPSS version 2 0 .  The dependent variable is a status of each hospital benefit rider which sex, 
age, face amount, annual life premium of rider, premium mode, domicile, marriage status, base 
policy type, annual life premium of base policy, total of claims, amount of claims and average 
duration of paid claims operation are independent variables.From 500 iterations, we found that 
the split- sample validation of QUEST 80 :20  give 62 .374% of the accuracy and the premium 
mode is the most influential factor to the renewal of a policy. QUEST 80:20 was used to predict 
the renewal of a policy classified by premium mode.  The results found that the accuracy of a 
policy renewal prediction is 80. 256%  for annual life premium payment and total of claims is 
the most influential factor to the renewal of a policy. 
 
Keywords: cross validation, split-sample validation, pruning 

 
1. บทน า 
 ต้นไม้ตัดสินใจเป็นวิธีการเรยีนรูท้ี่นิยมมากท่ีสดุวิธีหนึ่งในการจ าแนกประเภทข้อมูลแต่ละรายเป็นกลุม่ๆ 
หรือค่าท านายของตัวแปรตามตัวหนึ่งโดยอาศัยค่าของตัวแปรท านายหลาย ๆ ตัว การจ าแนกประเภทข้อมูลอาจ
เป็น การแบ่งข้อมูลออกเป็นส่วน การแบ่งกลุ่มการพยากรณ์ การลดรูปข้อมูล การคัดกรองตัวแปร หรือการพิสูจน์
ความสัมพันธ์  

การตรวจสอบความสมเหตุสมผล (validation) ของต้นไม้ตัดสินใจเป็นวิธีการที่ใช้พิจารณาว่าโครงสรา้ง
ของต้นไม้  (tree structure) ที่ผู้วิจัยน าไปใช้โดยทั่วไปกับประชากรนั้นใช้ได้ดีเพียงใด การตรวจสอบความ
สมเหตุสมผลของต้นไม้ตัดสินใจในโปรแกรมส าเร็จรูป SPSS โดยทั่วไป ท าได้สองวิธี ได้แก่ (1) การตรวจสอบ
ความสมเหตุสมผลไขว้ (cross validation) และ(2) การตรวจสอบความสมเหตุสมผลโดยแบ่งตัวอย่าง (split-
sample validation)  
  การตรวจสอบความสมเหตุสมผลไขว้ท าโดยการแบ่งตัวอย่างออกเป็นตัวอย่างย่อยหลาย ๆ ชุด หรือ
เรียกว่าส่วนทบ (fold) จากนั้นท าการสร้างตัวแบบต้นไม้โดยไม่ใช้ข้อมูลจากตัวอย่างย่อยชุดหนึ่งเป็นล าดับไป 
ต้นไม้แรกสร้างขึ้นโดยอาศัยข้อมูลทุกตัวยกเว้นข้อมูลที่อยู่ในส่วนทบแรก ต้นไม้ต้นท่ีสองสร้างขึ้นโดยอาศัยข้อมูล
ทุกตัวยกเว้นข้อมูลที่อยู่ในส่วนทบที่สอง ดังนี้เรื่อย ๆ จากนั้นจึงท าการประมาณความเสี่ยงของการจ าแนกผิด
กลุ่ม (misclassification risk) ของต้นไม้แต่ละต้นโดยใช้ตัวแบบจากต้นไม้นั้นกับตัวอย่างย่อยที่ไม่ได้ใช้ในการ
สร้างต้นไม้ต้นนั้น อน่ึงการตรวจสอบความสมเหตุสมผลไขว้ใช้กับวิธีการลิดกิ่ง (pruning) หรือวิธีการท าให้ต้นไม้
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เจริญเติบโต (growing method) โดยวิธี CHAID (Chi-squared Automatic Interaction Detection) เท่านั้น 
(IBM, 2017) 
  การตรวจสอบความสมเหตุสมผลโดยแบ่งตัวอย่าง ท าโดยแบ่งข้อมูลเป็นสองชุด เรียกว่า ตัวอย่างฝึกฝน 
(training sample) และตัวอย่างทดสอบ (testing sample) จากนั้นท าการสร้างตัวแบบจากข้อมูลในชุดตัวอย่าง
ฝึกฝน และทดสอบด้วยข้อมูลในชุดตัวอย่างทดสอบ (เอกสิทธิ์, 2558) การตรวจสอบความสมเหตุสมผลโดยแบ่ง
ตัวอย่างใช้กับวิธีการลิดกิ่งหรือวิธีการท าให้ต้นไม้เจริญเติบโต โดยวิธี  CHAID (Chi-squared Automatic 
Interaction Detection)  CRT (Classification and Regression Tree)  หรื อ  QUEST (Quick, Unbiased, 
Efficient Statistical Tree)  
  ในปัจจุบันการแข่งขันในตลาดที่สูงขึ้นส่งผลให้บริษัทประกันภัยจึงต้องมีการปรับตัว ปรับกลยุทธ์ในการ
ช่วงชิงพื้นที่ของตลาดมากขึ้น เพื่อการอยู่รอดในสภาวะการแข่งขันที่สูง สิ่งที่ท าได้อันดับแรกคือการรักษาฐาน
ลูกค้าโดยปกติเมื่อผู้เอาประกันภัยได้ท าสัญญากรมธรรม์ประกันชีวิตไม่ว่าจะเป็นแผนใดก็ตาม บริษัทจะสามารถ
เสนอสัญญาเพิ่มเติมแนบท้ายสัญญาประกันชีวิตหลักโดยสัญญาเพิ่มเติมเหล่านั้นจะเป็นสัญญาปีต่อปีผู้เอา
ประกันภัยจ าเป็นต้องต่ออายุสัญญาเมื่อครบก าหนดเวลา และจะได้รับใบเตือนต่ออายุก่อนวันที่สัญญาจะ
หมดอายุ ดังนั้นหากบริษัททราบถึงปัจจัยที่ส่งผลให้ผู้เอาประกันภัยต่ออายุสัญญาถือเป็นสิ่งส าคัญที่สามารถท าให้
บริษัทประกันชีวิตก าหนดกลยุทธ์ด้านการบริหารลูกค้าสัมพันธ์ ปรับการบริการลูกค้า  เพื่อให้ตรงตามความ
ต้องการของผู้เอาประกันภัยเพื่อท่ีผู้เอาประกันภัยจะได้ต่ออายุสัญญากรมธรรม์กับบริษัทในอนาคต และทราบถึง
พฤติกรรมความต้องการของผู้เอาประกันภัยที่แตกต่างกันในแต่ละกลุ่มได้อย่างมีประสิทธิภาพ 

จากที่กล่าวมาข้างต้น ผู้วิจัยสนใจศึกษาเพื่อเปรียบเทียบความแม่น (accuracy) ของวิธีการตรวจสอบ
ความสมเหตุสมผลของต้นไม้ตัดสินใจด้วยวิธีการ CHAID, CRT และ QUEST โดยเฉพาะเมื่อน ามาประยุกต์ใช้กับ
ข้อมูลจากบริษัทประกันชีวิตแห่งหนึ่งเพื่อศึกษาปัจจัยที่มีผลต่อการต่ออายุสัญญาเพิ่มเติมชดเชยค่า
รักษาพยาบาลรายวัน 

 
2. วิธีด าเนินการวิจัย 

ขอบเขตการวิจัย 

 1. ข้อมูลที่ใช้วิเคราะห์เป็นข้อมูลสถานะสัญญาเพิ่มเติมชดเชยค่ารักษาพยาบาลรายวันของผู้เอา
ประกันภัยของบริษัทประกันชีวิตแห่งหนึ่งในประเทศไทยที่มีอายุตั้งแต่ 11 ปีขึ้นไป จ านวน 25,249 สัญญาและ
เป็นสัญญาที่เริ่มความคุ้มครองในปี พ.ศ. 2559 โดยไม่รวมกรมธรรม์ที่ท าสัญญาชดเชยค่ารักษาพยาบาลรายวัน
มากกว่า 1 สัญญา  

2. ศึกษาวิธีการตรวจสอบความสมเหตุสมผลของตัวแบบต้นไม้ตัดสินใจด้วยโปรแกรม SPSS รุ่น 20  
โดยเปรียบเทียบการตรวจสอบความสมเหตุสมผล 2 วิธี ได้แก่ 

 (1)  การตรวจสอบความสมเหตุสมผลไขว้ ใช้วิธีการลิดกิ่งวิธี CHAID และใช้ส่วนทบ (k) เท่ากับ 2 3 
4 5  
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 (2) การตรวจสอบความสมเหตุสมผลโดยแบ่งตัวอย่าง ใช้ใช้วิธีการลิดกิ่งวิธี CHAID CRT หรือ
QUEST และใช้ตัวอย่างฝึกฝน ต่อ ตัวอย่างทดสอบ เป็น 50:50 60:40 70:30 และ 80:20 

ต้นไม้ตัดสินใจ 
ต้นไม้ตัดสินใจเป็นเทคนิคที่ใช้ในการแบ่งกลุ่มปริภูมิตัวท านาย (predictor space) ออกเป็นบริเวณ

หลายบริเวณเพื่อใช้ท านายค่าของตัวแปรตามโดยใช้ค่าเฉลี่ย (กรณีที่ตัวแปรตามเป็นข้อมูลเชิงปริมาณ) หรือฐาน

นิยม (กรณีที่ตัวแปรตามเป็นข้อมูลเชิงคุณภาพ) ของค่าสังเกตฝึกฝนที่อยู่ในบริเวณนั้นเพื่อท านายค่าตัวแปรตาม

ในบริเวณเดียวกัน การแบ่งปริภูมิตัวท านายสรุปในแผนภาพของต้นไม้ที่กลับหัว (James et al., 2017) สามารถ

ใช้ได้กับปัญหาการถดถอยที่มีตัวแปรตามเป็นข้อมูลเชิงปริมาณซึ่งเรียกว่าต้นไม้การถดถอย (regression trees) 

และปัญหาการจ าแนกท่ีมีตัวแปรตามเป็นข้อมูลจ าแนกประเภท (categorical data) ซึ่งเรียกว่าต้นไม้การจ าแนก 

(classification trees)  

ต้นไม้ตัดสินใจง่ายในการอธิบายแก่บุคคลอื่นโดยเฉพาะถ้าเปรียบเทียบกับสมการถดถอยเนื่องจากเป็น

การแสดงในรูปของกราฟ สามารถใช้กับตัวแปรท านายเชิงคุณภาพได้ง่ายโดยไม่จ าเป็นต้องสร้างตัวแปรหุ่น 

(dummy variable) อย่างไรก็ตามต้นไม้ตัดสินใจไม่มีความแกร่ง (robust) กล่าวคือถ้าข้อมูลมีการเปลี่ยนแปลง

เล็กน้อยจะมีผลท าให้ค่าประมาณที่ได้ในขั้นสุดท้ายเปลี่ยนแปลงไปอย่างมาก 

ขั้นตอนการสร้างต้นไม้ถดถอย 

1. แบ่งปริภูมิตัวท านายหรือชุดของค่าที่เป็นไปได้ของ 1 2, ,..., pX X X  เป็น j  บริเวณที่ไม่ซ้อนทับกัน 

ได้แก่ 1 2, ,..., JR R R   

2. ส าหรับค่าสังเกตทุกค่าที่ตกอยู่ในบริเวณ JR  ให้ท านายโดยใช้ค่าท านายค่าเดียวกันซึ่งเป็นค่าเฉลี่ย

ของตัวแปรตามของค่าสังเกตฝึกฝนที่อยู่ใน JR  

การสร้าง 1 2, ,..., JR R R  หรือการแบ่งปริภูมิตัวท านายเป็นกล่อง ๆ มีเป้าหมายคือการหากล่องที่ท า

ให้ผลบวกก าลังสองส่วนเหลือ (residual sum of squares: RSS ) มีค่าต่ าสุด นิยามโดย 
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J

i R

j i R

RSS y y
 

   

เมื่อ ˆ
jRy คือค่าเฉลี่ยของตัวแปรตามส าหรับค่าสังเกตฝึกฝนที่อยู่ในบริเวณหรือกล่อง JR  

ในทางปฏิบัติใช้วิธีแบ่งที่เรียกว่า “การแบ่งทวิเวียนเกิด (recursive binary splitting)” โดยเริ่มจาก

ด้านบนของต้นไม้ที่ค่าสังเกตทุกค่าอยู่ในบริเวณเดียวกัน จากนั้นท าการแบ่งปริภูมิตัวท านายทีละสองส่วน จุดที่

แบ่งนี้เรียกว่า “โหนดภายใน (internal node)” ซึ่งท าให้ได้ “กิ่ง (branch)” ใหม่สองกิ่งด้านล่างของต้นไม้    

โดยการแบ่งแต่ละครั้งเป็นการแบ่งนั้นดีที่สุดเฉพาะขั้นตอนนั้น ๆ ไม่ได้พิจารณาร่วมกับขั้นตอนข้างหน้าขั้นตอนอื่น 
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การลิดกิ่งต้นไม้  

กระบวนการสร้างต้นไม้ตัดสินใจที่กล่าวมาข้างต้นอาจใ ช้ในการท านายข้อมูลชุดฝึกฝนได้ดี แต่มี

แนวโน้มที่จะใช้ไม่ดีกับข้อมูลชุดทดสอบ เนื่องจากต้นไม้ที่ได้ซับซ้อนเกินไป ดังนั้นต้นไม้ที่เล็กกว่าหรือมีการแบ่ง

น้อยกว่าจะท าให้ความแปรปรวนมีค่าน้อยลงและง่ายในการตีความหมาย ดังนั้น วิธีการที่นิยมใช้คือ การสร้าง

ต้นไม้ขนาดใหญ่มากต้นหนึ่ง จากนั้นท าการลิดกิ่งลงเพื่อให้ได้ต้นไม้ย่อย (subtree) ที่ดีที่สุดที่ท าให้อัตราความ

ผิดพลาดต่ าสุดส าหรับข้อมูลชุดทดสอบ เมื่อก าหนดต้นไม้ย่อยต้นหนึ่ง สามารถประมาณค่าความผิดพลาดนั้นได้

โดยการท าการทดสอบความสมเหตุสมผลไขว้  

ต้นไม้การจ าแนก 

หลักเกณฑ์ในการสร้างต้นไม้การจ าแนกนั้นคล้ายกับต้นไม้ถดถอย เพียงแต่ใช้ฐานนิยมแทนค่าเฉลี่ยใน

การท านายค่าตัวแปรตามที่เป็นข้อมูลเชิงคุณภาพ และใช้อัตราความผิดพลาดของการจ าแนก (classification 

error rate: CER ) แทน RSS ซึ่งเป็นสัดส่วนของ ค่าสังเกตชุดฝึกฝนในบริเวณนั้น ที่ไม่ใช่กลุ่มที่เกิดมากที่สุด

หรือฐานนิยม กล่าวคือ 
ˆ1 max( )mk

k
CER p   

    โดยที่ ˆ
mkp  คือสัดส่วนของค่าสังเกตชุดฝึกฝนในบริเวณที่ m  ที่มาจากกลุ่มที่ k  อย่างไรก็ตาม CER  

ไม่ไวเพียงพอในการสร้างต้นไม้ จึงนิยมใช้ตัววัดชนิดอื่นเช่น ดัชนีจีนี (gini index: G ) นิยามโดย 

1

ˆ ˆ(1 )
K

mk mk

k

G p p


   

 ซึ่งเป็นตัววัดความแปรปรวนรวมทั้ง K  กลุ่ม ดัชนีน้ีมีค่าน้อยถ้า ˆ
mkp ทุกค่าเข้าใกล้ 0 หรือ 1 ดังนั้นจึง

ใช้ส าหรับวัดความบริสุทธิ์ของโหนด (node purity) ค่าที่น้อยท าให้เห็นว่าโหนดนั้น ๆ ประกอบด้วยค่าสังเกต

ที่มาจากกลุ่มเดียวกัน นอกจากใช้ดัชนีจีนีแล้ว อาจใช้เครื่องวัดที่เรียกว่าเอนโทรปี (entropy: D ) นิยามโดย 

1

ˆ ˆlog( )
K

mk mk

k

D p p


   

เนื่องจาก  ˆ0 1mkp   ท าให้ ˆ ˆlog( ) 0mk mkp p   ซึ่งถ้า ˆ
mkp ทุกค่าเข้าใกล้ 0 หรือ 1 เอนโทรปีจะมี

ค่าเข้าใกล้ศูนย์ หรือเอนโทรปีมีค่าน้อยถ้าโหนดที่ m  มีความบริสุทธ์ิ 

เนื่องจาก G และ D  ให้ค่าค่อนข้างใกล้เคียงกันในการสร้างต้นไม้การจ าแนกดังนั้นอาจใช้ตัววัดทั้งสอง

ในการวัดคุณภาพของการแบ่งบริเวณ อย่างไรก็ตามในการลิดกิ่งต้นไม้สามารถใช้แนวทางใดก็ได้ โดย CER      

มักนิยมใช้ถ้าจุดมุ่งหมายของการลิดกิ่งเพ่ือต้องการดูความแม่นของการท านายของต้นไม้ขั้นสุดท้ายท่ีได้ลดิกิ่งแลว้ 

(James et al., 2017)  
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ขั้นตอนวิธี CRT  

การท าให้ต้นไม้เจริญเติบโตโดยให้โหนดลูกที่เกิดใหม่มีความบริสุทธิ์มากที่สุดวิธีนี้ การแบ่งแต่ละครั้ง

ขึ้นอยู่กับค่าของตัวแปรตัวท านายเพียงตัวเดียว ถ้า X  เป็นตัวแปรนามบัญญัติที่มี K กลุ่ม จะมีการแบ่งที่เป็นไป

ได้ส าหรับตัวท านายนี้ 12 1K    วิธี ถ้า X  เป็นตัวแปรจัดอันดับหรือต่อเนื่องที่มีค่าแตกต่างกัน K  ค่า จะมีการ

แบ่งที่เป็นไปได้ทั้งหมด 1K   วิธี ต้นไม้ต้นหนึ่งเริ่มจากโหนดที่เป็นรากโดยใช้ขั้นตอนต่อไปนี้ในแต่ละโหนดซ้ า ๆ 

กันเพ่ือสร้างต้นไม้ 

(1) ค้นหาตัวแปรท านายท่ีแบ่งได้ดีที่สุด ส าหรับตัวแปรท านายนามบัญญัติให้พิจารณาเซตย่อยของกลุ่ม

ที่เป็นไปได้ทั้งหมด ถ้า x  เป็นสมาชิกของเซต A  จะน าค่าสังเกตไปไว้ที่โหนดลูกด้านซ้าย แต่ถ้าหาก x  ไม่เป็น

สมาชิกของเซต A  จะน าค่าสังเกตไปไว้ที่โหนดลูกด้านขวา ส าหรับตัวแปรท านายจัดอันดับหรือต่อเนื่อง          

ให้เรียงล าดับจากค่าน้อยสุดไปค่ามากสุด แล้วให้เริ่มใช้ค่าน้อยสุดเป็นจุดแบ่ง v  ถ้า x v  จะน าค่าสังเกตไปไว้

ที่โหนดลูกด้านซ้าย แต่ถ้า x v  จะน าค่าสังเกตไว้ที่โหนดลูกด้านขวา ท าในลักษณะเช่นเดียวกันนี้ โดยใช้ค่า

น้อยสุดล าดับถัดไปเช่นนี้เรื่อย ๆ จุดแบ่งที่ดี่สุดคือจุดที่ท าให้เกณฑ์การแบ่งมีค่าสูงสุดเมื่อโหนดนั้นถูกแบ่งด้วยค่านี้  

(2)  ค้นหาการแบ่งที่ดีท่ีสดุของโหนด ในบรรดาตัวแบ่งที่ดีท่ีสุดที่พบในขั้นที่ (1) ให้เลือกการแบ่งที่ท าให้

เกณฑ์การแบ่งมีค่ามากท่ีสุด 

(3)  แบ่งโหนดโดยใช้การแบ่งที่ดีท่ีสุดที่พบในข้ันที ่(2) ถ้ายังไม่ถึงเกณฑ์การหยุดแบ่ง (stopping rules) 

ขั้นตอนวิธกีาร CHAID   

          ขั้นตอนการรวม (merging step) ส าหรับตัวแปรท านาย X  แต่ละตัว ให้รวมกลุม่ที่ไมม่ีนัยส าคัญ กลุม่

สุดท้ายแต่ละกลุ่มของ X  จะเป็นโหนดลูกของ X  ถ้า X  ถูกใช้ในการแบ่งโหนด ขั้นตอนการรวมจะมีการค านวณ

ค่า p-value ที่ปรับแล้วที่น ามาใช้ในขั้นตอนการแบ่ง 

          (1) ถ้า X  มีเพียงกลุ่มเดียวให้หยดุและก าหนดให้ p-value ที่ปรับแล้วมีค่าเท่ากับ 1 

          (2) ถ้า X  มี 2 กลุ่ม ให้ไปขั้นที่ (8) 

          (3) กรณีอื่น ๆ ให้หาคู่ท่ียอมรับได้ของกลุ่มของ X  (คู่ท่ียอมรับได้ของกลุ่มส าหรับตัวแปรท านายนาม

บัญญัต ิ คือกลุ่มสองกลุ่มใด ๆ ส าหรับตัวแปรท านายแบบจดัอันดบัหรือต่อเนื่องได้แก่ กลุม่ที่อยู่ติดกัน 2 กลุ่ม) 

หรือคู่ที่คล้ายคลึงกันมากท่ีสุดซึ่งคอืคู่ท่ีสถิติทดสอบให้คา่ p-value มากที่สุด เมื่อเทียบกับตัวแปรตาม Y  

          (4) ส าหรับคู่ท่ีมี p-value มากที่สดุ ให้ตรวจสอบว่า p-value มีค่ามากกว่าระดับนยัส าคญัที่ผู้ใช้ก าหนด 

( merge ) ถ้ามีค่ามากกว่าให้รวมคู่นีเ้ข้าด้วยกันท าให้ได้กลุ่มใหม่ของ X  ถ้ามีค่าไม่มากกว่าใหไ้ปขั้นที่ (7)  
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         (5)  ถ้ากลุ่มที่จัดใหม่มีมากกว่าหรือเท่ากับ 3 กลุ่มย่อย ให้หาการแบ่งเชิงทวิของกลุ่มนั้นซึ่งให้ค่า        

p-value น้อยที่สุด ให้ท าการแบ่งเชิงทวิแบบเดียวกันนี้ ถ้าค่า p-value ไม่มากกว่าระดับนัยส าคัญที่ก าหนด         

( split merge  ) 

         (6) ไปขั้นที ่(2) 

          (7) ถ้ากลุ่มใดมีค่าสังเกตน้อยเกินไป (เมื่อเปรียบเทียบกับค่าที่ผู้ใช้ระบุ) ให้รวมกลุ่มกับกลุ่มอื่นที่

คล้ายคลึงกันมากท่ีสุด วัดโดยใช้ค่ามากที่สุดของ p-value 

          (8) ค านวณค่า p-value ที่ปรับแล้วส าหรับกลุ่มที่รวมกัน โดยใช้การปรับแบบบอนแฟร์โรนี 

(Bonferroni) 

          ขั้นตอนการแบ่ง (splitting step) การแบ่งที่ดีที่สุดส าหรับตัวแปรท านายแต่ละตัว ได้จากขั้นตอนการ

รวมที่กล่าวข้างต้น ขั้นตอนการแบ่งเป็นการเลือกตัวแปรท านายท่ีจะใช้แบ่งโหนดแบบดีที่สุด การเลือกท าโดยการ

เปรียบเทียบค่า p-value ที่ปรับแล้วของตัวแปรท านายแต่ละตัว ค่า p-value ที่ปรับแล้วค านวณได้จากขั้นตอน

การรวม 

       (1) เลือกตัวแปรท านายท่ีมีค่า p-value ที่ปรับแล้วท่ีมีค่าน้อยที่สุด (มีนัยส าคญัมากสุด) 

(2) ถ้าค่า p-value ที่ปรับแล้วนี้มีค่าน้อยกว่าหรือเท่ากับค่าระดับนัยส าคัญที่ผู้ใช้ก าหนด ( split )       

ให้แบ่งโหนดโดยใช้ตัวแปรท านายตัวนี้ ถ้ามีค่ามากกว่าไม่ต้องท าการแบ่งและใช้โหนดนี้เป็นโหนดปลายสุด 

(terminal node) 

ขั้นตอนวิธกีาร QUEST 

(1) ส าหรับตัวแปรท านายจ าแนกประเภท ให้ท าการทดสอบสัดส่วนโดยใช้สถิติไคก าลังสองของเพียร์

สัน (pearson’ s chi-square) และค านวณค่า p-value ของสถิติไคก าลังสอง ส าหรับตัวแปรท านายต่อเนื่องให้

ท าการวิเคราะห์ความแปรปรวนด้วยสถิติเอฟเพื่อใช้ทดสอบว่า แต่ละกลุ่มของตัวแปรตาม Y มีค่าเฉลี่ยของตัวแปร 

X  เท่ากันหรือไม่ และค านวณค่า p-value ของสถิติทดสอบเอฟ  

(2) หาตัวแปรท านายที่มีค่า p-value น้อยที่สุดก าหนดให้เป็น *X  

  (3) ถ้าค่า p-value ที่น้อยที่สุดนี้มีค่าน้อยกว่า / M  เมื่อ   คือระดับนัยส าคัญที่ผู้ใช้ก าหนดและ 

M คือ จ านวนตัวแปรท านาย *X จะใช้เป็นตัวแปรท านายส าหรับโหนดนั้น แต่หากไม่เป็นเช่นน้ีไปขั้นที่ (4) 

(4) ส าหรับตัวแปรท านายต่อเนื่องแต่ละตัวให้ค านวณสถิติทดสอบเอฟของเลวีน (Levene’ s F test) 

โดยใช้ค่าสัมบูรณ์ของความบ่ายเบนระหว่าง X  กับค่าเฉลี่ยของกลุ่ม เพื่อทดสอบว่าความแปรปรวนของ X  

แตกต่างกันในแต่ละกลุ่มของ Y  หรือไม่ และค านวณค่า p-value ของการทดสอบ  

  (5) หาตัวแปรท านายที่มีค่า p-value น้อยที่สดุและแทนด้วย **X   
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  (6) ถ้าค่า p-value ที่น้อยที่สุดนี้มีค่าน้อยกว่า / ( 1)M M   เมื่อ 1M  คือ จ านวนตัวแปรท านาย

ชนิดต่อเนื่องจะให้เลือก *X  ท านายที่ใช้ในการแบ่งโหนดนั้น ถ้าไม่เป็นตามนี้ ไม่ต้องแบ่งโหนดนั้น (IBM, 2017) 

การวัดประสิทธิภาพ 

การวัดประสิทธิภาพของตัวแบบท าโดยค านวณค่าความแม่นที่ได้จากเมทริกสับสน (confusion 

matrix) ซึ่งเป็นตารางสรุปจ านวนค่าสังเกตที่ตัวแบบจ าแนกได้อย่างถูกต้องหรือไม่ถูกต้อง ดังนี ้

 ค่าท านาย 

ต่อสัญญา ไม่ต่อสัญญา 

ค่าสังเกต 
ต่อสัญญา a b 

ไม่ต่อสัญญา c d 

  ค่าความแม่นค านวณโดย  a d

a b c d



  
 

 

วิธีด าเนินการวิจัย 

ใช้โปรแกรมส าเร็จรูป SPSS รุ่น20 และใช้วิธีการลิดกิ่งต้นไม้แบบ CHIAD, CRT และ QUEST โดยการ

ตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่าง โดยใช้ชุดตัวอย่างฝึกฝนต่อชุดตัวอย่างทดสอบคือ 50:50 60:40 

70:30 และ 80:20 และวิธีการลิดกิ่งต้นไม้แบบ CHIAD และการตรวจสอบความสมเหตุสมผลแบบไขว้โดยใช้ส่วน

ทบ (k) เท่ากับ 2 3 4 และ 5 เพื่อหาผลลัพธ์ที่มีความแม่นมากที่สุด โดยประมวลผลกับข้อมูลสถานะสัญญา

เพิ่มเติมชดเชยค่ารักษาพยาบาลรายวันของบริษัทประกันชีวิตแห่งหนึ่งในประเทศไทยที่มีอายุตั้งแต่ 11 ปีขึ้นไป 

จ านวน 25,249 สัญญา วิธีการวิเคราะห์ข้อมูลที่เป็นไปได้ทั้งหมด 16 วิธี ดังนี ้

1. วิธีลิดกิ่งแบบ CHAID และแบ่งตัวอย่างเป็น 50:50  

  2. วิธีลิดกิ่งแบบ CHAID และแบ่งตัวอย่างเป็น 60:40 

3. วิธีลิดกิ่งแบบ CHAID และแบ่งตัวอย่างเป็น 70:30 

4. วิธีลิดกิ่งแบบ CHAID และแบ่งตัวอย่างเป็น 80:20 

5. วิธีลิดกิ่งแบบ CRT และแบ่งตัวอย่างเป็น 50:50  

6. วิธีลิดกิ่งแบบ CRT และแบ่งตัวอย่างเป็น 60:40 

7. วิธีลิดกิ่งแบบ CRT และแบ่งตัวอย่างเป็น 70:30 

8. วิธีลิดกิ่งแบบ CRT และแบ่งตัวอย่างเป็น 80:20 
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9. วิธีลิดกิ่งแบบ QUEST และแบ่งตัวอย่างเป็น 50:50  

10. วิธีลิดกิ่งแบบ QUEST และแบ่งตัวอย่างเป็น 60:40 

11. วิธีลิดกิ่งแบบ QUEST และแบ่งตัวอย่างเป็น 70:30 

12. วิธีลิดกิ่งแบบ QUEST และแบ่งตัวอย่างเป็น 80:20 

13. วิธีลิดกิ่งแบบ CHAID และใช้ส่วนทบ k เท่ากับ 2 

14. วิธีลิดกิ่งแบบ CHAID และใช้ส่วนทบ k เท่ากับ 3 

15. วิธีลิดกิ่งแบบ CHAID และใช้ส่วนทบ k เท่ากับ 4 

16. วิธีลิดกิ่งแบบ CHAID และใช้ส่วนทบ k เท่ากับ 5 

แต่ละวิธีท าซ้ าจ านวน 500 รอบ 

ค่าที่เป็นไปได้ของตัวแปรท านาย เป็นดังนี ้

1. เพศ  0 (หญิง)  1 (ชาย) 

2. อายุ  0 (0-23 ป)ี  1 (24 ปีข้ึนไป)  

3. เงินผลประโยชน์ (บาท) 

4. เบี้ยประกันภัยส าหรับสัญญาเพิม่เติมรายปี (บาท) 

5. ลักษณะการจ่ายเบี้ยประกันภัย  1 (รายปี)  2 (รายครึ่งปี)  3 (รายไตรมาส)  4 (รายเดือน) 

6. ภูมิล าเนา  0 (ต่างจังหวัด)  1 (กรุงเทพ ฯ และปรมิณฑล) 

7. สถานภาพสมรส  0 (โสด)  1 (แต่งงานและอื่น ๆ) 

8. ประเภทกรมธรรม์ของสัญญาหลัก  0 (ตลอดชีพ)  1 (อื่น ๆ) 

9. เบี้ยประกันภัยรายปีของสัญญาหลัก (บาท)  

10. จ านวนครั้งของการเรียกร้องคา่สินไหมทดแทน  1 (ไม่มีการเรียกเคลม)  2 (เรียกเคลม 1 ครั้ง)  

     3 (เรียกเคลมมากกว่า 1 ครั้ง) 

11. จ านวนเงินค่าสินไหมทดแทนรวม  0 (ไม่เคยไดร้ับเงินเคลม)  1 (เคยไดร้ับเงินเคลม) 

12. ระยะเวลาด าเนินการเฉลี่ยในการจ่ายค่าสินไหมทดแทน (วัน) 

จากนั้นจะเลือกวิธีการตรวจสอบความสมเหตุสมผลและวิธีการลิดกิ่งที่มีความแม่นมากที่สุดเพื่อหา

ความแม่นและหาปัจจัยที่มีผลต่อการต่ออายุสัญญาเพิ่มเติมชดเชยค่ารักษาพยาบาลรายวันจ าแนกตามลักษณะ

การจ่ายเบี้ยประกันภัย  
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3. ผลการวิจัย  
  สถิติพรรณนาของตัวแปรท านาย 
ตารางที่ 1  สัดส่วนการต่ออายุสัญญาเพิ่มเติมชดเชยค่ารักษาพยาบาลรายวันจ าแนกตามตัวแปรท านายที ่

                เป็นลักษณะทั่วไป  

ตัวแปรท านาย 
สถานะสญัญา (หน่วย:จ านวนสญัญา) สัดส่วนการ              

ต่ออายุสัญญา 
ไม่ต่อสัญญา ต่อสัญญา 

เพศ หญิง 5,790 (39.55%) 8,849 (60.45%) 1.5283 

ชาย 4,282 (40.36%) 6,328 (59.64%) 1.4778 

อาย ุ 0-23 ปี 1,828 (39.3%) 2,820 (60.7%) 1.5445 

24 ปีขึ้นไป 8,244 (40.0%) 12,357 (60.0%) 1.5000 

สถานภาพ

สมรส 

โสด 4,264 (37.94%) 6,975 (62.06%) 1.6358 

แต่งงานและอื่นๆ 5,675 (41.42%) 8,026 (58.58%) 1.4143 

ภูมิล าเนา กรุงเทพ-ปริมณฑล 1,596 (33.61%) 3,152 (66.39%) 1.9749 

อื่นๆ 8,476 (41.34%) 12,025 (58.66%) 1.4187 

 

จากตารางที่ 1 จะเห็นว่าภูมิล าเนาน่าจะมผีลต่อการต่ออายสุัญญาฯ โดยผู้เอาประกันอยู่ในกรุงเทพและ

ปริมณฑลมีสัดส่วนการต่ออายุสญัญามากท่ีสดุคือ 1.975   
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ตารางที่  2   สัดส่วนการต่ออายุสัญญาเพิ่มเติมชดเชยค่ารักษาพยาบาลรายวันจ าแนกตามตัวแปร 

                 ท านายที่เป็นลักษณะเฉพาะทางประกันภัย  

ปัจจัย 
สถานะสญัญา (หน่วย:จ านวนสญัญา) สัดส่วนการ              

ต่ออายุสัญญา 
ไม่ต่อสัญญา ต่อสัญญา 

ลักษณะการ           

จ่ายเบี้ย

ประกันภัย  

รายป ี 1,464 (21.07%) 5,485 (78.93%) 3.7466 (1) 

รายครึ่งป ี 697 (37.09%) 1,182 (62.91%) 1.6958 

รายไตรมาส 1,437 (50.80%) 1,392 (49.20%) 0.9687 

รายเดือน 6,474 (47.63%) 7,118 (52.37%) 1.0995 

ประเภทของ

สัญญาหลัก  

ตลอดชีพ 7,480 (41.02%) 10,753 (58.98%) 1.4376 

อื่นๆ 2,592 (36.94%) 4,424 (63.06%) 1.7068 

จ านวนครั้ง

ของการเคลม 

ไม่มีการเคลม 8,851 (42.70%) 11,877 (57.30%) 1.3419 

เคลม 1 ครั้ง 791 (27.24%) 2,113 (72.76%) 2.6713 

เคลมมากกว่า 1 ครั้ง 430 (26.59%) 1,187 (73.41%) 2.7605 (2) 

จ านวนเงิน 

เคลม  

ไม่เคยไดร้ับเงินเคลม 8,851 (42.70%) 11,877 (57.30%) 1.3419 

เคยได้รับเงินเคลม 1,221 (27.01%) 3,300 (72.99%) 2.7027 

  

จากตารางที่ 2 จะเห็นว่าลักษณะการจ่ายเบีย้ประกันภัยน่าจะมผีลต่อการต่ออายสุัญญาโดยการจา่ย

เบี้ยประกันภัยแบบรายปีมสีัดส่วนการต่ออายสุัญญามากที่สดุคือ 3.747 รองลงมาคือจ านวนครั้งของการเคลม

โดยผู้เอาประกันภัยที่มจี านวนครั้งของการเคลมมากกว่า 1 ครั้งมีสดัส่วนการต่ออายสุัญญาคือ 2.761  
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ค่าความแม่นของต้นไม้การจ าแนกในภาพรวม 

ค่าความแม่นเฉลี่ยของต้นไม้การจ าแนกจากการใช้ตัวแปรท านาย 12 ตัวและใช้วิธีการตรวจสอบความ

สมเหตุสมผลแบบไขว้ การตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่างจ าแนกตามวิธีวิธีการลิดกิ่ง เมื่อท าซ้ า 

500 ครั้ง แสดงในตารางที่ 3 

 

ตารางที่ 3  ค่าความแม่นเฉลี่ยของต้นไม้การจ าแนกจากการท าซ้ า 500 ครั้ง จ าแนกตามวิธีการตรวจสอบ 

                ความสมเหตุสมผลของตัวแบบและวิธีการลิดกิ่ง  

 

 

ค่าความแม่น 

ชุดตัวอย่างฝึกฝน ชุดตัวอย่างทดสอบ 

การตรวจสอบความ

สมเหตุสมผลแบบไขว้  

 

CHAID 

k=2 N/A 62.112% 

k=3 N/A 62.199% 

k=4 N/A 62.151% 

k=5 N/A 62.173% 

การตรวจสอบความ

สมเหตุสมผลแบบแบ่ง

ตัวอย่าง 

 

 

CHAID 

50:50 62.380% 62.236% (3) 

60:40 62.592% 62.173% 

70:30 62.573% 62.174% 

80:20 62.523% 62.031% 

 

CRT 

50:50 62.451% 62.167% 

60:40 62.492% 62.076% 

70:30 62.378% 62.237% (2) 

80:20 62.504% 61.806% 
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QUEST 

50:50 62.677% 62.033% 

60:40 62.496% 62.104% 

70:30 62.631% 62.117% 

80:20 62.654% 62.374% (1) 

 

จากตารางที่ 3 จะเห็นว่าจากท าซ้ า 500 ครั้ง ค่าความแม่นเฉลี่ยของตัวแบบต้นไม้การจ าแนกโดยใช้

การตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่างในสัดส่วน 80:20 และใช้การลิดกิ่งโดยวิธี QUEST ให้ค่าความ

แม่นเฉลี่ยสูงสุดเท่ากับ 62.374% รองลงมาคือวิธีการตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่างในสัดส่วน 

70:30 และใช้วิธีการลิดกิ่งโดยวิธี CRT ให้ค่าความแม่นเฉลี่ยเท่ากับ 62.237% ซึ่งไม่ต่างกันมากนักกับวิธีการ

ตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่างในสัดส่วน 50:50 และใช้วิธีการลิดกิ่งโดยวิธี  CHAID ให้ค่าความ

แม่นเฉลี่ยเท่ากับ 62.236%  

 

 

 

 

 

 

 

 

 

 

ภาพที่ 1  ต้นไม้การจ าแนก (แสดงเฉพาะตัวแปรท านาย) ที่ใช้วิธีการตรวจสอบความสมเหตุสมผลแบบแบ่ง
ตัวอย่างในสัดส่วน 80:20 และใช้วิธีการลิดกิ่งโดยวิธี QUEST  

 



วารสารวิชาการวิทยาศาสตร์และเทคโนโลยี มหาวิทยาลยัราชภฏันครสวรรค์                                   124 
                       ปีที่ 13 ฉบับที ่18 กรกฎาคม – ธันวาคม 2564  

  ตัวอย่างการพิจารณาตัวแปรท านายท่ีมีผลต่อการต่ออายุสัญญาเพิ่มเติมชดเชยค่ารักษาพยาบาลรายวัน

แสดงในภาพที่ 1 ซึ่งจะเห็นว่าลักษณะการจ่ายเบี้ยประกันภัยเป็นตัวแปรท านายทีม่ีความส าคัญเป็นอันดับแรกใน

การท านายการต่ออายุสัญญา  ส าหรับสัญญาที่จ่ายเบี้ยประกันภัยรายเดือนหรือรายไตรมาส ตัวแปรท านายที่มี

ผลอันดับรองลงไปคือจ านวนเงินเคลม ส าหรับสัญญาที่จ่ายเบี้ยประกันภัยรายปี ตัวแปรท านายที่มีผลอันดับรอง

ลงไปคือจ านวนครั้งในการเคลม เป็นต้น 

ค่าความแม่นของต้นไม้การจ าแนกตามลักษณะการจ่ายเบ้ียประกนัภัย 

            ค่าความแม่นของต้นไม้การจ าแนก เมื่อใช้วิธีการตรวจสอบความสมเหตุสมผลแบบแบ่งตัวอย่างใน

สัดส่วน 80:20 และใช้วิธีการลิดกิ่งโดยวิธี QUEST จ าแนกตามลักษณะการจ่ายเบี้ยประกันภัย (รายปี รายครึ่งปี 

รายไตรมาส และรายเดือน) แสดงในตารางที่ 4 

 

ตารางที่  4  ค่าความแม่นของต้นไม้การจ าแนกเมื่อใช้วิธีการตรวจสอบความสมเหตุสมผลแบบแบ่ง 

          ตัวอย่างในสัดส่วน 80:20 และใช้วิธีการลิดกิ่งโดยวิธี QUEST จ าแนกตามลักษณะการจ่ายเบี้ย 

                 ประกันภัย 

ปัจจัย จ านวนสญัญา ค่าความแม่น 

ลักษณะการจ่าย

เบี้ยประกันภัย  

รายป ี 6,949 (27.52%) 80.256% 

รายครึ่งป ี 1,879 (7.44%) 66.201% 

รายไตรมาส 2,829 (11.20%) 53.103% 

รายเดือน 13,592 (53.83%) 53.923% 

 

จากตารางที่ 4 สัญญาที่จ่ายเบี้ยประกันภัยแบบรายปี ค่าความแม่นของต้นไม้การจ าแนกในการท านาย

การต่ออายุสัญญามีค่า 80.256% สัญญาที่จ่ายเบี้ยประกันภัยแบบรายครึ่งปีค่าความแม่นของต้นไมก้ารจ าแนกใน

การท านายการต่ออายุสัญญามีค่า 66.201% ส่วนสัญญาที่จ่ายเบี้ยประกันภัยแบบรายไตรมาสและรายเดือน    

ค่าความแม่นของต้นไม้การจ าแนกในการท านายการต่ออายุสัญญามีค่าประมาณ 53-54% และเมื่อพิจารณาจาก

แผนภาพต้นไม้พบว่าปัจจัยที่มีผลต่อการต่ออายุสัญญาของสัญญาที่จ่ายเบี้ยประกันภัยแบบรายปีได้แก่ จ านวน

ครั้งของการเคลม รองลงมาคือภูมิล าเนา 
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4. อภิปรายผลการวิจัยและข้อเสนอแนะ  
จากท าซ้ า 500 ครั้ง ค่าความแม่นเฉลี่ยของตัวแบบต้นไม้การจ าแนกโดยใช้วิธีการตรวจสอบความ

สมเหตุสมผลแบบแบ่งตัวอย่างในสัดส่วน 80:20 และใช้วิธีการลิดกิ่งโดยวิธี QUEST ให้ค่าความแม่นเฉลี่ยสูงสุด
เท่ากับ 62.374% เมื่อน าวิธีนี้มาหาค่าความแม่นและปัจจัยที่มีผลต่อการต่ออายุสัญญาเพิ่มเติมชดเชยค่า
รักษาพยาบาลรายวันจ าแนกตามลักษณะการจ่ายเบี้ยประกันภัย พบว่าส าหรับสัญญาที่จ่ายเบี้ยประกันภัยแบบ
รายปี ค่าความแม่นของต้นไม้การจ าแนกในการท านายการต่ออายุสัญญาเท่ากับ 80.26% ส าหรับสัญญาที่จ่าย
เบี้ยประกันภัยแบบรายครึ่งปี ค่าความแม่นของต้นไม้การจ าแนกในการท านายการต่ออายุสัญญาเท่ากับ 66.20% 
สอดคล้องกับการพิจารณาเบื้องต้นด้วยสถิติพรรณนาซึ่งพบว่าลักษณะการจ่ายเบี้ยประกันภัยน่าจะมีผลต่อการ
ต่ออายุสัญญา โดยการจ่ายเบี้ยประกันภัยแบบรายปีมีสัดส่วนการต่ออายุสัญญามากที่สุดคือ 3.747 และการจ่าย
เบี้ยประกันภัยแบบรายครึ่งปีมีสัดสว่นการตอ่อายุสัญญาเท่ากับ 1.696 โดยปัจจัยที่มีผลต่อการตอ่อายุสัญญาของ
สัญญาที่จ่ายเบี้ยประกันภัยแบบรายปีได้แก่ จ านวนครั้งของการเคลม รองลงมาคือภูมิล าเนา ซึ่งสอดคล้องกับ
สถิติพรรณนาท่ีพบว่าจ านวนครั้งของการเคลมน่าจะมีผลต่อการต่ออายุสัญญารองจากปัจจัยลักษณะการจ่ายเบี้ย
ประกันภัยโดยผู้เอาประกันภัยที่มีจ านวนครั้งของการเคลมมากกว่า 1 ครั้งมีสัดส่วนการต่ออายุสัญญาเท่ากับ 
2.761 

สิ่งที่น่าสนใจศึกษาต่อคือในการวิจัยครั้งต่อไป ได้แก่ การศึกษาความแม่นของต้นไม้การจ าแนกเมื่อ
พิจารณาจ าแนกตามประเภทของกรมธรรมหลัก ที่แบ่งเป็นแบบตลอดชีพและแบบอื่น ๆ รวมทั้งการจ าแนก
ร่วมกันระหว่างประเภทของกรมธรรมหลักและลักษณะการจ่ายเบี้ยประกัน ซึ่งเป็นประโยชน์ในการน าไป
ประยุกต์ใช้จริงตามชนิดของกรมธรรม์หลักและวิธีการจ่ายเบี้ยประกันที่บริษัทประกันภัยสามารถใช้ท านายการ
ต่ออายุสัญญาเพิ่มเติมชดเชยค่ารักษาพยาบาลรายวันได้ หรือน าไปประยุกต์กับผลิตภัณฑ์หรือกรมธรรม์ชนิดอื่น 
นอกจากนี้อาจใช้วิธีอื่น ๆ ในการท านายการต่ออายุกรมธรรม์หรือการต่อสัญญา เช่น ตัวแบบป่าสุ่ม ( random 
forest) หรือใช้วิธีบูสต์ทิงปรับได้ (adaptive boosting)   
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