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n15U5unIM Optimizer AdaDelta lngldlsidunsgdu Tanh lA1AUgNABY (Accuracy) avgnfie
0.937 wag 0.954 AANAiLEn (Precision) 0.937 uay 0.955 wazAdRsINsTUungniaaiedoya
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msfmuivlednieluusueundiatuiieduunluaulnsldogisiivszansam Tneduunlsgnsios
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Abstract

Herbs are now more frequently used to treat illnesses than modern medicine. As a result, in
this study, herbal leaves such as guava, jatropha, lemon, and pomegranate leaves were classified
using deep learning methods using a convolutional neural network, which are poisonous and
non-poisonous leaves. By contrasting the activation functions of RelU, Sigmoid, and Tanh, as
well as the algorithms used to optimize the models AdaDelta, AdaGrad, Adam, RMSprop, and
SGD. In order to expand the number of photos, it has also modified the image by flipping and
altering the brightness. The experimental findings demonstrated that the AdaDelta optimizer
utilizing the Tanh activation function provided the highest accuracy values, precision values, and
recall rates, respectively, before and after image improvement, at 0.937 and 0.954, 0.937 and
0.955. Consequently, it can be stated that the model developed via this research can be used
to effectively categorize herb leaves in websites or mobile applications. The classification was

accurate 95.40%.
Keywords: Herb, Image Processing, Deep Learning, Neural Networks
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Processing) e duunluayulnsiienisiouiveunias (Machine Learning) Mailieasulviiazosld
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Annsi3euiuazandinudnvazvesluayulng Aordoaaninisfuai Ineinisteya uas
Uyayseing w3e Al (Artificial Intellisence) 19131998 (Jordan & Mitchell, 2015)

fedu nifeadedidiinmegnduayulnsfiffivuarlaiffie 1w 4 e THud Tudss Tuay
a/ayuns Tunzuns warluriuiin Taetaimananniules Mendeley Data (https://data.mendeley.
com/datasets/nnytj2v3n5) (Roopashree & Anitha, 2020) %’!ﬁmwaqulWiﬁyjdﬁmﬂ%gﬂﬁm%ﬂu
fegnslunismnassislassisUszamiuuaoulgiuniouiauisudiou anesfiulunisiiy
Uszansnimvedluing Usznounay AdaDelta, AdaGrad, Adam, RMSprop Wag SGD wazluSauLiieu
nslgfentunsedulaun ReLU, Sigmoid wagTanh ﬁqﬁt,ﬁaﬁmuﬂumalﬁl,ﬁmmil,%'auﬁﬁlmuﬂﬁ WAy
ausavhuisnnluagulnsldesiegnies dsulimaiildanmsideafadavanusatluiamndy
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HagtufleuAdeifsnfunsitoudveandeseg dudiuiuinn 1wy sideves Panmuang el
al. (2021) #l4laseinsdszamiiounvuasuligduddnlunisduunussianiusiudadan
lagidenldluing VGG16 Iuwuniugdn 41wy 5 vl Usenaumie nv23, gnssuysl, uyusiil,
Foum1 uarveunyd105 Nan1snaaemudl amnsaduuniugtilisgrsgniessesay 85.00 Tuvae
Ain15338904 Schwartz el al. (2019) AilFinauslunauszaniedniiioUszanananin Faluina
aunsaiFeudlunssuunseandeavosnlidhnmasiuasnntosifieds uanaindunuiteves
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unsal ansuasdund uazaa (2565) TlUSsuiisuIBnsieeilsalunzundonisSoulidsdn
Tneidonldanidnenssu LeNet-5 VGG16 RestNet-50 wazanilnonssuihiiausuuiiuguues VGG16
NanFITewuiUsEAnBamATiAT1EvenY LeNet-5 nnugndesienas 78.90 dailUszAnsnwsian
Tuvadiantnenssuitiiauelimnugniesiosas 89.06 dulrngean uiliunnsnaiu ResNet-50 snniin
uazaATees Sun et al. (2022) AlfUszndlémadiansiFoudidsdnlunsiannluusueunaindy
wleuiaUszanslunsandiayulng laeldaninenssn ResNet-50 uaz MobileNet-V2 nansidewuin

small ResNeXt-101 + transfer dfnaugnaesgegameiasay 94.50
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dmiumsidenmisveredoyamednisndunin uazuiuaruainwesnn §Ideldafmun

ANIIRLNBSVRINTTNAUNWIULULIAY BazUSUAMNAINIVDINNANNTEUUE HSV Usenausmie Aand

(Hue) A1ANBNAT (Saturation) wazA1AINEINN (Value) Inaminunaiauainawindu 50 (lnaund

¢ilA19E581NIN9 0-255) BIAUNTALAAIFIDENFINNG 2

(n) AISNAUNN () NMSUSUAIIUEINVBINN

2H 2 FIE19NNSNAUNINLAENNSUSUANUAINIVBINTN

v
nsasalaea

v '
o A v

Tun1sideaseillaidanly CNN 39d33ulavinnasusundaluinauuiiugiuves VGG16
IngUsuUse Hyperparameter @aleiun UwInvaq Filter ianad 1gu VGG16 Juu1aved Filter v0susiaz
JuRe 64, 128, 256, 512 udlun153deasalfe 32, 64, 128 waz 256 wazlaanduiutu Convolution

P lAa1115080YUINVBITIUIUNISTNDS AL IAAILA AINTNT 3
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Input 128x128

Kernel 3x3, Conv2D 32

MaxPooling 2x2

Kernel 3x3, Conv2D 64

MaxPooling 2x2

Kernel 3x3, Conv2D 128

MaxPooling 2x2

Kernel 3x3, Conv2D 256

MaxPooling 2x2

FC 1024
Dropout 0.25

FC classes

Output

A 3 @1dnenssunvinnsusuwaalueg

1) 1Asa@519909 CNN azwmilaunulassuigussainiiey (Artificial Neural Network: ANN)

wizLiunsAwunidnvazuuueeuligtudnlulueiediy Feasyihlvilivunade (Pooling Layer)
Pvmthiiaunatsszninsiureulgtu lnefiliileanuuin (Downsample) ¥e3 Feature Map Tidnaa

v '
|

waztugenlewuvanysal (Fully-Connected Layer) #3ai3eni1dugou Inihilunisiwunyseian

'
=

v8390g Feniseunieglutuliazgniveslesiutunouligiu uasduyaisegreauysal Meil CNN

q

mmmﬁﬂﬁﬂ%miaﬁ’m@mé’ﬂwmzﬁmwmgﬂm‘w LazNTIUNUITELAM (FNTUNS aunuay uag
law13n a3usly, 2561) Tnetaunsiie el

maﬁmam%mubq%’u ﬁyuﬁdwéaaazgﬂﬁwmﬁwmmwu dot product fiuLABsLIUA
(Kernel) Aiflvurn H x H x K Tngiassiuadesdivuinidnniivuinuesgunim uag K fediuiuves

LPesiuaNABINIIAUIM Naanslaanduilifonin Feature Map Femuaalansil
— VK=1yH=1\VH=1
Uijm = Zk=0 2p=0 2q=0 Xi+p,j+qkPpgm + bijm )

lne#t X fegunmdldlunishuin dw A Aewmesiuavun #xH uag b Ao Bias
dwsunmsiwadlutugeulewuvanysal azdunisiwinmeAnuiasdu (Probability)

peflantugansung (Soft Max) Asaunis
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exp(x;) )

i) = S

2) Sane3fiulunsiiuusyansnmwedluea Wuilsiduneadinmansiiondesmisdweslu
1333 1Wu A Weight uas M1 Bias Saia3esilerfinuszavisnmerelimsuiBnisasu Weight uas
Learning Rate 483 Neural Network sisiifieandn Loss we Error lumsiseadsiildidentdsanesiiy
Tunsifinyszansaan Usenaudie AdaGrad, AdaDelta, Adam, RMSprop kag SGD iiesannidu
Fanesuiinenldlu NN fseasdensoluil

AdaGrad 1fu Optimize fiflw1sfimeslnsanizlunsnay Learning Rates wazluudas
wisdimesarilfuys cache Wyt devmihillumsifiusmsiuanavessi Gradients  1ng

A7eglu cache LNALITOY 9 WAz Learning Rate 3zanad (Mustapha el al., 2021) Asaun13

S« 5+V,J(O)®V,I(6) (3)
PR\ 1C)

Js+p (4)

AdaDelta gnitauieyanu1aIn AdaGrad 1ng Leaming Rates d¥anatagumoiilowasnnis

@

Hnelu wazazlafunasIunawmuAa1NN1SAIUIN Gradients i AdaGrad LHazgnINARNISAZaNAN

U

ANSATLINYDY Gradients 1eitas (Mustapha el al., 2021) fsgunis

AG - RMS[A¥], , t (5)
RMS[g],
0, 0,+A6, ©

Adaptive Moment Estimation (Adam) Ju Optimizer AT19859n AdaGrad wag RMSprop
W ielid@1u15aU5y Leamning Rates dusunisniiimosiunnarasala vinlrauisaundeymn
Decaying U84 Gradients lunaazdunsufe1uuilainieudu AdaDelta (Poojary & Pai, 2019)

AIFUNT

{ﬂt <« plﬂt—l + (1_ pl) gt (7)
Ve < Pt (1_,02)912

Root Mean Square Propagation (RMSprop) Qﬂﬂ'ﬁum%uu’nﬁmﬁﬂmm‘um AdaGrad Iagld

EMA (Exponentially weighted moving average) WU Lys cache vinlitivanveuaudfgy
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¥99 Gradients lngagldA1iadsves Gradients 115078 root ¥esAILRAY (Poojary & Pai, 2019)
AYEUNTT

n

€t+1 :gt - 2 :
JA-7) g +7g+e

* (8)

Stochastic Gradient Descent (SGD) Iag SGD 2din1susuusaannsiwesiunn 9 gndeya

A TngazUSuugauansafgInon1singy 1 5o (Poojary & Pai, 2019) fdaunIs

g =%Vg2i L(f(x”;0),y") 9)

0=0-¢.9 (10)

3) fandunsedu (Activation Function) n3eilandunisaielew (Transfer Function)
Duilsdduiifunasauainnisuszanaieoualuyn input (M0 Dendrite) nnelufiaseu wilesiinig
fnsauazdsieluds Output a9uull Activate Function Afesldluiadedneussarmidion laun
ReLU, Sigmoid Wag Tanh (Khadim et al., 2021) Freazdunolul

ReLU (Rectified Linear Unit) ifuslsridufisaudis i5end Ramp Function naniie e
Input fidndaus 0 Fuld Output axilenwiiu g Input Afesndt 0 szfMua Output iU 0 maen

AFUNT

f(x) =relulx) = gi’ %20 (11)

, xi<0

Sigmoid LJuilsiduifidnwaidulAsgud S Tae Output fiAsewing 0-1 funainAaeg

\Ju (Probability) w5el4idu Output 1=Yes, 0=No faauns

1 e
1+e™*  eX*+1

f(x) = sigmoid(x) = (12)

a v o

Tanh (Hyperbolic Tangent) tJuflasduiindrefu Sigmoid sinefumsadi Output Azaglulie

-1 way 1 wazllandanisdnaula? o laly 0.5 deaunis

Q

eX—e™*

eX+e™*

f(x) = tanh(x) =

(13)
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n5IaUsEaNSnmlaea
nyindsgansamlunalaglinisindrninugndes Arauutug wagA18nsINITILUN
Y A v & a ¢ o ¢ P A v aa o '
gneeadlioeyaiduase (unnsal aeuasduns uazmnz, 2565) Jaduaiildanisnismeaeuiiiene

wensalaugnsiswesteyalasfniduanfosay deaunis
(TP +TN)

Accuracy = N T EN 7 FP 4 TP) (14)
.. TP
Precision = TPLFP (15)
TP
Recall = e (16)

lnedl TP Fadnensalgndeadisuin TN AeAmensalgndendiau diu FP AsAmeinsel

RANAIALTIUIN wag FN ABAINEINTAIRANAIALTIAU

4. Nan13IW

dmsumsiteluaded Idmununimdreluayulng e uunluayulnslaenisuszondld
lasegdsramitsnwuuaeuligdu wagiUeuiiguusednsnindanasiu Usenauaie AdaDelta,
AdaGrad, Adam, RMSprop way SGD W%Elmﬁy’ﬂLﬂ%ﬁULﬁﬂUWﬂﬁ%uﬂi%@ju lawn RelU, Sigmoid
wavTanh kan1sNAasIskUInIsiauessnd 2 dufe diuiildnimdeunisusunmuasndsnis
Ysunn laua nMsndunmkazn1sUTUANLEINNUBININ LagirunaImITIdmesaI 9 il

® | earning Rate: 0.001

® Metric: Accuracy

® | oss Function: Cross-Entropy

® No. of Epochs: 100, 200, 300

® Training & Validation Batch Size: 32

® Total No. of Images in Train Dataset: 144 (nauuUfunIn), 432 (masusunn) for each

class

® Total No. of Images in Validation Dataset: 36 for each class

NaN1MAARINaUNTUTUNIN
Han1snaaeUsEaAnSnmvasliaalulsiay Optimizer wui1 ArANgNdesRINTleitunsEauy
ReLU dlA1gaan 0.902 §a1191n Optimizer RMSprop M4147u epochs 200 58U (115199 1)

duilanidunsedu Sigmoid fiAnggn 0.744 33111910 Optimizer RMSprop #57u3u epochs 100 50U



NINTIMTINemansuasinalulad unInerderiguasaIssa 60
s IENLE . o o o
N Y4 15 atufl 22 nsngnau - Suaau 2566

(113199 2) uagdlsidunsedu Tanh A1gega 0.937 1130 Optimizer AdaDelta 91143 epochs

200 89U (miwﬁ 3)

M19199 1 wansveaedlunaluwsiag Optimizer a1nflendunsydu ReLU (fouusunin)

Epochs 100 Epochs 200 Epochs 300
Optimizer
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

AdaDelta  0.465 0.293  0.465 0.645 0525 0.645 0.687 0.807  0.687
AdaGrad 0.764 0.843 0.764 0.777 0.828 0.777 0777 0.856  0.777

Adam 0.792 0.850 0.792  0.770 0.840 0.770  0.777 0.828 0.777
RMSprop  0.792 0.833  0.797 0.902 0912 0.902 0.770 0.833 0.770
SGD 0.777 0.853  0.777 0.784 0.863 0.784  0.777 0.861 0.777

M19199 2 wan1sveaesluwaluusiag Optimizer anilendunsesu Sigmoid (feuusunin)

Epochs 100 Epochs 200 Epochs 300
Optimizer
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

AdaDelta  0.250 0.062  0.250 0.250 0.062 0.250  0.250 0.062  0.250
AdaGrad 0.250 0.062  0.250 0.250 0.062 0.250 0.250 0.062 0.250

Adam 0.656 0.700  0.659 0.638 0.671 0.638 0.729 0.831 0.729
RMSprop =~ 0.744 0.824 0.7143  0.743 0.786 0.743  0.729 0.791 0.729
SGD 0.250 0.062 0.250  0.250 0.062 0.250 0.250 0.062 0.250

M1919% 3 wan1sveaedlunaluwsiaz Optimizer 31nfleidunsgau Tanh (Aowusuniw)

Epochs 100 Epochs 200 Epochs 300
Optimizer
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

AdaDelta  0.673 0.581 0.673 0.937 0937 0.937 0924 0.924 0.924
AdaGrad 0.764 0.817  0.764 0.777 0821 0.777  0.771 0.832 0.771

Adam 0.791 0.842  0.791 0.791 0.852 0.791  0.778 0.827 0.778
RMSprop ~ 0.770 0.836  0.770 0.784 0.850 0.784  0.785 0.843 0.785
SGD 0.784 0.860  0.784 0.784 0.840 0.784  0.785 0.834 0.785

AT 1 88 91501997 3 Uszansamveslumaniaainnisiieuiieulunsas Optimizer

WU31 AdaDelta 31nlendunsedu Tanh dd1Uszaniainagsan lngiiansanlaaindiainugnaes
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Arruug wazAdnsnsuungnieuiietoyaiduais s 3 A1 dewvindudie 0.937 Aiduau
epochs 200 58U @3NTkAAINANTSIUTEULTIEU Optimizer Wanaunisidflendunseduiazdiuiu

epoch (100, 200, 300) léfannd 4

OPTIMIZER

—o— AdaDelta AdaGrad =—#&—Adam =—=<=RMSprop =¥=SGD

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

ACCURACY

100 200 300 100 200 300 100 200 300
RELU SIGMOID TANH

ACTIVATION FUNCTION

A 4 WisuWiey Optimizer wonanunslafleidunseiuuwazanuiu epoch (naudiunim)

31nNNM7 4 naUseiiudseansnmnisduunluayulng wud deidunsedu Tanh daraay

gnAesdIan 310 Optimizer AdaDelta luvaugiflandunsedy Sigmoid AA1AIINYNADIAIA

3711 Optimizer AdaDelta, AdaGrad wag SGD

WNaN1sNAaBINaINIsUSUNIN
F9lUN1TNAAWAINITUSUANAILMATANISAAUNIN LALAITALAIINETN VAT IUIUAN
WNTY 52 duduu 1,728 A 1eg 576 Ananannmeuatiu wazdn 1,152 AINU1INNIsUSUAm

a

Han InAaeUsEAvEnmveddiing wud luldag Optimizer dAAugnaesainilsidunsedu ReLU
flFngagn 0.891 F91191n Optimizer RMSprop 7157u3u epochs 200 50U (151471 4) dduileridu
nsedu Sigmoid fIAngean 0.752 91910 Optimizer Adam #9117 epochs 300 59U (AN51991 5)
wagdlaridunsdu Tanh fiA1gean 0.95¢ Fs3197n Optimizer AdaDelta 151U epochs 200 50U

(miwﬁ' 6)
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M19199 4 wanveaedlunaluusiag Optimizer 31nflenunsyAu ReLU (ndsusunin)

Epochs 100 Epochs 200 Epochs 300
Optimizer
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

AdaDelta  0.512 0.384 0.512 0.622 0.614 0.622 0.781 0.717 0.781
AdaGrad 0.832 0.809  0.832 0.830 0.819 0.830 0.773 0.802 0.773

Adam 0.811 0.851 0.811 0.773 0.853 0.773  0.810 0.883 0.810
RMSprop ~ 0.799 0.823  0.799 0.891 0909 0.891 0.771 0.841 0.771
SGD 0.779 0.736  0.779 0.830 0.748 0.830 0.773 0.856 0.773

M1919% 5 wan1sveaedluinaluusiaz Optimizer 31nfleidunsgau Sigmoid (MaaUsunIn)

Epochs 100 Epochs 200 Epochs 300
Optimizer
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

AdaDelta  0.250 0.062  0.250 0.250 0.062 0.250  0.250 0.062 0.250
AdaGrad 0.250 0.062  0.250 0.250 0.062 0.250  0.250 0.062 0.250
Adam 0.453 0.612  0.453 0.611 0.662 0.611  0.752 0.781 0.755
RMSprop  0.624 0.738  0.624 0.724 0.810 0.724  0.703 0.701  0.703
SGD 0.250 0.062  0.250 0.250 0.062 0.250 0.250 0.062 0.250

M1919% 6 wan1veaedlunaluusiaz Optimizer 31nfleitunsgAl Tanh (MasUsunIw)

Epochs 100 Epochs 200 Epochs 300
Optimizer
Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall

AdaDelta  0.917 0917  0.917 0.921 0921 0921 0954 0.955 0.954
AdaGrad 0914 0928 0914 0.918 0.922 0918 0.907 0.920 0.907

Adam 0.250 0.062  0.250 0.250 0.062 0.250 0.250 0.062  0.250
RMSprop ~ 0.250 0.062  0.250 0.250 0.062 0.250 0.250 0.062 0.250
SGD 0.917 0.920 0.917 0.917 0915 0917 0902 0.911 0.902

NAN997 4 83 a15799 6 UszavBamuedlumaiildainnisiFeudieuluusas Optimizer
WRIINNFUTUNIN WU AdaDelta anilandunsedu Tanh deUsyansnmgen tnefinnsantaain
AALgNFDs 0.954 A1AINILILGY 0.955 uazAdnsnsiuungndeaiedoyaiiuate 0.954
#id1191 epochs 300 59U @INTARARINANTUTBULTIBU Optimizer uonsunsldilsddunsziuuas
§713u epoch (100, 200, 300) leannd 5
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OPTIMIZER
—o— AdaDelta AdaGrad =#&—Adam =>¢=RMSprop ==#=SGD
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ACTIVATION FUNCTION

A 5 WiBuWiey Optimizer wonaun1slafleidunseduuazdnuiu epoch (MasUFunm)

91NN 5 wauseiliudsgansainnisdwuniuayulng wud Aeddunsedu Tanh SAaau

v

NAgIgA 310 Optimizer AdaDelta Wurufuneuliunm luvaeiiandunsedu Sigmoid dA1A1Y

Y Y

[ '

QNABIAIEA 910 Optimizer AdaDelta, AdaGrad Wag SGD WuiufufsuUsunw WewIeufiguna
neagnlaianeulTunmuazraUua NI SeravaugnAesInatUTunmaIndneuyTuam
Ingnsuliunmsagaraugnaes 93.70 nasUTuNmIBEarANgNADY 95.40

1Y

5. AUSIENANTSIALULASUDLEAUD LU

'
U & A

npUszasdiieduunnnluayulnsmelassineyssamuuuneuligtuldadnuay

UYL
Wisuifisudaneiiinlunisiiiudszavinmueding wazSouiisuileitunsedu Tneiiegnsly
anulnsidfivuarlaiffi $1uau 4 wda Toud Tusss Tuays/ayun Tussun wagludiufin annduled
$1u9u 720 A TagufiusiuaunimainnisndunmluluIuauRe waznisUsuAMuaIIweInI S99
Wmaimaumwﬁi%ﬁmé”umiﬁauilﬂmﬁuiwLfJu 1,728 A1 Iag 576 AINL1INANAUATU kardn
1,152 27 1191nA15USUNN

HANITNARBINBUNITUTUNINNUIN Optimizer AdaDelta 3nfleAdunsedu Tanh dan

a [ °

Usgdndnngaan lnefinnsanlaindianugnied Armnunaug wagaA1A1dnsIn1sdnuungneadile

' N

Toyaiduase Fas 3 a1 fiAwviiufe 0.937 Tdwu epochs 200 58U naTABlwANITElAUTUUA
ualagldnnlunsSens $1uiu 576 am anunsavineluagulnslagnsesdesay 93.70 Weviinis
Windwunmlaensusunmlusuunmssasyuanuainmwesnin vibilanmlun siseuiinua

sy 1,728 amn nansvaaasnudn AdaDelta nileidunsesu Tanh fiddsednsanasaniguiu
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Tngfiansanlaanaiaugneas 0.954 AAIIULLINET 0.955 wagAA18nIINITTUNgnAedilotoya
w39 0.954 fif1u9u epochs 300 sou duFagUldinlunafideliusuusiadulaenisifiudiuau
v annsavingluayulnslagnsesiosas 95.40

a YA o

PMnNan1TaassausatilunanasannsusunmagIdulausunselagly Optimizer

U
=

AdaDelta wazilandunszdu Tanh luszandldlunisiauivlsduseluuisioundnduiiosuunly
ayulnsliegnadiuszangnm egelsfmumnilSeudisuiuneunisusuninnudn Aanugnaestiu

WinAy Melonllawnndnurunmiazinyizveanma i sieusiardanlagndesnnduiied

Y

VA7)
o a =

Asuiingruaunn wenandunsldlumailivsuurtuainnisitended Faisruudutesnis
andnonssudu q ves ONN ld19zfu VGG 16 LeNet-5 w3 ResNet-5 waiiaavinlszeziaanlunis
Ussinanatiesniuidiadissavsamilannsmiluussgndldldegnaiiome
dmiunsideadiely msfinnuyateyaguain wazuuaw wouvisthnmly
ayulnsluusuusaguinuusing 9 Wy 1y n137ugUNN (Rotate) N1slddysyrausuniu (Noise)
n3UFUUAIAILER (Contrast) MsiUABLA (Recolor) niswuaegUntw (Blur) s fsiliileliguans]
dnwnzuansirsiusenld uaziitevililumaldiAnnisiFouiuazandrgunmludnvazdng q Téunn

%
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6. AnANSSUUSEAA

VOVDUANI URAVULITEIINANEATANENTANAIUNTTY NnTInendemalulagsvusradyys

7. 1@Na1591989

ngade YA way Sndasu assudad. (2558). msimukenndindudiemalulagainduas
3w dwsuisiluanulwsitudiu, 295595399 5ums 1M WS 1 InendesIusipn g, aty
Ay: 1nssudvInsgidayan mjwmaﬂ’uﬁjmmmazjuﬁﬂm lneand deauin Ju, 9-23.
https://so005.tci-thaijo.org/index.php/Praewa-ksu_Journal/article/view/90567

InTuns aunuau wag lown3n giudz. (2561). lassgussamiisuwuunsuligtudednd miung
Suwunwssalliifiegludanndeunssssuni. 1959153 ne1mansuazmalulad uni1ivess
Un1a19A14, 38(2), 113-124. http://olarik.it. msu.ac.th/wp-content/uploads/2019/10/001-
Jakkarin-2019.pdf

pfiun$ fugndl uaz aigns T1aassa (2562). MswmuASewuLUUARLENAanA1IGealan 35S
USEINaNanIn. 273581539153 man suasalulad unIne1ae s 1viuasaITsa, 11(13),
79-92. https://ph02.tci-thaijo.org/index.php/JSTNSRU/ article/view/133998

AUGRYINGITIWITUR, ANTLNNEAIEASISINEIV1a5UTUR unInerdeuiing. (2564) gyulns.

https://med.mahidol.ac.th/poisoncenter/th/pois-cov/Herbal.



NINTIMTINemansuasinalulad unInerderiguasaIssa 65
s IENLE o o o
N Y4 15 atufl 22 nsngnau - Suaau 2566

gunTal aneuasiun, siing 91909 way esana §I5I0NW. (2565). MIiUSeuisuimslieszilsely
UPUMMENISEUIIANGN. 279375Tnem sarsaumAuazmAluladUszend unTIneIaeunarsnii,
4(1), 71-86. https://li01.tci-thaijo.org/index.php/agkasetkaj/article/ download/249570/173217

Jordan, M. I. & Mitchell, T. M. (2015). Machine learning: Trends, perspectives, and prospects.
Science, 349(6245), 255-260. https://doi.org/10.1126/science.aaa8415

Khadim, E.U., Shah, S.A. & Wagan, R.A. (2021). Evaluation of activation functions in CNN model
for detection of malaria parasite using blood smear imases. In International Conference
on Innovative Computing (ICIC), Lahore, Pakistan, 1-6. https://doi.org/10.1109/ICIC53490.
2021.9693056

Mustapha, A., Mohamed, L. & Alj, K. (2021). Comparative study of optimization techniques in
deep learning: Application in the ophthalmology field. Journal of Physics: Conference
Series, 1743, 1-12. https://doi.org/10.1088/1742-6596/1743/1/012002

Panmuang, M., Rodmorn, C. & Pinitkan, S. (2021). Image processing for classification of rice
varieties with deep convolutional neural networks. In 16th International Joint Symposium
on Artificial Intellisgence and Natural Language Processing (iSAI-NLP), Ayutthaya, Thailand,
1-6. https://doi.org/10.1109/iSAI-NLP54397.2021.9678184

Poojary, R. & Pai, A. (2019). Comparative study of model optimization techniques in fine-tuned
CNN models. In 2019 International Conference on Electrical and Computing Technologies
and Applications (ICECTA), Ras Al Khaimah, United Arab Emirates, 1-4. https://doi.org/
10.1109/ICECTA48151.2019.8959681

Roopashree, S. & Anitha, J. (2020). Medicinal Leaf Dataset. https://data.mendeley.com/
datasets/nnytj2v3n5

Schwartz, E., Giryes, R. & Bronstein, A. M. (2019). DeeplSP: Toward learmning an End-to-End image
processing pipeline. IEEE Transactions on Image Processing, 28(2), 912-923. https://doi.org/
10.1109/TIP.2018.2872858

Sun, X., Qian, H., Xiong, Y., Zhu, Y., Huang, Z. & Yang, F. (2022). Deep learning-enabled mobile
application for efficient and robust herb image recognition. Scientific Reports, 12(6579),
1-18. https://doi.org/10.1038/541598-022-10449-9



