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บทคัดย่อ 
ปัจจุบันสมุนไพรถูกน ามาใช้บรรเทารักษาอาการเจ็บป่วยแทนยาแผนปัจจุบันมากขึ้น  เพราะสมุนไพรเป็น
ผลิตภัณฑ์ที่ได้จากธรรมชาติและก่อให้เกิดผลข้างเคียงน้อย แต่สมุนไพรบางชนิดอาจส่งผลกระทบต่อสุขภาพหาก
เลือกใช้ผิดชนิดเนื่องจากมีความคล้ายคลึงกัน ประกอบกับฐานข้อมูลรูปภาพของสมุนไพรจ านวนมากยังไม่มีการ
จ าแนกชนิดที่ชัดเจนหรือเป็นข้อมูลที่ไม่ถูกต้อง ดังนั้นในการวิจัยครั้งนี้จึงได้ประยุกต์ใช้โครงข่ายประสาทแบบ
คอนโวลูชัน (Convolutional Neural Network: CNN) ที่ได้ท าการปรับแต่ง และเลือกใช้เทคนิคการเรียนรู้เชิง
ลึก (Deep Learning) ในการจ าแนกใบสมุนไพร ประกอบด้วย ใบฝรั่ง ใบสบู่ด า/สบู่ขาว ใบมะนาว และใบทับทมิ 
ซึ่งเป็นใบสมุนไพรที่มีพิษและไม่มีพิษ โดยเปรียบเทียบอัลกอริทึมในการเพิ่มประสิทธิภาพของโมเดล 
ประกอบด้วย AdaDelta, AdaGrad, Adam, RMSprop และ SGD พร้อมทั้งเปรียบเทียบการใช้ฟังก์ชันกระตุ้น 
(Activation Function) ได้แก่ ReLU, Sigmoid และTanh นอกจากนั้นยังได้ท าการปรับภาพด้วยการกลับภาพ 
(Flip) และการปรับความสว่างของภาพ (Brightness) เพื่อเพิ่มจ านวนภาพ ผลการทดลองพบว่า ก่อนและหลัง
การปรับภาพ Optimizer AdaDelta โดยใช้ฟังก์ชันกระตุ้น Tanh ให้ค่าความถูกต้อง (Accuracy) สูงสุดคือ 
0.937 และ 0.954 ค่าความแม่นย า (Precision) 0.937 และ 0.955 และค่าอัตราการจ าแนกถูกต้องเมื่อข้อมูล
เป็นจริง (Recall) 0.937 และ 0.954 ดังนั้นจึงสรุปได้ว่าโมเดลที่ได้จากการวิจัยครั้งนี้สามารถน าไปประยุกต์ใช้ใน
การพัฒนาเว็บไซต์หรือโมบายแอปพลิเคชันเพื่อจ าแนกใบสมุนไพรได้อย่างมีประสิทธิภาพ โดยจ าแนกได้ถูกต้อง
ร้อยละ 95.40  

 
ค าส าคัญ:  สมุนไพร  การประมวลผลภาพ  การเรียนรู้เชิงลึก  โครงข่ายประสาทเทียม 
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Abstract  
Herbs are now more frequently used to treat illnesses than modern medicine. As a result, in 
this study, herbal leaves such as guava, jatropha, lemon, and pomegranate leaves were classified 
using deep learning methods using a convolutional neural network, which are poisonous and 
non-poisonous leaves. By contrasting the activation functions of ReLU, Sigmoid, and Tanh, as 
well as the algorithms used to optimize the models AdaDelta, AdaGrad, Adam, RMSprop, and 
SGD. In order to expand the number of photos, it has also modified the image by flipping and 
altering the brightness. The experimental findings demonstrated that the AdaDelta optimizer 
utilizing the Tanh activation function provided the highest accuracy values, precision values, and 
recall rates, respectively, before and after image improvement, at 0.937 and 0.954, 0.937 and 
0.955. Consequently, it can be stated that the model developed via this research can be used 
to effectively categorize herb leaves in websites or mobile applications. The classification was 
accurate 95.40%. 

 
Keywords:  Herb, Image Processing, Deep Learning, Neural Networks 

 
1. บทน า  
 ปัจจุบันประเทศไทยมีสมุนไพรหลากหลายชนิด บางชนิดน ามาใช้บรรเทารักษาอาการเจ็บป่วยแทนยา
แผนปัจจุบัน บางชนิดรับประทานเพื่อบ ารุงร่างกายให้แข็งแรง จึงท าให้สมุนไพรได้รับความสนใจและถูกน ามาใช้
เพิ่มมากข้ึน เนื่องจากสมุนไพรเป็นผลิตภัณฑ์ที่ได้จากธรรมชาติและก่อให้เกิดผลข้างเคียงน้อยหรือไม่มีเลย จากท่ี
สมุนไพรมีหลากหลายชนิดบางชนิดมีลักษณะที่คล้ายคลึงกันมาก จึงก่อให้เกิดปัญหาคือ ผู้ใช้สมุนไพรเกิดความ
สับสนและไม่สามารถจ าแนกสมุนไพรบางชนิดออกจากกันได้ ซึ่งอาจก่อให้เกิดอันตรายต่อสุขภาพของร่างกาย
เมื่อใช้สมุนไพรผิดชนิดและไม่ตรงกับความต้องการหรืออาการของโรคที่มีอยู่ นอกจากนี้ปัญหาเกี่ยวกับข้อมูล
รูปภาพของสมุนไพรในปัจจุบันที่มีอยู่เป็นจ านวนมาก ซึ่งบางข้อมูลอาจยังไม่มีการจ าแนกชนิดที่ชัดเจนหรืออาจ
เป็นข้อมูลที่ไม่ถูกต้อง จึงยากต่อการจ าแนกด้วยตาเปล่า (กฤตชัย บุญศิวนนท์ และ รักษ์วริน วรรณศิลป์, 2558) 
โดยเฉพาะพืชสมุนไพรที่บางชนิดอาจจะมพีิษต่อร่างกาย เช่น มันส าปะหลัง หญ้าคา พญาไร้ใบ ชวนชม โป๊ยเซียน 
มะม่วงหิมพานต์ เผือก เป็นต้น และจากการจัดล าดับของศูนย์พิษวิทยารามาธิบดี (ศูนย์พิษวิทยารามาธิบดี , 
2564) พบว่า มีพืชพิษที่คนไทยป่วยบ่อย 10 ชนิด ได้แก่ 1) สบู่ด า/สบู่ขาว ร้อยละ 54.10 2) กลอย ร้อยละ 8.70 
3) มันส าปะหลัง ร้อยละ 5.90 4) ล าโพงหรือมะเขือบ้า ร้อยละ 4.20 5) โพธิ์ศรี/โพธิ์ทะเล/โพธิ์ฝรั่ง ร้อยละ 4.10 
6) ฝิ่นต้น ร้อยละ 2.80 7) มะกล่ าตาหนู ร้อยละ 2.50 8) บอน ร้อยละ 2.10 9) ละหุ่ง ร้อยละ 1.40 และ 10) 
สาวน้อยประแป้ง ร้อยละ 1.20 นอกจากนี้ ยังมีพืชอื่น ๆ ที่ประชาชนได้รับพิษและปรึกษาเข้ามาที่ศูนย์ฯ อีก 89 ชนิด 
ซึ่งการแยกว่าผู้ป่วยถูกพิษจากพืชชนิดใดนั้นเป็นเรื่องยาก เพราะบางครั้งผู้ป่วยไม่รู้หรือรู้ช่ือแต่ก็เป็นภาษาถิ่น  
ท าให้ไม่ทราบพืชที่แท้จริง เป็นต้น  
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 จากปัญหาดังกล่าว หากมีแนวทางที่สามารถจ าแนกพืชสมุนไพรไทยได้อย่างถูกต้อง ทั้งที่มีพิษและไม่มี
พิษ จะท าให้สามารถใช้ประโยชน์จากสมุนไพรไทยได้อย่างเหมาะสมหรือตรงตามสรรพคุณ และยังเป็นการใช้
ประโยชน์ของสมุนไพรเพื่อสุขภาพสร้างความเข้มแข็งชุมชน ที่ใช้ต้นทุนทางทรัพยากรธรรมชาติและสิ่งแวดล้อมที่
มีอยู่ อีกทั้งยังเป็นการสนับสนุนให้เกิดการใช้สมุนไพรไทยมากขึ้น เพื่อเป็นทางเลือกหนึ่งในการดูแลสุขภาพ 
(นเรศร์  บุญเลิศ, 2561) ดังนั้นในการวิจัยครั้งนี้  จึงได้ประยุกต์ใช้เทคนิคการประมวลผลภาพ ( Image 
Processing) เพื่อจ าแนกใบสมุนไพรด้วยการเรียนรู้ของเครื่อง (Machine Learning) ทั้งนี้เพื่อสอนให้เครื่องได้
เกิดการเรียนรู้และจดจ าคุณลักษณะของใบสมุนไพร ที่อาศัยศาสตร์ทางด้านสถิติ วิทยาการข้อมูล และ
ปัญญาประดิษฐ์ หรือ AI (Artificial Intelligence) เข้ามาช่วย (Jordan & Mitchell, 2015)  

ดังนั้น การวิจัยครั้งนี้ได้น าตัวอย่างใบสมุนไพรที่มีพิษและไม่มีพิษ จ านวน 4 ชนิด ได้แก่ ใบฝรั่ง ใบสบู่
ด า/สบู่ขาว ใบมะนาว และใบทับทิม โดยน าภาพมาจากเว็บไซต์ Mendeley Data (https://data.mendeley. 
com/datasets/nnytj2v3n5) (Roopashree & Anitha, 2020) ซึ่ งภาพสมุนไพรทั้ งหมดจะถูกน ามาเป็น
ตัวอย่างในการทดลองด้วยโครงข่ายประสาทแบบคอนโวลูชันพร้อมทั้งเปรียบเทียบอัลกอริทึมในการเพิ่ม
ประสิทธิภาพของโมเดล ประกอบด้วย AdaDelta, AdaGrad, Adam, RMSprop และ SGD และเปรียบเทียบ
การใช้ฟังก์ชันกระตุ้นได้แก่ ReLU, Sigmoid และTanh ทั้งนี้เพื่อพัฒนาโมเดลให้เกิดการเรียนรู้ที่แม่นย า และ
สามารถท านายภาพใบสมุนไพรได้อย่างถูกต้อง ดังนั้นโมเดลที่ได้จากการวิจัยครั้งนี้จะสามารถน าไปพัฒนาเป็น
เว็บไซต์หรือโมบายแอปพลิเคชันในการจ าแนกพืชสมุนไพรได้อย่างสะดวก รวดเร็วและมีประสิทธิภาพ เนื่องจาก
ระบบสามารถท านายไดว้่ารูปภาพสมนุไพรนั้นเป็นประเภทใด และสามารถแยกไดว้่าสมุนไพรใดมีพิษหรือไม่มีพิษ 

  
2. วัตถุประสงค์การวิจัย  

1) เพื่อจ าแนกภาพใบสมุนไพรด้วยโครงข่ายประสาทแบบคอนโวลูชันเชิงลึก 
2) เพื่อเปรียบเทียบอัลกอริทึมในการเพิ่มประสิทธิภาพของโมเดล และฟังก์ชันกระตุ้น  

 
3. งานวิจัยท่ีเกี่ยวข้อง 
 ปัจจุบันมีงานวิจัยเกี่ยวกับการเรียนรู้ของเครื่องอยู่เป็นจ านวนมาก เช่น งานวิจัยของ Panmuang el 
al. (2021) ที่ได้ใช้โครงข่ายประสาทเทียมแบบคอนโวลูชันเชิงลึกในการจ าแนกประเภทพันธุ์เมล็ดข้าว            
โดยเลือกใช้โมเดล VGG16 จ าแนกพันธุ์ข้าว จ านวน 5 ชนิด ประกอบด้วย กข23, สุพรรณบุรี1, ปทุมธานี1, 
ชัยนาท1 และหอมมะลิ105 ผลการทดลองพบว่า สามารถจ าแนกพันธุ์ข้าวได้อย่างถูกต้องร้อยละ 85.00 ในขณะ
ที่การวิจัยของ Schwartz el al. (2019) ที่ได้น าเสนอโมเดลประสาทเชิงลึกเพื่อประมวลผลภาพ ซึ่งโมเดล
สามารถเรียนรู้ในการจ าแนกรายละเอียดของภาพไม่ว่าภาพจะมีแสงมากน้อยเพียงใด นอกจากนั้นงานวิจัยของ 
ภูมินทร์ ตันอุตม์ และณัฐกร ข าสุวรรณ (2562) ยังได้ใช้วิธีการประมวลผลภาพในการพัฒนาเครื่องต้นแบบคัด
แยกดอกดาวเรือง โดยทดสอบจากดอกดาวเรือง 100 ดอก พบว่ามีความถูกต้องทีร่้อยละ 97.20   
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อย่างไรก็ตาม ส าหรับงานวิจัยที่ประยุกต์ใช้เทคนิคการประมวลผลภาพในการทดลองกับพืชหรือ
สมุนไพร พบว่า เทคนิคการประมวลผลภาพสามารถน ามาประยุกต์ใช้ได้อย่างมีประสิทธิภาพ ดังเช่นการวิจัยของ 
อุมาภรณ์ สายแสงจันทร์ และคณะ (2565) ท่ีได้เปรียบเทียบวิธีการวิเคราะห์โรคใบมะนาวด้วยการเรยีนรู้เชิงลึก 
โดยเลือกใช้สถาปัตยกรรม LeNet-5 VGG16 RestNet-50 และสถาปัตยกรรมที่น าเสนอบนพ้ืนฐานของ VGG16 
ผลการวิจัยพบว่าประสิทธิภาพการวิเคราะห์ด้วย LeNet-5 มีความถูกต้องร้อยละ 78.90 ซึ่งมีประสิทธิภาพต่ าสดุ 
ในขณะที่สถาปัตยกรรมที่น าเสนอมีความถูกต้องร้อยละ 89.06 ซึ่งมีค่าสูงสุด แต่ไม่แตกต่างกับ ResNet-50 มากนัก 
และงานวิจัยของ Sun et al. (2022) ที่ได้ประยุกต์ใช้เทคนิคการเรียนรู้เชิงลึกในการพัฒนาโมบายแอปพลิเคชัน
เพื่อเพิ่มประสิทธิในการจดจ าสมุนไพร โดยใช้สถาปัตยกรรม ResNet-50 และ MobileNet-V2 ผลการวิจัยพบว่า 
small ResNeXt-101 + transfer มีค่าความถูกต้องสูงสุดคือร้อยละ 94.50 

 
4. วิธีด าเนินการวิจัย  
การเตรียมข้อมูล 
 ข้อมูลรูปภาพที่ถูกน ามาใช้ในการวิจัยครั้งนี้ เป็นรูปภาพที่ถูกเก็บรวบรวมข้อมูลไว้แล้วจากเว็บไซต์     
ซึ่งชุดข้อมูลนี้มีวัตถุประสงค์ในการจัดเก็บเพื่อน ามาใช้ในการประมวลผลภาพ เนื่องจากพืชสมุนไพรหลายชนิด
เริ่มสูญพันธุ์ การเก็บข้อมูลภาพสมุนไพรในรูปแบบดิจิทัลจึงมีความส าคัญต่อการอนุรักษ์และการน าไปใช้
ประโยชน์ในด้านต่าง ๆ โดยชุดข้อมูลนี้มีภาพสมุนไพรกว่า 30 ชนิด จ านวน 1,500 ภาพ ถ่ายภาพด้วยกล้อง
โทรศัพท์มือถือ (Samsung s9+) จากมุมต่าง ๆ ของใบสมุนไพร ในการวิจัยครั้งนี้ผู้วิจัยเลือกมาเพียง 4 ชนิด 
ได้แก่ ใบฝรั่ง ใบสบู่ด า/สบู่ขาว ใบมะนาว และใบทับทิม เนื่องเป็นสมุนไพรที่มีอยู่ในประเทศไทย จ านวน 720 ภาพ 
แบ่งออกเป็น 2 ชุดข้อมูล ได้แก่ ชุดข้อมูลฝึกสอน จ านวน 576 ภาพ และชุดข้อมูลทดสอบ จ านวน 144 ภาพ 
หรือคิดเป็นร้อยละ 80:20 และได้ใช้เทคนิคการขยายข้อมูล (Data Augmentation) เพื่อเพ่ิมประสิทธิภาพความ
แม่นย าของโมเดล ประกอบด้วย การกลับภาพในแนวแกนตั้ง และการปรับความสว่างของภาพ (Brightness)    
จึงท าให้ได้จ านวนภาพที่ใช้ส าหรับการเรียนรู้เพิ่มขึ้นรวมเป็น จ านวน 1,728 ภาพ โดย 576 ภาพมาจากภาพ
ต้นฉบับ และอีก 1,152 ภาพ มาจากการกลับภาพ และการปรับความสว่าง หลังจากนั้นน าภาพทั้งหมดมาปรับ
ขนาดให้เท่ากัน คือ 128x128 พิกเซล ในรูปแบบสี RGB ดังนั้นจะท าให้มี Filter จ านวน 3 ช้ัน พร้อมทั้ง
ก าหนดค่าในการจัดเก็บภาพให้อยู่ในรูปแบบของ array ที่มีค่าไม่เกิน 1 ทั้งนี้เพื่อเตรียมข้อมูลเข้าสู่ขั้นตอนการ
ประมวลผลในล าดับต่อไป ดังแสดงตัวอย่างของข้อมูลน าเข้าได้ดังภาพที่ 1 
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       (ก) ใบฝรั่ง       (ข) ใบสบู่ด า/สบู่ขาว 
 
 
 
 

    (ค) ใบมะนาว          (ง) ใบทับทิม 
 

ภาพที่ 1  ตวัอย่างภาพใบสมุนไพร  
  

ส าหรับการเลือกการขยายข้อมูลด้วยวิธีการกลับภาพ และปรับความสว่างของภาพ ผู้วิจัยได้ก าหนด
ค่าพารามิเตอร์ของการกลับภาพในแนวตั้ง และปรับความสว่างของภาพตามระบบสี HSV ประกอบด้วย ค่าเฉดสี 
(Hue) ค่าความอิ่มตัว (Saturation) และค่าความสว่าง (Value) โดยก าหนดค่าความสว่างเท่ากับ 50 (โดยปกติ
จะมีค่าอยู่ระหว่าง 0-255) ซึ่งสามารถแสดงตัวอย่างดังภาพที่ 2 
 
 
 
 
 

       (ก) การกลับภาพ        (ข) การปรับความสว่างของภาพ 
 

ภาพที่ 2  ตัวอย่างการกลับภาพและการปรับความสว่างของภาพ 
 
การสร้างโมเดล 
 ในการวิจัยครั้งนี้ ได้ เลือกใช้ CNN ซึ่ งผู้วิจัยได้ท าการปรับแต่งโมเดลบนพื้นฐานของ VGG16             
โดยปรับปรุง Hyperparameter ซึ่งได้แก่ ขนาดของ Filter ที่ลดลง เช่น VGG16 มีขนาดของ Filter ของแต่ละ
ช้ันคือ 64, 128, 256, 512 แต่ในการวิจัยครั้งนี้คือ 32, 64, 128 และ 256 และได้ลดจ านวนช้ัน Convolution 
ท าให้สามารถลดขนาดของจ านวนพารามิเตอร์และเวลาลงได้ ดังภาพที่ 3 
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Input 128x128 

Kernel 3x3, Conv2D 32 
MaxPooling 2x2 

Kernel 3x3, Conv2D 64 
MaxPooling 2x2 

Kernel 3x3, Conv2D 128 
MaxPooling 2x2 

Kernel 3x3, Conv2D 256 
MaxPooling 2x2 

FC 1024 
Dropout 0.25 
FC classes 

Output 
 

ภาพที่ 3  สถาปัตยกรรมที่ท าการปรับแต่งโมเดล 
 

1) โครงสร้างของ CNN จะเหมือนกับโครงข่ายประสาทเทียม (Artificial Neural Network: ANN)     
แต่จะเพิ่มการค านวณที่มีลักษณะแบบคอนโวลูชันเข้าไปในเครือข่าย ซึ่งจะท าให้มีช้ันพูลลิ่ง (Pooling Layer)     
ที่ท าหน้าท่ีคั่นกลางระหว่างช้ันคอนโวลูชัน โดยมีไว้เพื่อลดขนาด (Downsample) ของ Feature Map ให้เล็กลง 
และช้ันเช่ือมโยงแบบสมบูรณ์ (Fully-Connected Layer) หรือเรียกว่าช้ันซ่อน มีหน้าที่ในการจ าแนกประเภท
ของวัตถุ ซึ่งทุกนิวรอนที่อยู่ในช้ันนี้จะถูกเช่ือมโยงกับช้ันคอนโวลูชัน และช้ันพูลลิ่งอย่างสมบูรณ์ ท้ังนี้ CNN 
สามารถท าได้ทั้งการสกัดคุณลักษณะพิเศษของรูปภาพ และการจ าแนกประเภท (จักรินทร์ สนุกแสน และ 
โอฬาริก สุรินต๊ะ, 2561) โดยมีสมการที่เกี่ยวข้องดังนี้ 
 การค านวณช้ันคอนโวลูชัน พื้นที่ส่วนย่อยจะถูกน ามาค านวณแบบ dot product กับเคอร์เนล 
(Kernel) ที่มีขนาด 𝐻 x 𝐻 x 𝐾 โดยเคอร์เนลต้องมีขนาดเล็กกว่าขนาดของรูปภาพ และ 𝐾 คือจ านวนของ     
เคอร์เนลที่ต้องการค านวณ ผลลัพธ์ที่ได้จากช้ันนี้เรียกว่า Feature Map ซึ่งค านวณได้ดังนี้ 
 

𝑈𝑖𝑗𝑚 = ∑ ∑ ∑ 𝑋𝑖+𝑝,𝑗+𝑞,𝑘ℎ𝑝𝑞𝑚 + 𝑏𝑖𝑗𝑚
𝐻=1
𝑞=0

𝐻=1
𝑝=0

𝐾=1
𝑘=0   

 
โดยที่ X คือรูปภาพที่ใช้ในการค านวณ ส่วน h คือเคอร์เนลขนาด 𝐻 x 𝐻 และ b คือ Bias 
ส าหรับการค านวณในช้ันเช่ือมโยงแบบสมบูรณ ์จะเป็นการค านวณหาค่าความน่าจะเป็น (Probability) 

ด้วยฟังก์ชันซอฟต์แมกซ์ (Soft Max) ดังสมการ 

(1) 
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𝑓𝑖(𝑥) =
exp⁡(𝑥𝑖)

∑ exp⁡(𝑥𝑗)
𝑛
𝑗

 

 

2) อัลกอริทึมในการเพิ่มประสิทธิภาพของโมเดล เป็นฟังก์ชันทางคณิตศาสตร์ที่อาศัยค่าพารามิเตอร์ใน
การเรียนรู้ เช่น ค่า Weight และ ค่า Bias ซึ่งเครื่องมือเพิ่มประสิทธิภาพช่วยให้ทราบวิธีการเปลี่ยน Weight และ 
Learning Rate ของ Neural Network ทั้งนี้เพื่อลดค่า Loss หรือ Error ในการวิจัยครั้งนี้ได้เลือกใช้อัลกอริทึม
ในการเพิ่มประสิทธิภาพ ประกอบด้วย AdaGrad, AdaDelta, Adam, RMSprop และ SGD เนื่องจากเป็น
อัลกอริทึมท่ีนิยมใช้ใน CNN ดังรายละเอียดต่อไปนี้ 

AdaGrad เป็น Optimize ที่มีพารามิ เตอร์ โดยเฉพาะในแต่ละ  Learning Rates และในแต่ละ
พารามิเตอร์จะมีตัวแปร cache เพิ่มขึ้นมา เพื่อท าหน้าท่ีในการเก็บค่าการค านวณผลของรวม Gradients     โดย
ค่าที่อยู่ใน cache จะเพิ่มขึ้นเรื่อย ๆ และค่า Learning Rate จะลดลง (Mustapha el al., 2021) ดังสมการ 
 

( ) ( )s s J J      

( )J

s

 
 




 


 

 

AdaDelta ถูกพัฒนาต่อยอดมาจาก AdaGrad โดย Learning Rates จะลดลงอย่างต่อเนื่องตลอดการ 
ฝึกฝน และจะไม่เก็บผลรวมทั้งหมดจากการค านวณ Gradients ดังเช่น AdaGrad แต่จะถูกจ ากัดการสะสมค่า
การค านวณของ Gradients ได้เอง (Mustapha el al., 2021) ดังสมการ 

 

1[ ]

[g]

t

t t

t

RMS
g

RMS


 

    

1t t t      
 
Adaptive Moment Estimation (Adam) เป็น Optimizer ทีร่วมข้อดีจาก AdaGrad และ RMSprop 

มาพัฒนาเพื่อให้สามารถปรับ Learning Rates ส าหรับพารามิเตอร์ในแต่ละครั้งได้ ท าให้สามารถแก้ปัญหา 
Decaying ของ Gradients ในแต่ละขั้นตอนที่ ผ่ านมาได้ เหมือนกับ AdaDelta (Poojary & Pai, 2019)            
ดังสมการ 
 

1 1 1

2

2 1 2

(1 )g

(1 )g

t t t

t t t

   

   





  


  
 

 

Root Mean Square Propagation (RMSprop) ถูกพัฒนาขึ้นมาเพื่อแก้ปัญหาของ AdaGrad โดยใช้ 
EMA (Exponentially weighted moving average) เข้ามาแทนท่ีตัวแปร cache ท าให้ช่วยลดทอนความส าคญั

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 
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𝑥i,     𝑥i ≥ 0 

o,      𝑥i < 0 

ของ Gradients โดยจะใช้ค่าเฉลี่ยของ Gradients หารด้วย root ของค่าเฉลี่ย  (Poojary & Pai, 2019)           
ดังสมการ 

1
2

1(1 )g
t t t

t t

g
g


 

 




  
  

 

 
Stochastic Gradient Descent (SGD) โดย SGD จะมีการปรับปรุงค่าพารามิเตอร์ในทุก ๆ ชุดข้อมูล

ฝึกฝน โดยจะปรับปรุงแค่ครั้งเดียวต่อการฝึกฝน 1 รอบ (Poojary & Pai, 2019) ดังสมการ 
 

(i) (i)1
( ( ; ), )

i
g L f x y

m
     

k g     
  

3 )  ฟั งก์ ชันกระตุ้ น  (Activation Function) หรื อฟั งก์ ชันการถ่ าย โอน (Transfer Function)             
เป็นฟังก์ชันที่รับผลรวมจากการประมวลทั้งหมดในทุก Input (ทุก Dendrite) ภายในนิวรอน เพื่อท าการ
พิจารณาและส่งต่อไปยัง Output ปัจจุบันมี Activate Function ที่นิยมใช้ในเครือข่ายประสาทเทียม ได้แก่ 
ReLU, Sigmoid และ Tanh (Khadim et al., 2021) ดังรายละเอียดต่อไปนี้ 

ReLU (Rectified Linear Unit) เป็นฟังก์ชันท่ีเรียบง่าย เรียกว่า Ramp Function กล่าวคือ          เมื่อ 
Input มีค่าตั้งแต่ 0 ขึ้นไป Output จะมีค่าเท่ากัน ส่วน Input ที่น้อยกว่า 0 จะก าหนด Output เป็น 0 ตลอด 
ดังสมการ 

 
𝑓(𝑥) = 𝑟𝑒𝑙𝑢(𝑥) =⁡ 

 
Sigmoid เป็นฟังก์ชันที่มีลักษณะเส้นโค้งรูปตัว S โดย Output มีค่าระหว่าง 0-1 ท่ีมาจากความน่าจะ

เป็น (Probability) หรือใช้เป็น Output 1=Yes, 0=No ดังสมการ  
 

𝑓(𝑥) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1+𝑒−𝑥
=

𝑒𝑥

𝑒𝑥+1
 

 
Tanh (Hyperbolic Tangent) เป็นฟังก์ชันที่คล้ายกับ Sigmoid ต่างกันตรงที่ Output จะอยู่ในช่วง  

-1 และ 1 และมีจุดตัดการตัดสินใจที่ 0 ไม่ใช่ 0.5 ดังสมการ 
 

𝑓(𝑥) = 𝑡𝑎𝑛ℎ(𝑥) =
𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
 

 
 
 

(11) 

(12) 

(13) 

(8) 

(9) 

(10) 
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การวัดประสิทธิภาพโมเดล 
การวัดประสิทธิภาพโมเดลโดยใช้การวัดค่าความถูกต้อง ค่าความแม่นย า  และค่าอัตราการจ าแนก

ถูกต้องเมื่อข้อมูลเป็นจริง (อุมาภรณ์ สายแสงจันทร์ และคณะ, 2565) ซึ่งเป็นค่าท่ีได้จากวิธีการทดสอบเพื่อหาคา่
พยากรณ์ความถูกต้องของข้อมูลโดยคิดเป็นค่าร้อยละ ดังสมการ  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑃)
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
⁡ 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
⁡ 

 
โดยที่ TP คือค่าพยากรณ์ถูกต้องเชิงบวก TN คือค่าพยากรณ์ถูกต้องเชิงลบ ส่วน FP คือค่าพยากรณ์

ผิดพลาดเชิงบวก และ FN คือค่าพยากรณ์ผิดพลาดเชิงลบ 
 
4. ผลการวิจัย 
 ส าหรับการวิจัยในครั้งนี้ ได้รวบรวมภาพถ่ายใบสมุนไพร เพื่อจ าแนกใบสมุนไพรโดยการประยุกต์ใช้
โครงข่ายประสาทเทียมแบบคอนโวลูชัน และเปรียบเทียบประสิทธิภาพอัลกอริทึม ประกอบด้วย AdaDelta, 
AdaGrad, Adam, RMSprop และ SGD พร้อมทั้ ง เปรียบเทียบฟังก์ ชันกระตุ้น  ได้แก่  ReLU, Sigmoid           
และTanh ผลการทดลองจะแบ่งการน าเสนอออกเป็น 2 ส่วนคือ ส่วนที่ใช้ภาพก่อนการปรับภาพและหลังการ
ปรับภาพ ได้แก่ การกลับภาพและการปรับความสว่างของภาพ โดยก าหนดค่าพารามิเตอร์ต่าง ๆ ดังนี ้

 Learning Rate: 0.001 

 Metric: Accuracy 

 Loss Function: Cross-Entropy 

 No. of Epochs: 100, 200, 300 

 Training & Validation Batch Size: 32 

 Total No. of Images in Train Dataset: 144 (ก่อนปรับภาพ), 432 (หลังปรับภาพ) for each 
class 

 Total No. of Images in Validation Dataset: 36 for each class 
 

ผลการทดลองก่อนการปรับภาพ 
 ผลการทดลองประสิทธิภาพของโมเดลในแต่ละ Optimizer พบว่า ค่าความถูกต้องจากฟังก์ชันกระตุ้น 
ReLU มีค่าสู งสุด  0.902 ซึ่ งมาจาก Optimizer RMSprop ที่จ านวน epochs 200 รอบ (ตารางที่  1 )             
ส่วนฟังก์ชันกระตุ้น Sigmoid มีค่าสูงสุด 0.744 ซึ่งมาจาก Optimizer RMSprop ที่จ านวน epochs 100 รอบ 

(14) 

(15) 

(16) 
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(ตารางที่ 2) และฟังก์ชันกระตุ้น Tanh มีค่าสูงสุด 0.937 ซึ่งมาจาก Optimizer AdaDelta ที่จ านวน epochs 
200 รอบ (ตารางที่ 3) 
 
ตารางที่ 1  ผลการทดลองโมเดลในแต่ละ Optimizer จากฟังก์ชันกระตุ้น ReLU (ก่อนปรับภาพ) 

Optimizer 
Epochs 100  Epochs 200 Epochs 300 

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 
AdaDelta 0.465 0.293 0.465 0.645 0.525 0.645 0.687 0.807 0.687 
AdaGrad 0.764 0.843 0.764 0.777 0.828 0.777 0.777 0.856 0.777 
Adam 0.792 0.850 0.792 0.770 0.840 0.770 0.777 0.828 0.777 
RMSprop 0.792 0.833 0.797 0.902 0.912 0.902 0.770 0.833 0.770 
SGD 0.777 0.853 0.777 0.784 0.863 0.784 0.777 0.861 0.777 

 
ตารางที ่2  ผลการทดลองโมเดลในแต่ละ Optimizer จากฟังก์ชันกระตุ้น Sigmoid (ก่อนปรับภาพ) 

Optimizer 
Epochs 100  Epochs 200 Epochs 300 

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 
AdaDelta 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 
AdaGrad 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 
Adam 0.656 0.700 0.659 0.638 0.671 0.638 0.729 0.831 0.729 
RMSprop 0.744 0.824 0.743 0.743 0.786 0.743 0.729 0.791 0.729 
SGD 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 

 
ตารางที่ 3  ผลการทดลองโมเดลในแต่ละ Optimizer จากฟังก์ชันกระตุ้น Tanh (ก่อนปรับภาพ) 

Optimizer 
Epochs 100  Epochs 200 Epochs 300 

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 
AdaDelta 0.673 0.581 0.673 0.937 0.937 0.937 0.924 0.924 0.924 
AdaGrad 0.764 0.817 0.764 0.777 0.821 0.777 0.771 0.832 0.771 
Adam 0.791 0.842 0.791 0.791 0.852 0.791 0.778 0.827 0.778 
RMSprop 0.770 0.836 0.770 0.784 0.850 0.784 0.785 0.843 0.785 
SGD 0.784 0.860 0.784 0.784 0.840 0.784 0.785 0.834 0.785 

 
 จากตารางที่ 1 ถึง ตารางที่ 3 ประสิทธิภาพของโมเดลที่ได้จากการเปรียบเทียบในแต่ละ Optimizer 
พบว่า AdaDelta จากฟังก์ชันกระตุ้น Tanh มีค่าประสิทธิภาพสูงสุด โดยพิจารณาได้จากค่าความถูกต้อง         
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ค่าความแม่นย า และค่าอัตราการจ าแนกถูกต้องเมื่อข้อมูลเป็นจริง ซึ่งทั้ง 3 ค่า มีค่าเท่ากันคือ 0.937 ที่จ านวน 
epochs 200 รอบ สามารถแสดงผลการเปรียบเทียบ Optimizer แยกตามการใช้ฟังก์ชันกระตุ้นและจ านวน 
epoch (100, 200, 300) ได้ดังภาพท่ี 4 
 

 
 

ภาพที่ 4  เปรียบเทียบ Optimizer แยกตามการใช้ฟังก์ชันกระตุ้นและจ านวน epoch (ก่อนปรับภาพ) 
 
 จากภาพที่ 4 ผลประเมินประสิทธิภาพการจ าแนกใบสมุนไพร พบว่า ฟังก์ชันกระตุ้น Tanh มีค่าความ
ถูกต้องสูงสุด จาก Optimizer AdaDelta ในขณะที่ฟังก์ ชันกระตุ้น Sigmoid มีค่าความถูกต้องต่ าสุด             
จาก Optimizer AdaDelta, AdaGrad และ SGD 
 
ผลการทดลองหลังการปรับภาพ 
 ซึ่งในการทดลองหลังการปรับภาพด้วยเทคนิคการกลับภาพ และการเพิ่มความสว่าง ท าให้จ านวนภาพ
เพิ่มขึ้น รวมเป็นจ านวน 1,728 ภาพ โดย 576 ภาพมาจากภาพต้นฉบับ และอีก 1,152 ภาพมาจากการปรับภาพ 
ผลการทดลองประสิทธิภาพของโมเดล พบว่า ในแต่ละ Optimizer มีค่าความถูกต้องจากฟังก์ชันกระตุ้น ReLU 
มีค่าสูงสุด 0.891 ซึ่งมาจาก Optimizer RMSprop ที่จ านวน epochs 200 รอบ (ตารางที่ 4) ส่วนฟังก์ชัน
กระตุ้น Sigmoid มีค่าสูงสุด 0.752 ซึ่งมาจาก Optimizer Adam ที่จ านวน epochs 300 รอบ (ตารางที่ 5) 
และฟังก์ชันกระตุ้น Tanh มีค่าสูงสุด 0.954 ซึ่งมาจาก Optimizer AdaDelta ที่จ านวน epochs 200 รอบ 
(ตารางที่ 6) 
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ตารางที่ 4  ผลการทดลองโมเดลในแต่ละ Optimizer จากฟังก์ชันกระตุ้น ReLU (หลังปรับภาพ) 

Optimizer 
Epochs 100  Epochs 200 Epochs 300 

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 
AdaDelta 0.512 0.384 0.512 0.622 0.614 0.622 0.781 0.717 0.781 
AdaGrad 0.832 0.809 0.832 0.830 0.819 0.830 0.773 0.802 0.773 
Adam 0.811 0.851 0.811 0.773 0.853 0.773 0.810 0.883 0.810 
RMSprop 0.799 0.823 0.799 0.891 0.909 0.891 0.771 0.841 0.771 
SGD 0.779 0.736 0.779 0.830 0.748 0.830 0.773 0.856 0.773 

 
ตารางที่ 5  ผลการทดลองโมเดลในแต่ละ Optimizer จากฟังก์ชันกระตุ้น Sigmoid (หลังปรับภาพ) 

Optimizer 
Epochs 100  Epochs 200 Epochs 300 

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 
AdaDelta 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 
AdaGrad 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 
Adam 0.453 0.612 0.453 0.611 0.662 0.611 0.752 0.781 0.755 
RMSprop 0.624 0.738 0.624 0.724 0.810 0.724 0.703 0.701 0.703 
SGD 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 

 
ตารางที่ 6  ผลการทดลองโมเดลในแต่ละ Optimizer จากฟังก์ชันกระตุ้น Tanh (หลังปรับภาพ) 

Optimizer 
Epochs 100  Epochs 200 Epochs 300 

Accuracy Precision Recall Accuracy Precision Recall Accuracy Precision Recall 
AdaDelta 0.917 0.917 0.917 0.921 0.921 0.921 0.954 0.955 0.954 
AdaGrad 0.914 0.928 0.914 0.918 0.922 0.918 0.907 0.920 0.907 
Adam 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 
RMSprop 0.250 0.062 0.250 0.250 0.062 0.250 0.250 0.062 0.250 
SGD 0.917 0.920 0.917 0.917 0.915 0.917 0.902 0.911 0.902 

 
 จากตารางที่ 4 ถึง ตารางที่ 6 ประสิทธิภาพของโมเดลที่ได้จากการเปรียบเทียบในแต่ละ Optimizer 
หลังจากการปรับภาพ พบว่า AdaDelta จากฟังก์ชันกระตุ้น Tanh มีค่าประสิทธิภาพสูงสุด โดยพิจารณาได้จาก
ค่าความถูกต้อง 0.954 ค่าความแม่นย า 0.955 และค่าอัตราการจ าแนกถูกต้องเมื่อข้อมูลเป็นจริง 0.954          
ที่จ านวน epochs 300 รอบ สามารถแสดงผลการเปรียบเทียบ Optimizer แยกตามการใช้ฟังก์ชันกระตุ้นและ
จ านวน epoch (100, 200, 300) ได้ดังภาพที่ 5 
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ภาพที่ 5  เปรียบเทียบ Optimizer แยกตามการใช้ฟังก์ชันกระตุ้นและจ านวน epoch (หลังปรับภาพ) 
 

จากภาพที่ 5 ผลประเมินประสิทธิภาพการจ าแนกใบสมุนไพร พบว่า ฟังก์ชันกระตุ้น Tanh มีค่าความ
ถูกต้องสูงสุด จาก Optimizer AdaDelta เช่นกันกับก่อนปรับภาพ ในขณะที่ฟังก์ชันกระตุ้น Sigmoid มีค่าความ
ถูกต้องต่ าสุด จาก Optimizer AdaDelta, AdaGrad และ SGD เช่นกันกับก่อนปรับภาพ เมื่อเปรียบเทียบผล
ทดลองที่ได้ทั้งก่อนปรับภาพและหลังปรับภาพพบว่า ร้อยละความถูกต้องที่หลังปรับภาพสูงกว่าก่อนปรับภาพ 
โดยก่อนปรับภาพร้อยละความถูกต้อง 93.70 หลังปรับภาพร้อยละความถูกต้อง 95.40 
 
5. อภิปรายผลการวิจัยและข้อเสนอแนะ 

งานวิจัยนี้มีวัตถุประสงค์เพื่อจ าแนกภาพใบสมุนไพรด้วยโครงข่ายประสาทแบบคอนโวลูชันเชิงลึกและ
เปรียบเทียบอัลกอริทึมในการเพิ่มประสิทธิภาพของโมเดล และเปรียบเทียบฟังก์ชันกระตุ้น โดยน าตัวอย่างใบ
สมุนไพรที่มีพิษและไม่มีพิษ จ านวน 4 ชนิด ได้แก่ ใบฝรั่ง ใบสบู่ด า/สบู่ขาว ใบมะนาว และใบทับทิม จากเว็บไซต์ 
จ านวน 720 ภาพ โดยเพิ่มจ านวนภาพจากการกลับภาพในแนวแกนตั้ง และการปรับความสว่างของภาพ จึงท า
ให้ได้จ านวนภาพที่ใช้ส าหรับการเรียนรู้เพิ่มขึ้นรวมเป็น 1,728 ภาพ โดย 576 ภาพมาจากภาพต้นฉบับ และอีก 
1,152 ภาพ มาจากการปรับภาพ  

ผลการทดลองก่อนการปรับภาพพบว่า Optimizer AdaDelta จากฟังก์ชันกระตุ้น Tanh มีค่า
ประสิทธิภาพสูงสุด โดยพิจารณาได้จากค่าความถูกต้อง ค่าความแม่นย า และค่าค่าอัตราการจ าแนกถูกต้องเมื่อ
ข้อมูลเป็นจริง ซึ่งท้ัง 3 ค่า มีค่าเท่ากันคือ 0.937 ที่จ านวน epochs 200 รอบ กล่าวคือโมเดลที่ผู้วิจัยไดป้รับแตง่
ขึ้นมาโดยใช้ภาพในการเรียนรู้ จ านวน 576 ภาพ สามารถท านายใบสมุนไพรได้ถูกต้องร้อยละ 93.70 เมื่อท าการ
เพิ่มจ านวนภาพโดยการปรับภาพในแนวแกวตั้งและปรับความสว่างของภาพ ท าให้ได้ภาพในการเรียนรู้เพิ่มขึ้น
รวมเป็น 1,728 ภาพ ผลการทดลองพบว่า AdaDelta จากฟังก์ชันกระตุ้น Tanh มีค่าประสิทธิภาพสูงสุดเช่นกัน 
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โดยพิจารณาได้จากค่าความถูกต้อง 0.954 ค่าความแม่นย า 0.955 และค่าค่าอัตราการจ าแนกถูกต้องเมื่อข้อมูล
เป็นจริง 0.954 ท่ีจ านวน epochs 300 รอบ ดังนั้นจึงสรุปได้ว่าโมเดลที่ผู้วิจัยได้ปรับแต่งขึ้นโดยการเพิ่มจ านวน
ภาพ สามารถท านายใบสมุนไพรได้ถูกต้องร้อยละ 95.40 
  จากผลการทดลองสามารถน าโมเดลหลังจากการปรับภาพที่ผู้วิจัยได้ปรับแต่งโดยใช้ Optimizer 
AdaDelta และฟังก์ชันกระตุ้น Tanh ไปประยุกต์ใช้ในการพัฒนาเว็บไซต์หรือโมบายแอปพลิเคชันเพ่ือจ าแนกใบ
สมุนไพรได้อย่างมีประสิทธิภาพ อย่างไรก็ตามหากเปรียบเทียบกับก่อนการปรับภาพพบว่า ค่าความถูกต้องนั้น
เพิ่มขึ้น ทั้งนี้อาจเนื่องมาจากจ านวนภาพและลักษณะของภาพสร้างการเรียนรู้และจ าจดได้ถูกต้องมากขึ้นเมื่อมี
การเพิ่มจ านวนภาพ นอกจากนั้นการใช้โมเดลที่ได้ปรับแต่งขึ้นจากการวิจัยครั้งนี้  ซึ่งมีจ านวนช้ันน้อยกว่า
สถาปัตยกรรมอื่น ๆ ของ CNN ไม่ว่าจะเป็น VGG16 LeNet-5 หรือ ResNet-5 ทั้งนี้จึงท าให้ระยะเวลาในการ
ประมวลผลน้อยกว่าแต่ยังคงให้ประสิทธิภาพที่สามารถน าไปประยุกต์ใช้ได้อย่างเพียงพอ 

ส าหรับการวิจัยครั้งต่อไป ควรเพิ่มจ านวนชุดข้อมูลรูปภาพ และจ านวนภาพ พร้อมทั้งน าภาพใบ
สมุนไพรไปปรับแต่งรูปแบบต่าง ๆ เพิ่มขึ้น เช่น การหมุนรูปภาพ (Rotate) การใส่สัญญาณรบกวน (Noise)     
การปรับแต่งความชัด (Contrast) การเปลี่ยนสี (Recolor) การเบลอรูปภาพ (Blur) เป็นต้น ทั้งนี้เพื่อให้รูปภาพมี
ลักษณะแตกต่างกันออกไป และเพื่อท าให้โมเดลได้เกิดการเรียนรู้และจดจ ารูปภาพในลักษณะต่าง ๆ ได้มาก
ยิ่งข้ึน นอกจากน้ันควรเลือกสถาปัตยกรรมให้หลากหลายยิ่งข้ึน เช่น LeNet-5, VGG16, RestNet-50 เป็นต้น  
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