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Abstract

This paper presents a hand gesture recognition system for Thai Sign Language (ThSL) to assist
people with hearing and speech impairments, as well as those who communicate with others
using hand gestures. The system aims to provide a tool for learning Thai letter gestures and
fingerspelling. The objective is to develop a web application using the Flask framework that can
detect and translate hand gestures from a webcam into Thai characters. To achieve this, the

system utilizes machine learning and deep learning techniques, specifically a Long Short-Term
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Memory (LSTM) neural network model, integrated with various frameworks such as MediaPipe
and TensorFlow. The goal is to improve accuracy through iterative training and prevent overfitting
by carefully managing the training process. The paper concludes with an evaluation of the machine
learning model, demonstrating an average accuracy of 0.98 for all 42 Thai letters, indicating a very

good performance (0.98).
Keywords: Thai Sign Language, Machine Learning, Deep Learning, Long Short-Term Memory
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910 LSTM Layer tioyinnisdniunuszan vie vinneradnslunsalildonisyiiuevivnisvesie luea

'
v a v v '

wBouidnunzianzvesddumaivdsunlamwesgaddiiduiusiuisnysudaziluniunilelne
anvieazld Softmax 1utladdunsadamanifisunmesvesazuuudiandu Input wazairesnns
nszaneAuUaviuuurane 9 wmmmﬂ' Fasinl4iu Activation Function Iu%u Output 98¢ Neural
Network

melunszuaumstindu Tunuiaednsddaneifiuindediuussanslunisihanuesd
WUU 138n71 “Adam Optimizer” #38 Adaptive Moment Estimation Optimizer Lﬁﬂﬂ%ﬂﬂﬁqﬂmﬁmﬁ’ﬂ
yesinuuluvariinduiiennsSeuiveaniosing LSTM lasanailaidugade (Loss Function) waz
Usuanminangay anrantsiinlumasiuau 500 seu (Epochs) lunsilnlanma 1 ads Tneflindu

Tenleiduanydeanasuaglviinanuuiugwindy (Accuracy) Wdnlnaan 1 unfign nstinlunade

Y
L ]

nsruaunsUsumtnvedluwaive isiulvinadnsnaTumutoyansin
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nsuszaranatayganluluea LSTM sunszuun1s Gate Mechanisms (Input Gate, Forget Gate
waz Output Gate)

v o

UszgAu Forget Gate viwmthiidndulaindeyagnddglanldddguazalisgnavesnain

U U q

Cell State TuvaugNuseaidn (Input Gate) Wiudeyagnddalyannmitleudig Cell State lneusegoan
(Output Gate) denaansvastayandfgyluds Hidden State LiENIFILUNAITYS MFRINUUNAENGIN
Hidden State zQnawutugavive (Output Layer) %138 Activation Function a3 uundidnuiiidenades
Auvimlunmilenmsnd 1 leeiiluea LSTM 4 asnsaieulewivnsilienuanasiudiussnusinels
RIERNIEUIY
< a L ] I3 ad
NISLAAINAUULIVLAUNALATURIUWAENWTULIA
namd 4 Faduwnunmipssadsvesszuu warlunszuiunsi 3 dudlugananadvie
APl lu Python tiietdunldidudsuiunisiimuatelugansiadiieadedeuindvessianiy
Python d@auilldlunisasradsvesvaradlulusunsy uandludilaaduddldlnananadu HTML
vunmidulgdsiegndnlszamanudlinuanalslunnd 5
v A o a e o & I3 Il Y aa I .
nsdeayan1nivinnsiiaseiduludaivleduazdsindutoyainledu multipart/x-
. A v I3 & N A ' | o = 1Y = ]
mixed-replace fiadoaluilomiiuasunlatediane wazddluduusnesiuguwuuiigndeuiely

Annssumauwuusieliios Fareygniianiuinleluduusriwesveslaaduss Ly

Development of Web Application to Detect ThSL Alphabet via Hand
Gesture

szuuMsasenweIngRdnesnie InerunisuaaiTmsesile

Al 5 fegsdulszauanugldveaiusenndindu

4. Nan13IY
AUMINEANYRY LSTM fiuarwnilalng
Auannsalunsianisteyasuudduniwiiodudeyaideterdediiunisindeulnives

Tauarily 1wy nsiUdsusi Wil o luwAarl SN oA 19ANUNUNEUDIRIDNYS (WU N 488 N b K30

o w

A AY L9IU) F9 LSTM gneenuwuuniiisanduazidrlannuduiusvestoyaniiadulaeg el

Y

Useansnm
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msdesleatulunsirdeulmluwdasyiimadu nsuansiisnes n 6 n I Wisuieudu
A Ao 1w agiidnuazedetuluunaisy winswasuwasdwuresyaddylutiaia (Time Steps)
Jeihlvanduaziseuiauduiusszeze1 (Long-Term Dependencies) s¥13nainsusng 9 vlv
ansadesleanisiadeulmludidusing q uavuenuezisnusiindretildegnaiussaninm
frdaildlunmsiieneinunmalsunavesnsiindudiuuy LSTM

Tumslinsesidaiinavesadoyaiiniuuazvaaey ieassmansusziiuuuuluing wazd
msadramindoonundussunm auiinsusznanasenuduailildidrladeuntulaedie 4 d
St luil

Anfinilafian True Positive (TP) fediuiuvesnsdiissuunielumarhuieindunarauin
(Positive Class) anndasiudoyasieiifunanauin 1wy aguldissuuviunegndesinduaarauin
A1 Al 2 fio A1 True Negative (TN) fio $1uruvesnsdfiszuunselumariiuieindunaraay
(Negative Class) aonadosriuteyaateiidunaraauiduiu aguldissuuvinegniesindunaiaay

A1 A7 3 . A1 False Positive (FP) Ao 31uuv89nsdinssuunsaluwmariiuneindunatauin wa

1 N

a & o A ° a 1 & | v ' .
voyavsnduraiday UuAosyUUYNUIERAILTUAIEUIN WagA1EANIY AT False Negative (FN) A

Funuvensditszuunselunarinneinlusaaay wideyassadupaauin dufessuuhuieiingd

Wurataauna 4 ArazgninluldlunisAiuiafiian1snago uamA MY If U URNEY F9aznaiilu

kY a
Wmtadinly
ANMIUKIUETITIN (Accuracy)
TP + TN
TP + TN + FP + FN
aunnsi 1 ‘mmmLLa,Jusjﬁwim&Jﬁfmi"mauﬂ%qﬁizuw‘ifmwgﬂﬁaﬂLLazﬁUﬂ%u’aﬁiswﬁmwﬁm

(1

accuracy =

PnthInuaTiiszuuiwggndes (TP + TN) 1msmednuiuasiivmuafissuuyiun e
(TP + TN + FP + FN) Muansdnaiunnuduiussenitmsiuneiignesiunmsiinensvae
AAULLiUEN (Precision)

TP
TP + FP

dun1s 2 miauudug veniieanuidugtlunisituneaatauan (Positive Class) #3©

(2)

precision =

ANUAINNTAIUNITATIVIUARIAUINIALLANIE A1UINRIN True Positives (TP) wag False Positives
(FP) flA15¥1319 0 919 1 lawen 1 Mmaﬁﬁw‘uﬁ’]mmmamﬂﬁﬁmwmmuéﬂamyimﬁ wazA1 0 NUNYnY
szuuvhueeanauanildfianuuludiay

A1N159031 (Recall)

TP
e (3)
recall TP T FN
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aunnsil 3 Aemsiannuamnsalunsanadveatavanazanudunarauinludoyasis
vinsanuideyaieiumuasafiaz iifinswarslunisnsaduamauinifiuasUssavsamues
JPUU
AAzuUY F1 (F1 Score)

1S . precision * recall @
core= precision + recall

aunnsil 4 Aeuszifiudszansnmvesszuurdelunalunisduundeyalassiuenausiug,
wazAENTdeiuA1 FL Score fA15endng 0 8 1 TawA 1 wunefeszuuiifiannuuduguas
AuSIgeganazAn 0 mnefisszuuianuuiudiuazausiige
A1 Support

f\i’wmu%ammiuuéazg]’aé’ﬂmmmlmmﬂL.méaszjua:ﬂam%ﬁﬂNuimma mﬁlﬁﬁqmmim

Puuietlalaenss agduainglnssyrananlunavinnelafvielud Yusgfuinnuunnuazusy

v '
v S A

vosynvayalneailulavsvenisUseansnmueduwa 33IsHansan A1 Support TINAUMITIABY 9
LU Precision, Recall, F1-Score
L [ =2 a 1% ] =
naawsMsRnAwuuAllAsItaUszamfisy (LSTM)
TumsHnruswuunsad Iy 500 sou lnensindeyaynil iveyans 42 Trlawmes (Aidnws)
avUsznauluaig actions Ay onsdviaun 0-29 NumPy gdldlumsAninumrdlnenans esunalanilie

[ I3

mswfivfeya actions urazddnwsnwde (wu n 18 n In, v T agludn) asgniafiuluguuuuves osd
(Array) 6'?}ﬂul,wiasmlﬁé%ﬂsxﬂaué’w%’aga 30 syl Imaiuu@iazLWimzﬁmmaw‘mmﬂaqmﬁﬁzgmaqﬁaﬁu’mm
126 39 (Funa x, y, 2) fnsasuldan MediaPipe Tnedimsdnnisdeyavunlya)uassvng Tudidnusus
avirlagld NumPy fulausi3lu Python g lunseuasmndinenans fiasauadunsliluea LSTM 41
Huddu anmsneaesmurassmedlinatisassiuii (Sequential Model) aldluinafiiuszavsam
Feusiomn 6 flulaea LSTM iunmsansuagyiunetoyalussiastaaam Tewisdu Dense Wuduiivi
wihillwadvmmnrownideusery vie iGnin Fully Connected Layer e

1. LSTM 64 $uisndl 64 Memory Cells Savimiiiilunns Aedagadiduiiugu (Low-level features)
yoamsiadeuln 1wy Mavasuanesiummiadidnluusazine 19w Memory Cells lisnnifuly
luduusnitelildnsusananaowduiinmes Inefl wadiomn 64 wad spvhmhiland Weyad iy uax
é‘u%gaﬁlﬂﬁﬁmﬁ HAUNSEUILMSTIEeNdn Gate Mechanisms (Input Gate, Forget Gate Wag Output Gate)
Tnefivaessanans 64 miseiuagyhouesBas TngagmenemiFousguuuy visonadnua vestoyar
Uauinan

2.LSTM 1 128 Liius1uau Memory Cells L 128 tlariunnuaunsnlunisansidduiidudon
N (High-level features) 1y nsduddunsedeulmi Lﬁ'm%aqﬁugULLUULawwumé‘hé”ﬂm W "N 18
01" e " 4 oglud duildelilueaous mudiussezenssrhansild e Memory Cells 1n

Jureli LSTM anunsaduansdunusvesiie nusimelneg 1l usednsnw
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3. LSTM 2 64 and1uau Memory Cells ndusniu 64 wie annslinsnennsuazlosiunslonss

N o o o

flnds (Overfitting) vesUoya %u‘liﬁUﬂ’lii’JUi’JlJLLazﬁiqU‘ﬁmJ“ﬁ nsesR M nyMeNdAYNan (Feature
abstraction) ¥iilslaiem LSTM anduazasunadnsannnisadeulwuastiolfeenadiussAvnmennd iy

4. Dense 64 uay Dense_1 32 viwiiiiidu Fully Connected Layers Lﬁaﬁamasﬁagamﬂ%u LSTM
FomauazUsznanalus iUt ugatie

5. Dense_2 27 @8 Output Layer L4 Softmax Activation Function iites uunuadns sonidu
42 mnawv] (Fdnwstnelumndefidimme)

Tumsmaaeuadstiashnsfunemsius e oyaiinadey uay Aemuwiud1vestoyad
Ain alitoya 42 Fadnuslu 19197 1 wasnamavadeuUsEAvE M munsed 2 Tunsiinsuyadeyauas
inmveaeuyadeyauddimyianaUszavsnmuadunanielsang o ngvalauenanmwiug1vedliing
waglimansiin IngldAmanuuwingwedinnawintu 098 Anluseeay 98.41 uaw AR IRINEadLAG
sfln wiriu 0.995 AnduSesas 99.60

Tunsaguanildlumsinuasyssiliulszavs nmusdueanisiFeusiBsin (Deep Leaming) seming
mstlnelusanuuildlusmueesing sy Keras ngld epoch categorical accuracy uaw epoch_ loss L
Tunmil 6 waz 7wl 7 Wefiansanannswilunwil 6 fuanseudusiusszming Sruuseunilnsudy
ANasiuen agwuin ummsiudiuuyadeyansin (Train) swioidunuuiuguyadoyaidilsineg
nusneuvseynvayavadeu (Validation) e waeleuduiusaenadeduluimmadeiunudiuiusey
Mgy AAriusgadayavnaoy Wsgsdulutausn uwindminsaunisiinduuszan 200 AEy
asil fandlng 1 Auansingedeyaneaeuivyateyanisiindinnuusiugoglussdud uazanawd 7
fugnsrrrugapdeiusnnuseunfinduiissdsovresnlnduanntu Sraunsgaydeveduratianas
audlng 0 TnefidanugapderzanaadiebunadusAvs it uiuasdaudiiusaenedadlulufiams
e

m3¥auszavEamIseaaIn Confusion Matrix nyadeyaiiiusdnsmunlng 42 f 9mnmens
71 1 Myndeyagunin Confusion Matrix lumsenaszavsnmwedbiaalidmsumaliangiseavsnm
wuuiBsalysivedimauennisselidiunmussisiunglunsdifinsaansaifianaauasuansaen
usiugpnud uanafsnmil 8 uama Confusion Matrix vedlaaa fiazvioulvifiudiaunu X Mdusriiszuy
mamsalldmnidnusmenlve 42 6 uazuny Y wuAnesdussdissuumensal anansaiuléinen
amdldndnusiisimsyinneiiuiugngs @esiifldidiuumumusa) luvasiddnusdu 1 enafimeiuned
Remann (Gosfisididuneniumusag) Seilfaunsossymmuduamemsinnslusalfuasmelinseil
Femglumaianudilainlueaindvssdnsnmegdlsiudidnesnwlne lae Confusion Matrix 3y

a

FoyanilasnnlunsuTulsdunalyinivu
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M19199 2 wanegeuluyateoya

ﬂﬂﬂagawﬂaau Precision Recall F1-Score Support
0: 59 1.0000 1.0000 1.0000 5
Lnwenln 1.0000 1.0000 1.0000 6
2: v 19 ogluidn 1.0000  1.0000 1.0000 10
3: A A8 WU 1.0000 1.0000 1.0000 5
4: 91 syals Fran 1.0000 1.0000 1.0000 4
5 61 61 18999 1.0000 1.0000 1.0000 7
6: 0 09 WUNYUY 1.0000 1.0000 1.0000 2
7: § dugnu |un5es 1.0000 1.0000 1.0000 5
8:  Fimin LAugas 1.0000  1.0000 1.0000 5
9: 9 UNNULN NV 1.0000 1.0000 1.0000 7
10:  Ufn v 1.0000  1.0000 1.0000 4
11: @ o AnAzueg 0.8333 1.0000 0.9091 5
12: 7 181 Reuwn 1.0000 1.0000 1.0000 10
13: ¥ 1% wWIng7 1.0000 1.0000 1.0000 8
14: % 14 a1l 1.0000 1.0000 1.0000 10
15: 7 W 138 0.8333 1.0000 0.9091 5
16: U a1 anau 1.0000 1.0000 1.0000 7
17: w e % 1.0000 1.0000 1.0000 4
18:a dunn nsly 1.0000 1.0000 1.0000 2
19: % Tddn 1.0000 0.8000 0.8889 5
20:  ungn aln 1.0000 1.0000 1.0000 9
21: u Tuld viuau 1.0000 1.0000 1.0000 il
22: 9 50 wwl 1.0000 1.0000 1.0000 5
23: 7 WU 898N 1.0000 1.0000 1.0000 9
24: ¢ \fin Aosiluud 1.0000  0.7143 0.8333 7
25: §) V£ AN 0.7778 1.0000 0.8750 7
26: 9 #u dzoInis 1.0000 1.0000 1.0000 8
27: 6 0 numu 1.0000 1.0000 1.0000 6
28: a &4 lasn 1.0000 1.0000 1.0000 6
29: & & Wealvey 1.0000 1.0000 1.0000 9
30: 9 97U 147 1.0000 1.0000 1.0000 5
31: gy e lan 1.0000 1.0000 1.0000 7
32: 31 41 Anfn 1.0000 1.0000 1.0000 5
33w ny vinlvd 1.0000  1.0000 1.0000 2
34: 9 g landn 1.0000  1.0000 1.0000 6
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M13199 2 waneaeuluyntoya (se)

ﬂﬂ%'aadawﬂaau Precision Recall F1-Score Support
35: Y1 1T 9ANY 1.0000 1.0000 1.0000 6
36: 5 59 AUliY 1.0000 1.0000 1.0000 4
37: 2 89 fise 1.0000 1.0000 1.0000 3
38: 4 413 Janl 1.0000 1.0000 1.0000 7
39: ol NziId AU 1.0000  1.0000 1.0000 5
40: ® 974 Hlouss 1.0000 0.8889 0.9412 9
41: W P Y Hees 1.0000 1.0000 1.0000 7
accuracy 0.9841 252
macro avg 0.9868 0.9858 0.9847 252
weighted avg 0.9872 0.9841 0.9840 252

5. 8AUS1ENANTSIVLLALUDLEAUD UL

szyuftaveiaiuisaldnsiadumsnysnivineg wazwlasninanndssduwauidu

v o

1dnwsld dnsldmheainudndes waglindnenslunisussinanasiwazaiunsainluldivgunsal
Aoumaslagaluld wenantusuuy LSTM Aldlunisiindunisiiniussavsnmlunisandivioms

198 Tngannslasunisiinduriuyadeyaiasnsuiaundiuiu 600 amdmsudidnesnwlneus

v
[

agfuari1u1ins1endalanad dAranuwtugl arugndesdunisnsadusasulasniwiiielney

v o

Arulasiaiy (Macro Average) ANladgupIANNLIUg198uAaLionys A wIlng Ardutlniade
(Weighted Average) Aladgveinduudugffwinmuimvinvedusiasmdnys danudtegluinadis

170 (WNNI5BEaY 95)

P

dwsugadoyanliadavunionvuadues wasdunisduduinssuuilanunsaldldegned
UszanSamlumsldneuiuszuuaeuiumesiiuivweundindulirmnuudugmieninugnsiesegi
Sovay 98.41 Fevilidiunszuuninauaiiiniudnss waznuddedulauisailudesannisinaiu

Iafunsiseuivesinamnenistasulniindisnusnwingiunsuanswimeesie

'
a va

. < va o = o 2w < o =P |
agslsnny YaymaigidenvAsluvaeyinisniudeyalndnin Jadeseluliinasessuy
vinsvesdenulasesnuindud laun sseznmidesegluveulunnisiiudeya gunsaldediniy

audauaziinanings Anugneswesiuuuluiuauwingwarauslunsfivieya Tdnauiu

¥ v o £%

sensinutndeyanmluwdazdidnw yarasssuadesaunsaliviineanuiiolngla

[ ' a

iendnidesnsindmdenan Tunsiiudeyaynassdadesiinsamuauluiewenisiia

10endadlun1snsvfu szerlunmsduain nisldaunsallunmsnsiaduiifigunmadaeainusilunis

wivdeya wenanilunsiiudeyadsnysvimueiinnuartiluegranndennsiiudeyarnends
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dnwstuseddnmaeutiou waryanasssumdesainsoldvimanimilelnelflunsasddnus
Jgymiimuaniifeauignliiudeyamedsiesgnilnlifiauusiuglunsldvimenuilonsodes
Anympasssunliamnsaldimniuniievesmdnyslifianuuiugilunmsiiuiae
nsUstiliunadwsiammnandeyalunaned 2 uaznslinsesitoyasenundudeiuusiug,
wansiladiuszAvsnmiia fauusiugige veuugadoyamsiinuassadoyaiisliinenuunron
uay Tumadieaugyids (Loss) i egrdlsfimu lnaoaiaiymnislenasiinfsdnismmnig
whideymlewiesiini yatoyaveslunaiiiinduazvaaeuifudinddnlunsianuassziiunaves
n1snTfuyadeyanazuiatniwiiielne (ThsL) wazduuy LSTM lun1sandnviinisvesiedmsy

LY

Wnwsnwilneg lunisuddynilenesfinis unanuilaiinisudsdeyayn

=

Anuazyannaoulu

P v

Sn91dau 80:20 TdwusznauivhlAatlamdsd anulsivarnuasvesdeyayaiin fo yndeyatin
oaildnvazionzilinseunqu 1wy JUuULvssnsindeulmluuisiisnusenefidnualndids iy
dewalilanaandamzdoyaluyainlafiiuly waldaunsausvaanadiutoyalvsl (Unseen Data)
fegrauiugn wagmautsteyaludadnuivilideyailélunmsvaasuiisautos eradwmalinig
UszifiunalumaliiasviouUsyansnmase ludwidezusledgmineg m'iLﬁwﬁ'aaﬂaiﬁﬁﬁ%mumiumw
1T, anrnusdeuveslinalag ansiuly Memory Cells %39 Units Tuusiagdu LSTM vides1uau
fu (Layers) Tuluina iedostulunadouidoyaiilddndu ndsindunsinaoudnadniuas
Uszillunasioly
FaiauauuzdauITeluauian

KaINMIAAeUsFUUTLS U S ssiunuasegnefiaunsathadlinudosenld
Tnevaiauslily 5 Uszidu

Tudszifiuusn msimuadaiieuugnnndlumsiivieyauas msudasniwnilelidl
UszAnsninundeiu ulufstmunszuuliannsosesiunslénuuugunsaineuimesiiiini
wanssiulaglidgaydonnuiduazanuwiugr suludssdideyaradeyadegdliianmuudugilu
nsldvimenwniielunisiiudeya

Tuuszidiud 2 lunsvageumisiiansandsanmuindeudy q Fululd wu vuavesiled
varnvane wasvzedfiusnglunm ldnanismaaouiiamisnsessunisvihanluaninwandend
wanvateaenAdesiuanIuNITain sl

Tudszifiudl 3 lunsmeseulsavsnmvssyadeyalasnisiiuluiea LSTM dsnans 16iinns
Arlonesfinhsiu Gamnef lunadsuinndoyanisiinduinnausineasdonvesdeyanisiindu
unAuly denalviuszansainuudeya Validation n3e vudeyanaaeuiiliineifiusineuanas
dewgngummanidgmninialoneifinhslnsuuzihlffugndeyamsunmnsfinduliinntu

UFuuss hyperparameters vaslaaa 1y Usudnsinisiseus (Leaming Rate), USulseduausounis
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Hanu (Number of Epochs), USuruniauund (Batch Size) wazdsanuisaldimaiinnisusvanainu
Fugfou (Regularization) f® msUSuanuunYemns et msliSeesasanAmslne st
a9 (L2 Regularization), MsduliaunmislutuiietdesiunisfisnanniAuly (Oropout)

Tuuszidiud ¢ lunmsuisdeyayaiinuazyanaaeuludnsdiu 80:20 enavilviAndgvnlenes
fndslavinlnAntamiad anulunarnvansvesdoyausiin Ao yateyaiinenaiidnumuzianeill
AsEUARN 1u JULULTBsMsndeulmluuwhsnysenalidnvarindifsaty dwmalilunasnduams
foyalumeilnldfiAuly udliaunsavszananadutoyalndldegiusiugr wosnmsustoyaludndiud
vilideyatilflumsmaaeuiisuiutios ervdmalinisussidiunalumalsiagsioulssaniamese lu
dauﬁ%uﬁlmﬁayﬂma ﬂ’ﬁLﬁu%@uﬂﬂﬁﬁﬁﬁu%uLWiiJﬂ’]W@J’m‘agu, anAusdauvedunalag ansIuly
Memory Cells 130 Units luwsiagdu LSTM vFedwrudululuea iedestulinaiouidoyadly
Jndu
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