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บทคดัย่อ 
บทความวชิาการนี้อภปิรายวธิที าซ ้าส าหรบัระบบเชงิเสน้ เรากล่าวถงึแนวคดิทัว่ไป

ของวธิที าซ ้าและเน้นไปทีว่ธิที าซ ้าทีส่ าคญัสามวธิ ีได้แก่ วธิจีาโคบ ีวธิเีกาส์-ไซเดล และวธิี
ผ่อนปรนเกนิสบืเนื่อง เราน าเสนอทีม่าของสตูรทีใ่ชใ้นการท าซ ้า วเิคราะห์การลู่เขา้ของการ

ท าซ ้า ยกตวัอยา่งการค านวณ รวมทัง้อภปิรายวธิที าซ ้าทีส่มัพนัธ์กบัวธิขีา้งตน้ กล่าวโดยสรุป

ไดว้่า วธิจีาโคบแีละวธิเีกาส์-ไซเดลจะการนัตกีารลู่เขา้เมื่อเมทรกิซ์สมัประสทิธิข์องระบบเชงิ
เสน้เป็นเมทรกิซแ์นวทแยงมมุขม่แท ้ สว่นวธิผีอ่นปรนเกนิสบืเนื่องจะลู่เขา้ถา้ใชก้บัเมทรกิซ์ที่

เป็นบวกแน่นอนโดยตอ้งเลอืกตวัประกอบถ่วงน ้าหนกัทีเ่หมาะสม 

ค าส าคญั:  ระบบเชงิเสน้  วธิที าซ ้า  รศัมสีเปกตรมั วธิจีาโคบ ี วธิเีกาส-์ไซเดล วธิผีอ่นปรน
เกนิสบืเนื่อง 
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ABSTRACT 

This review article discusses iterative methods for linear systems. We explain 

general ideas of iterations and focus on three famous iterative methods, namely, 

Jacobi method, Gauss-Siedel method, and successive over-relaxation (SOR) method. 

We present ideas behind the formulas of iterations, make convergence analysis, 

illustrate examples, and discuss related iterative methods. In conclusion, Jacobi and 

Gauss-Siedel methods guarantee convergences when the matrix coefficients of the 

linear system are strictly diagonally dominant. The SOR method is convergent if we 

apply it to positive definite matrices and choose an appropriate value of weighted 

factor. 

Keywords:  Linear System, Iterative Method, Spectral Radius, Jacobi Method, 

Gauss-Siedel Method, Successive Over-Relaxation Method 

 

1.  บทน า 
พจิารณาระบบเชงิเสน้  Au = b ในเวกเตอร์

ตวัแปร  u  เมื่อก าหนดเมทรกิซจ์ตุัรสั  A  และ
เวกเตอร ์ b มาให้ เป็นที่ทราบกนัดวี่าระบบ
ดังกล่าวจะมีผลเฉลยเดียวก็ต่อเมื่อเมทริกซ์
สมัประสทิธิ ์A หาผกผนัได้  การหาผลเฉลย
ของระบบดงักล่าวแบ่งได้เป็นสามวิธีใหญ่ ๆ 
คอื วธิตีรง วธิที าซ ้า และวธิกีึง่ตรง  

วธิตีรงเป็นการหาผลเฉลยจรงิของระบบเชงิ
เสน้โดยไม่ค านวณผลเฉลยค่าประมาณ วธิตีรง
ซึง่เป็นทีรู่จ้กัแพร่หลายในต าราพชีคณิตเชงิเสน้
ทัว่ไป ได้แก่ การลดรูปแบบเกาส์ (Gaussian 
Elimination) การใช้เมทรกิซ์ผกผนั กฎของ
คราเมอร์ และการแยกเมทรกิซแ์บบต่าง ๆ วธิี
ดงักล่าวมขีอ้ดใีนแง่ที่ว่าสามารถใช้กบัทุกเมท
รกิซ์ที่หาผกผนัได้ ยกเว้นการแยกเมทริกซ์ที่
ตอ้งพจิารณาเป็นรายกรณีไป การแยกเมทรกิซ์

แบบ LUP (LUP Decomposition) ใชไ้ดก้บัทุก
เมทรกิซ ์สว่นการแยกแบบอื่นใชไ้ดก้บัเมทรกิซ์
บางรปูแบบซึง่หาผกผนัได ้เช่น  

- การแยกแบบ LU (LU Decomposition)  
และการแยกแบบ LDU  (LDU Decomposi-
tion)  ใชไ้ดเ้ฉพาะกบัเมทรกิซท์ีม่แีต่ละไมเนอร์
ส าคญัแบบเรยีง (Leading Principal Minors) 
ไม่เป็น 0   

- การแยกแบบ LDLT (LDLT  Decomposi-
tion) ใชไ้ด้เฉพาะกบัเมทรกิซส์มมาตรทีแ่ยก
แบบ LU ได ้ 

- การแยกแบบ LLT (LLT Decomposition) 
ใช้ได้เฉพาะกับเมทริกซ์สมมาตรที่เป็นบวก
แน่นอน (Positive Definite Symmetric  
Matrix)  
ศกึษาขอ้มูลเพิม่เตมิเกีย่วกบัการแยกเมทรกิซ์
ไดจ้าก [1]  
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วธิตีรงมขีอ้ดอ้ยในแง่ทีว่า่ผลเฉลยจะปรากฎ
ในขัน้ตอนสุดท้ายของการค านวณ (จ านวน
จ ากดัครัง้) ดงันัน้จ าเป็น ต้องค านวณไปเรื่อย 
ๆ จนกว่าจะเสร็จสิ้นกระบวนการจึงจะได้ผล
เฉลยจริง การหยุดค านวณกลางคันส่งผลให้
ไม่ไดแ้มก้ระทัง่ค่าประมาณทีส่มเหตุสมผลของ
ผลเฉลย การค านวณบางขัน้ตอนผิดพลาดจะ
ท าให้ตวัเลขที่ได้ในขัน้ตอนถดัไปนัน้ผดิพลาด
ตามไปดว้ยและผลเฉลยทีไ่ดใ้นขัน้ตอนสุดทา้ย
อาจแตกต่างจากผลเฉลยจริงโดยสิ้นเชิง 
นอกจากนี้ส าหรับระบบเชิงเส้นที่เมทริกซ์
สมัประสทิธิม์ขีนาดใหญ่ เมื่อท าการลดรูปแบบ
เกาสจ์ะต้องเกบ็ขอ้มูลสมาชกิทุกต าแหน่งของ
เ ม ท ริ ก ซ์ ใ น ทุ ก ขั ้น ต อ น  ซึ่ ง สิ้ น เ ป ลื อ ง
หน่วยความจ ามาก ส าหรับการใช้เมทริกซ์
ผกผนัและกฎของคราเมอรจ์ะองิการลดรูปแบบ
เกาส์หรือค านวณโดยใช้สูตรส า เ ร็จ  ซึ่ ง
สิน้เปลอืงหน่วยความจ าเช่นกนั ดงันัน้วิธตีรง
จึงเหมาะกับระบบขนาดเล็กแต่ไม่เหมาะกับ
ระบบขนาดใหญ่  

วธิที าซ ้าเป็นวธิเีชงิตวัเลขโดยจะสรา้งล าดบั
ของผลเฉลยค่าประมาณที่ลู่เขา้สู่ผลเฉลยจริง 
ซึ่งต้องใช้ความรู้พีชคณิตเชิงเส้นร่วมกบัการ
วิเคราะห์ ได้แก่ ความรู้เกี่ยวกับนอร์มของ
เวกเตอร์/เมทริกซ์ การลู่เข้าของล าดับของ
เวกเตอร์/เมทรกิซ์  ข้อดขีองวธิีท าซ ้าคอื การ
ค านวณเพยีงไม่กีข่ ัน้ตอนจะท าใหไ้ดผ้ลเฉลยที่
ใกลเ้คยีงกบัผลเฉลยจรงิ  และสามารถก าหนด
ได้ว่ าต้องท าซ ้ ากี่รอบจึงจะได้ผลเฉลยที่
ใกล้เคียงผลเฉลยจริงตามค่าคลาดเคลื่อนที่
ก าหนด วิธีท าซ ้าจึงไม่เหมาะกับระบบขนาด
เลก็แต่เหมาะกบัระบบขนาดใหญ่ ขอ้จ ากดัของ
วิธีท าซ ้าคือ วิธีแต่ละวิธีจะการันตีการลู่เข้า
ส าหรบัเมทรกิซท์ีม่รีปูแบบค่อนขา้งเฉพาะ เช่น 

- วธิจีาโคบ ี(Jacobi Method) และวธิเีกาส-์
ไซเดล (Gauss-Siedel Method) จะการนัตกีาร
ลู่เขา้ถ้าเมทรกิซ์สมัประสทิธิข์องระบบเชงิเสน้

เป็นเมทริกซ์แนวทแยงมุมข่มแท้ (Strictly 

Diagonally Dominant Matrix) 
- วธิผี่อนปรนเกนิสบืเนื่อง (Successive  

Over-Relaxation Method) จะลู่เขา้ถ้าใช้กบั

เมทริกซ์ที่เป็นบวกแน่นอนโดยต้องเลือกตัว

ประกอบถ่วงน ้าหนกัทีเ่หมาะสม   
 
ถ้าใช้วธิดีงักล่าวกบัเมทริกซช์นิดอื่นการท าซ ้า

อาจไม่ลู่เขา้ วธิที าซ ้าดงักล่าวมกีารน าไปใชใ้น

การหาผลเฉลยของสมการเชิงอนุพนัธ์สามัญ

และสมการเชงิอนุพนัธ์ย่อย ศึกษาเพิม่เติมได้

จาก [2, 3] 
วิธีกึ่งตรงเป็นวิธีหาผลเฉลยจริงจากการ

ประมาณค่าผลเฉลยจ านวนจ ากัดครัง้ เมื่อ

ประมาณค่ าผลเฉลยไปในแต่ละขัน้ต อน 

ค่าประมาณทีไ่ดจ้ะยิง่เขา้ใกล้ผลเฉลยจรงิมาก

ขึ้นเรื่อย ๆ และเมื่อการค านวณสิ้นสุดลงจะ

ได้ผลเฉลยจริง วิธีกึ่งตรงที่ส าคัญ ได้แก่ วิธี

คอนจเูกตเกรเดยีนท ์(Conjugate Gradient 

 Method) ซึง่ใชค้วามรู้พชีคณิตเชงิเสน้ร่วมกบั

เกรเดยีนทข์องฟงักช์นัค่าจรงิทีม่ตีวัแปรตน้เป็น

เวกเตอรห์รอืเมทรกิซ ์
ในบทความนี้  เราจะอภิปรายวิธีท าซ ้า

ต่างๆ ที่ส าคัญซึ่งปรากฎอยู่ในงานวิจัยหรือ

ต าราภาษาต่างประเทศที่ยงัไม่แพร่หลายนัก  

โดยในหวัขอ้ที ่2 จะกล่าวถงึความรูพ้ืน้ฐานใน
การวเิคราะหเ์มทรกิซท์ีจ่ าเป็นต่อการศกึษาวธิี

ท าซ ้า หวัขอ้ที ่3 กล่าวถงึแนวคดิทัว่ไปของการ 
ท าซ ้าส าหรบัระบบเชงิเสน้ หวัขอ้ที ่4-6 กล่าว 
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ถงึวธิที าซ ้าทีส่ าคญั ไดแ้ก่ วธิจีาโคบ ีวธิเีกาส์-

ไซเดล และวิธีผ่อนปรนเกินสืบเนื่ อง โดย

อภิปรายสูตรที่ใช้ในการท าซ ้า วเิคราะห์การลู่

เข้าของการท าซ ้า ยกตัวอย่างการค านวณ 

รวมทัง้อภปิรายวธิที าซ ้าทีค่ล้ายคลึงหรอืไดร้บั

การพฒันาจากวธิขีา้งตน้ซึง่อยู่ในงานวจิยัต่างๆ 

ในหวัขอ้ที ่7 จะเป็นสรุป 

 
2.  ความรูพ้ืน้ฐานในการวิเคราะหเ์มทริกซ ์

เราทราบกันดีว่าปริภูมิของเมทริกซ์เป็น

ปรภิูมเิวกเตอรท์ีม่มีติจิ ากดั ดงันัน้ทุกนอรม์บน

ปรภิูมนิี้จะสมมูลกนั เราใชน้อรม์ต่อไปนี้ในการ

พจิารณาการลู่เขา้ของการท าซ ้าเนื่องจากง่าย

ต่อการค านวณและพสิจูน์ทฤษฎบีทต่าง ๆ 
 
บทนิยามท่ี 2.1  ให ้v = (v1, …, vn)  เป็นเวก-
เตอรเ์ชงิซอ้น  เรานิยาม 

1max{| |,...,| |}nv v vf   

 
บทนิยามท่ี 2.2  ให ้A = [aij] เป็นเมทรกิซเ์ชงิ-
ซ้อนขนาด nun ผลบวกค่าสัมบูรณ์ตามแถว 

(Absolute Row Sum) ของแถวที ่i ของ A คอื

ผลบวกของค่าสมับูรณ์ของทุกสมาชกิในแถวที ่

i นัน่คอื 

1
1

n

i i in ij
j

s a a a
 

 � �  ¦
 

 
เรานิยาม   ^ `1max ,..., nA s sf   

เราสามารถแสดงได้ว่ า  ฟงัก์ชัน f  

ส าหรบั  เมทริกซ์เป็นนอร์มที่สร้างจากนอร์ม 

f  ส าหรับ เวกเตอร์โดยสอดคล้องกับ

ความสมัพนัธ ์  
Av A vf f fd  

 
บทนิยามท่ี 2.3  ล าดบั 1{ }k kA f

  ของเมทรกิซ์

เชงิซอ้นขนาด nun จะกล่าวว่าลู่เขา้ 
(Converges)  สู่ เมทริกซ์เชิงซ้อน A ขนาด 

n nu  กต่็อเมื่อ ส าหรบัแต่ละ 0H ! จะมจี านวน

นับ N ซึ่งท าให้ kA A Hf� �  ส าหรบัทุก 

k Nt  เขยีนแทนดว้ยสญัลกัษณ์ kA Ao เมื่อ 

k of โดยอาจละขอ้ความ “เมื่อ k of ” ไว้

ในฐานทีเ่ขา้ใจ 
 

เราสามารถแสดงได้ว่า  kA Ao ก็ต่อเมื่อ
( )k

ijija ao ส าหรบัทุก i, j เมื่อ ( )k
ija คอืสมาชกิ

ต าแหน่งที่ (i, j) ของ Ak  และ aij คอืสมาชกิ

ต าแหน่งที ่(i, j) ของ A 
 
บทนิยามท่ี 2.4  เมทรกิซจ์ตุัรสัเชงิซอ้น T จะ
กล่าวว่าลู่เข้า ก็ต่อเมื่อล าดบัของก าลงัต่าง ๆ 

ของ T ลู่เขา้สูเ่มทรกิซศ์นูย ์นัน่คอื kT o 0  
เมื่อ k of  

 
บทนิยามท่ี 2.5  รศัมสีเปกตรมั (Spectral Ra-

dius) ของเมทรกิซจ์ตุัรสัเชงิซอ้น T คอืค่าสงูสุด
ของค่าสัมบูรณ์ของค่าลักษณะเฉพาะของ T 
เขยีนแทนดว้ย ( )TU  
 
ทฤษฎีบทท่ี 2.6 เมทรกิซ ์T  จะลู่เขา้กต่็อเมื่อ 

( ) 1TU �  
พิสูจน์  ดไูดจ้าก [2] 
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บทนิยามท่ี 2.7  ให้ A เป็นเมทริกซ์เชิงซ้อน

ขนาด nun เรากล่าวว่า 
x A เป็นเมทรกิซเ์ฮอรม์เิชยีน (Hermitian 

Matrix) กต่็อเมื่อ
T

A A  เมื่อ 
สญัลกัษณ์ A  หมายถงึสงัยุค 
(Conjugate) ของ A 

x A เป็นเมทรกิซท์ีเ่ป็นบวกแน่นอน  
(Positive Definite Matrix)  กต่็อเมื่อ 

0
T

x Ax ! ส าหรบัทุกเวกเตอรเ์ชงิซอ้น 

x ทีไ่ม่ใช่เวกเตอรศ์นูย ์ 
 
บทนิยามท่ี 2.8  เมทรกิซ์จตุัรสั A จะเรยีกว่า
เมทรกิซแ์นวทแยงมุมข่มแท ้กต่็อเมื่อ ส าหรบั
ทุก 1,...,i n  

1

n

ij ij
j
j i

a a
 
z

!¦  

 
เมทรกิซ์ที่เป็นบวกแน่นอนจะเป็นเมทรกิซ์

เฮอร์มิเชยีนที่หาผกผนัได้  และเมทริกซ์แนว

ทแยงมุมขม่แทจ้ะหาผกผนัได ้
 
3.  แนวคิดทัว่ไปของวิธีท าซ า้ส าหรบัระบบ
สมการเชิงเส้น 

พจิารณาระบบสมการเชงิเสน้ทีม่ ีn สมการ
และ n ตวัแปรในรปูแบบ 

Au   =   b                     (1) 
เราสมมติให้เมทรกิซ์สมัประสทิธิ ์A เป็นเมท

รกิซ์ที่หาผกผนัได้ จะได้ว่าผลเฉลยของระบบ

ดงักล่าวมผีลเฉลยเดยีว  
วธิที าซ ้าเพื่อหาผลเฉลยของระบบเชงิเสน้ 

(1) จะเริม่จากการเลอืกเวกเตอรค์่าเริม่ต้น u(0) 

และเพื่อหาผลเฉลยจริง u* เราจะสร้างล าดับ

ของเวกเตอร์ ( )
1{ }k

k
f
 u  โดยล าดับนี้ลู่เข้าสู่ u* 

และเราจะแทนสมการที่ (1) ด้วยรูปแบบของ

ระบบท าซ ้า 
u(k+1)  =  Tu(k) + c,   u(0)  =   u0     (2) 

เมื่อ T เป็นเมทรกิซข์นาด nun และ c เป็นเวก-
เตอร์ที่มี n พิกัด สมมติว่าผลเฉลยของระบบ

ท าซ ้านี้ลู่เขา้ นัน่คอื u(k) o u* เมื่อ k of  จะ

ไดว้่า u* เป็นจุดตรงึ (Fixed Point) ของสมการ

ที ่(2) ซึง่สอดคลอ้งกบั 
u*  =  Tu* + c          (3) 

ฉะนัน้ ระบบท าซ ้าจงึตอ้งมสีมบตัดิงันี้ 
1. ผลเฉลย u* ซึง่เป็นจุดตรงึของสมการที ่(3) 

ตอ้งเป็นผลเฉลยของสมการที ่(1) 
2.  ระบบท าซ ้าที่นิยามขึ้นโดยสมการที่ (2) 
จะตอ้งลู่เขา้สูจุ่ดตรงึ 

พจิารณาระบบเชงิเสน้ต่อไปนี้ 
– 4x + y + 2z = – 1,   
   2x – 5y + z = – 2,                                (4) 
     x – y – 3z = – 3   
ซึง่สามารถท าใหอ้ยู่ในรปูแบบของเวกเตอร ์ 
Au = b ไดด้งันี้ 

4 1 2 1
2 5 1 ,  ,  2
1 1 3 3

x
A y

z

� �§ · § · § ·
¨ ¸ ¨ ¸ ¨ ¸ �   �¨ ¸ ¨ ¸ ¨ ¸
¨ ¸ ¨ ¸ ¨ ¸� � �© ¹ © ¹ © ¹

u b  

วธิหีนึ่งทีง่่ายต่อการเปลีย่นระบบสมการเชงิเสน้

เป็นรปูแบบของจุดตรงึ คอืการให ้
u   =   Iu – Au + Au   =   (I – A)u + b  
       =  Tu + c 
เมื่อ T = I – A และ c = b จะไดว้่า 

5 1 2 1
2 6 1 ,  2
1 1 4 3

T I A
� � �§ · § ·

¨ ¸ ¨ ¸ �  � �   �¨ ¸ ¨ ¸
¨ ¸ ¨ ¸� �© ¹ © ¹

c b  
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 ตารางที ่1  

k 

( 1) ( ) k kT�  �u u c  ( 1) ( )k kT�  �u u c  

x(k) y(k) z(k) x(k) y(k) z(k) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

            0 

–1 

2 

50 

449 

3350 

23720 

166391 

1173494 

8350358 

            0 

–2 

–9 

–44 

–288 

–2219 

–17640 

–138206 

–1060353 

–7997840 

            0 

–3 

–16 

–78 

–409 

–2376 

–15076 

–101667 

–711268 

5078922 

0 

0.25 

0.85 

0.9 

1.0075 

0.9875 

1.0065 

0.997125 

1.001925 

1.00001 

0 

0.4 

0.7 

0.93 

0.97 

1.001 

0.9975 

1.0017 

0.99945 

1.000465 

0 

1 

0.95 

1.05 

0.99 

1.0125 

0.9955 

1.003 

0.998475 

1.000825 
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อกีหนึ่งวธิใีนการหาผลเฉลยของระบบสมการ

ที่ (4) คือการเขียนระบบสมการให้อยู่ในอีก

รปูแบบ ดงันี้ 
1 1 1
4 2 4
2 1 2
5 5 5

,  

,

x y z

y x z

 � �

 � �  

1 1
3 3 1z x y � �  

และจดัใหอ้ยู่ในรปูแบบของจุดตรงึ 
* *T �u u c   

โดย 

1 1 1
4 2 4

2 1 2
5 5 5
1 1
3 3

0

0 ,

10

T

§ · § ·
¨ ¸ ¨ ¸
¨ ¸ ¨ ¸  
¨ ¸ ¨ ¸
¨ ¸ ¨ ¸� © ¹© ¹

c  

เราจะทดสอบว่าระบบท าซ ้าทัง้สองนัน้ลู่เขา้สู่

ผลเฉลย x = y = z = 1 หรอืไม่ เมื่อก าหนด

เวกเตอรเ์ริม่ตน้เป็น u(0) = (0, 0, 0) โดยการใช้

โปรแกรม MatLab จะได้ผลลพัธ์การท าซ ้า  

u(0) = (x(k), y(k), z(k)) ดงัตารางที ่1 จะเหน็ว่าวธิี

ที ่1 ใหผ้ลเฉลยทีห่่างออกไปจากผลเฉลยจรงิ

มากขึน้เรื่อยๆ ซึ่งปญัหาน้ีสามารถเกดิขึ้นได้

ไม่ว่าจะเลือกเวกเตอร์เริ่มต้นให้ใกล้กับผล

เฉลยจรงิแค่ไหนกต็าม แต่ในวธิทีี่ 2 ในแต่ละ

รอบของการท าซ ้า ผลเฉลยที่ได้จะเขา้ใกล้ผล

เฉลยจรงิมากขึน้เรื่อยๆ และใช้รอบการท าซ ้า

ไม่มากแมจ้ะเลอืกเวกเตอรเ์ริม่ตน้ไม่ดกีต็าม 
 
ทฤษฎีบทท่ี 3.1  ระบบท าซ ้า (2) จะลู่เขา้สู่ผล
เฉลยจริงซึ่งเป็นจุดตรึงของสมการที่ (3)  ก็

ต่อเมื่อ T เป็นเมทรกิซล์ู่เขา้ นัน่คอื ( ) 1TU �   
พิสูจน์  การลู่เข้าของผลเฉลยสู่จุดตรึงของ

สมการที่ (2)   นั ้นขึ้นอยู่กับพฤติกรรมของ

เวกเตอรค์่าคลาดเคลื่อน ( )ke  เมื่อ 

( ) ( ) *k k �e u u  
ซึง่วดัระยะหา่งระหว่างผลเฉลยจากการท าซ ้า

กบัผลเฉลยจรงิ พจิารณาความ สมัพนัธข์อง 
เวกเตอรค์่าคลาดเคลื่อนกบัระบบท าซ ้า ดงันี้ 

( 1) ( 1) *k k� � �e u u  
        

( ) *( ) ( )kT T � � �u c u c  
        

( ) * ( )( )k kT T �  u u e  
จะเห็นว่าเวกเตอร์ค่าคลาดเคลื่อนสอดคล้อง

กับระบบท าซ ้ า เชิง เส้นด้วยเมทริกซ์สัม -
ประสิทธิ ์T ตัวเดียวกัน โดยหลักอุปนัยเชิง

คณิตศาสตรจ์ะไดว้่า 
( ) (0)k kT e e  

เนื่องจากผลเฉลยของระบบท าซ ้านี้ลู่เข้าสู่จุด

ตรงึ ( ) *k ou u  กต่็อเมื่อ เวกเตอรค์่า 
คลาดเคลื่อนลู่เขา้สูเ่วกเตอรศ์นูย ์นัน่คอื 

( )k oe 0  จงึสรุปไดว้่า kT o 0  
ซึ่งหมายความว่า T เป็นเมทริกซ์ลู่เข้า ซึ่ง

เงื่อนไขดงักล่าวสมมลูกบั ( ) 1TU �  โดย 
ทฤษฎบีทที ่2.6 

 
จากตวัอย่างขา้งตน้ จะเหน็ว่า   
( ) 7.03278TU   และ ˆ( ) 0.304067TU   

นัน่คือ  T  ไม่เป็นเมทริกซ์ลู่เข้า จึงท าให้ผล

เฉลยค่าประมาณ ( )ku ไม่ลู่เขา้สู่ผลเฉลยจรงิ 

ส่วนวธิทีี ่2 นัน้ T  เป็นเมทรกิซล์ู่เขา้ จงึท าให ้
( )ku ลู่เขา้สู่ผลเฉลยจรงิ ยิง่ไปกว่านัน้ค่ารศัมี

สเปกตรมัจะเป็นตวัก าหนดความเร็วในการลู่

เขา้ โดยค่ารศัมสีเปกตรมัยิง่น้อยความเรว็ใน

การลู่เขา้กจ็ะยิง่มาก ดงันัน้เป้าหมายของระบบ

ท าซ ้าจึงต้องท าให้ค่ารศัมีสเปกตรมัมีค่าน้อย

ทีสุ่ดเท่าที่จะท าได้ โดยอย่างน้อยที่สุดค่ารศัมี

สเปกตรมัตอ้งมคี่าน้อยกว่า 1 
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4.  วิธีจาโคบี  
วธิจีาโคบ ีคดิคน้โดยคารล์ จาโคบ ี(Carl  

Jacobi) [4] เป็นวิธีท าซ ้าเพื่อหาผลเฉลยของ

ระบบเชงิเสน้ Au = b โดยในแต่ละสมการที ่i  
จะเขยีนอยู่ในรปู 

1

n

ij j i
j

a u b
 

 ¦  

โดยมเีงื่อนไขว่าสมาชกิในแนวทแยงมุมหลกั

ของเมทริกซ์  A จะต้องไม่เป็นศูนย์ นัน่คือ

0iia z  และส าหรับแต่ละตัวแปร  iu  ใน

สมการที ่i จะไดว้่า 

                
1

1 n
i

i ij j
ii iij

j i

b
u a u

a a
 
z

 � �¦          (5) 

ผลเฉลยที่ได้เป็นจุดตรงึที่สอดคล้องกบัระบบ

ท าซ ้า u(k+1) = Tu(k) + c ดงันัน้รูปแบบชดัแจ้ง

ของวธิจีาโคบ ีคอื 

         ( 1) ( )

1

1 n
k k i

iji j
ii iij

j i

b
u a u

a a
�

 
z

 � �¦         (6) 

การแปลงวิธีจาโคบีให้อยู่ในรูปแบบของเมท

ริกซ์ได้จากการจดัรูปเมทริกซ์สมัประสทิธิ ์A 
ใหม่โดยแยกเป็นผลบวกของเมทริกซ์แบบ

สามเหลีย่มล่าง L เมทรกิซท์แยงมุม D และ
เมทรกิซแ์บบสามเหลีย่มบน U  นัน่คอื 
         A   =   L + D + U                   (7) 
ต่อมาเราจดัรปูสมการใหม่ จะไดว้่า 
       Au   =   (L + D + U)u  =  b 
       Du   =   –(L + U)u + b 
ดงันัน้สมการการท าซ ้าของวธิจีาโคบ ีคอื 
           u(k+1) = Tju(k) + cj                 (8) 

โดยที ่ Tj  =  –D–1(L + U) และ cj  =  D–1b    

ตวัอย่างท่ี 4.1  พจิารณาการใชว้ธิจีาโคบกีบั  

 

3 1 2
1 4 3
2 1 6

A
§ ·
¨ ¸ �¨ ¸
¨ ¸� �© ¹

 

ท าการแยก A =  L+D+U เมื่อ 
0 0 0 3 0 0
1 0 0 , 0 4 0 ,
2 1 0 0 0 6

0 1 2
0 0 3
0 0 0

L D

U

§ · § ·
¨ ¸ ¨ ¸  �¨ ¸ ¨ ¸
¨ ¸ ¨ ¸� �© ¹ © ¹
§ ·
¨ ¸ ¨ ¸
¨ ¸
© ¹

  

จากสมการที่ (8) เราสามารถหาเมทรกิซ์

สมัประสทิธิข์องระบบท าซ ้าไดด้งัน้ี 

     

1 2
3 3

1 31
4 4
1 1
3 6

0

( ) 0

0

jT D L U�

§ ·� �
¨ ¸
¨ ¸ � �  
¨ ¸
¨ ¸� �© ¹

 

วธิจีาโคบสีามารถรบัประกนัการลู่เขา้ของ

การท าซ ้าไดเ้มื่อเมทรกิซส์มัประสทิธิ ์A ม ี
สมบตัทิีด่บีางประการซึง่จะกล่าวต่อไป 
 
บทตัง้ท่ี 4.2  ถ้าผลบวกค่าสมับูรณ์ตามแถว

ของทุกแถวของ A มคี่าน้อยกว่า 1 แลว้  
1A

f
�  ยิง่ไปกว่านัน้ A จะเป็นเมทรกิซล์ู่เขา้ 

พิสูจน์  บทพสิจูน์สามารถหาไดจ้าก [2] 

 
ทฤษฎีบทท่ี 4.3  ถา้ A เป็นเมทรกิซแ์นว 
ทแยงมุมข่มแท้ แล้วระบบจาโคบทีี่สอดคล้อง

จะลู่เขา้ 
พิสูจน์  เราจะพิสูจน์ว่า 1jT

f
�  โดยจาก

สมการที่ (5) จะได้ว่าผลบวกค่าสมับูรณ์ตาม

แถวของเมทรกิซ ์ Tj  =  –D–1(L + U)  คอื 
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1

1 1
n

i ij
ii j

j i

s a
a

 
z

 �¦  

เน่ืองจาก A เป็นเมทรกิซแ์นวทแยงมุมขม่แท ้
ดงันัน้ 1max{ , , } 1j nT s s �  โดยบทตัง้ที ่

4.2 จะไดว้่าระบบจาโคบทีีส่อดคลอ้งนัน้ลู่เขา้ 
 
ตวัอย่างท่ี 4.4  พจิารณาระบบเชงิเสน้ต่อไปนี้ 
5x – 2y+ 3z = – 1,   – 3x + 9y + z = 2,      
2x – y – 7z = 3                (9) 
ซึง่สามารถท าใหอ้ยู่ในรปูแบบของเวกเตอร ์ 
Au = b ไดด้งันี้ 

5 2 3 1
3 9 1 ,  ,  2

2 1 7 3

x
A y

z

� �§ · § · § ·
¨ ¸ ¨ ¸ ¨ ¸ �   ¨ ¸ ¨ ¸ ¨ ¸
¨ ¸ ¨ ¸ ¨ ¸� �© ¹ © ¹ © ¹

u b  

ท าการเปลีย่นใหอ้ยู่ในรูปของระบบท าซ ้าจาโค

บ ีโดยการหาเมทรกิซ์ Tj และ cj ที่สอดคล้อง 

จะได ้
32 1

5 5 5
1 1 2
3 9 9
2 1 3
7 7 7

0

0 ,  

0

j jT

§ ·§ ·� �
¨ ¸¨ ¸
¨ ¸¨ ¸ �  
¨ ¸¨ ¸
¨ ¸¨ ¸� �© ¹ © ¹

c  

เนื่องจาก ( ) 0.2674 1jTU | �  ดงันัน้ระบบ

ท าซ ้านี้ลู่เขา้  เมื่อก าหนดเวกเตอรเ์ริม่ต้นเป็น 

u(0) = (0, 0, 0) จะไดผ้ลลพัธก์ารท าซ ้าโดยใช้

โปรแกรม MatLab ดงันี้ 
 

 

 

 

 

 

 

 

 ตารางที ่2 

 
จะเห็นว่า วิธีจาโคบีลู่เข้าสู่ผลเฉลยจริงซึ่งมี

ความถูกต้องถึงทศนิยมต าแหน่งที่ 4 โดยใช้

รอบการท าซ ้าทัง้หมด 8 รอบ    
ความเรว็ในการท าซ ้าของวธิจีาโคบขีึน้กบั

ค่ารศัมสีเปกตรมัของเมทรกิซท์ าซ ้า สมมตวิ่า

ตอ้งการความถูกต้องถงึทศนิยมที ่n จะหาจ า-
นวนรอบ k ของการท าซ ้าทีท่ าให ้

( ) 0.5 10k nTU �d u  
เราสามารถหา k ไดโ้ดยการใชล้อการทิมึ ใน
ตวัอย่างขา้งตน้จะไดว้่า  

4log(0.5 10 ) 8
log 0.2674

k
�u

d |  

ดงันัน้ต้องท าซ ้าไม่เกนิ 8 รอบ ซึ่งตรงกบัการ

ค านวณโดยใช ้MatLab 
วธิที าซ ้าทีม่รีปูแบบแปรเปลีย่นจากวธิจีาโค

บ ีไดแ้ก่ วธิจีาโคบแีบบถ่วงน ้าหนกั 
(Weighted Jacobi Method) ซึง่ใชต้วัแปรเสรมิ

(0,1]Z�  ในการค านวณการท าซ ้าดงันี้ 

^ `( 1) 1 ( )( )k kD b L UZ� � � �u u
 

          
( )(1 ) kZ� � u  

k x(k) y(k) z(k) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

0 

    –0.2000 

0.1460 

0.1918 

0.1809 

0.1854 

0.1864 

0.1860 

0.1861 

0 

0.2222 

0.2032 

0.3284 

0.3324 

0.3293 

0.3312 

0.3313 

0.3312 

0 

–0.4286 

–0.5175 

–0.4159 

–0.4207 

–0.4244 

–0.4226 

–0.4227 

–0.4227 
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เมื่อ 1Z   จะเป็นวธิจีาโคบแีบบดัง้เดมิศกึษา

ขอ้มลูเพิม่เตมิไดจ้าก [5] 
ในปี 2014 วธิจีาโคบไีดร้บัการปรบัปรุง 

เป็นวธิจีาโคบผี่อนปรนตามก าหนด  

(Scheduled Relaxation Jacobi Method) หรอื

วธิ ีSRJ ในงานวจิยั [6] ซึง่เป็นวธิที าซ ้าทีลู่่เขา้

เรว็กว่าวธิจีาโคบดีัง้เดมิอยู่มากยิง่กว่านัน้ในปี 

2015 วธิดีงักล่าวไดร้บัพฒันาในงานวจิยั [7]  

ซึง่วธิ ีSRJ สามารถน าไปใชใ้นสมการเชงิอนุ-
พนัธย์่อยเชงิวงร  ี(Elliptic Partial Differential 

Equations) 
 
5.  วิธีเกาส-์ไซเดล 

วิธีเกาส์-ไซเดล เรียกอีกอย่างหนึ่งว่าวิธี

เลยีบมนัน์ (Liebmann Method) หรอืวธิแีทน 
ทีส่บืเนื่อง (Method of Successive Replace-

ment) เป็นวธิที าซ ้าทีค่ลา้ยกบัวธิจีาโคบ ีคดิคน้

เป็นครัง้แรกโดยคารล์ เฟรดเดอรกิ เกาส์ (Carl 

Friedrich Gauss) [8] แต่ไม่ไดต้พีมิพเ์ผยแพร่ 

ต่อมาฟิลปิป์ ลุดวกิ ฟอนไซเดล (Phillip  

Ludvig von Siedel) ได้คดิค้นและตีพมิพ์วธิี
ท าซ ้านี้ ในปี ค.ศ 1874 ภายหลังในปี ค.ศ 

1918 เลียบมนัน์ (Liebmann) [9] ได้คิดค้น
และตพีมิพว์ธิที าซ ้านี้อกีครัง้โดยไม่ทราบว่ามผีู้

คดิคน้ไดก้่อนแลว้  
วิธีเกาส์-ไซเดลมีความเร็วในการลู่ เข้า

มากกว่าวิธจีาโคบี เนื่องจากวธิีนี้จะใช้ค่า iu    

ตัวใหม่ที่ค านวณได้แทนค่าในสมการต่อไป

ทนัท ีดงันัน้ ส าหรบัระบบท าซ ้า 
u(k+1) = Tsu(k) + cs 

จะไดร้ปูแบบชดัแจง้ของวธิเีกาส-์ไซเดลดงันี้ 

1
( 1) ( 1) ( )

1 1

1 1i n
k k k

ij iji j j
ii iij j i

u a u a u
a a

�
� �

  �

 � �¦ ¦

                                                 i

ii

b
a

�         (10) 

การแปลงวธิเีกาส์-ไซเดลใหอ้ยู่ในรูปแบบของ
เมทรกิซไ์ด้จากการจดัรูปเมทรกิซ์สมัประสทิธิ ์

A ใหม่โดยแยกเป็นผลบวกของสามเมทรกิซ์

ดงันี้ 
          A    =   L + D + U 
จดัรปูสมการใหม่โดย 
         Au   =   (L + D + U)u  =  b 
  (L + D)u  =  –Uu + b 
ดงันัน้สมการการท าซ ้าของวธิเีกาส-์ไซเดล คอื 
        u(k+1) = Tsu(k)  + cs   (11) 
โดยที ่T s =  –(L + D)–1U   
และ  cs = (L + D)–1b     
จากตัวอย่างที่ 4.1 และสมการที่ (11) เรา
สามารถหาเมทริกซ์สัมประสิทธิข์องระบบ

ท าซ ้าเกาส-์ไซเดลไดด้งันี้ 

� �

1 2
3 3

1 71
12 12
1 1
8 8

0

0

0

sT L D U�

§ ·� �
¨ ¸
¨ ¸ � �  �
¨ ¸
¨ ¸� �© ¹

 

พิจารณาค่ารัศมีสเปกตรัมของ Ts  ซึ่งได้ว่า 

( ) 0.2886sTU |  ถ้าเทียบกับค่ารัศมีสเปก-
ตรมัของ Tj  ทีไ่ดจ้ากวธิจีาโคบ ีซึง่ไดว้่า 

( ) 0.476007jTU | จะเห็นว่าค่ารศัมสีเปกตรมั

ของวิธีเกาส์-ไซเดลมีค่าน้อยกว่าวิธีจาโคบี
ประมาณ 2 เท่า ดงันัน้วธิเีกาส-์ไซเดลมคีวาม 
เรว็ในการลู่เขา้เป็น 2 เท่าของวธิจีาโคบโีดย 
ประมาณ 

เงื่อนไขที่เพยีงพอท าให้วธิเีกาส์-ไซเดลลู่
เขา้เป็นดงันี้ 

 



 

วารสารคณิตศาสตร์ MJ-MATh  63(694) Jan-Apr, 2018 53 

ทฤษฎีบทท่ี 5.1 ถา้ A เป็นเมทรกิซแ์นวทแยง
มุมข่มแท้ แล้ววธิเีกาส์-ไซเดลจะลู่เขา้ส าหรบั
เวกเตอรเ์ริม่ตน้ใด ๆ  
พิสูจน์ ดไูดจ้าก [2] 

 
ตวัอย่างท่ี 5.2  พจิารณาระบบเชงิเสน้ต่อไปนี้ 
   3x +   y –    z = 3,    
     x – 4y + 2z = – 1,    
– 2x –   y + 5z = 2                   (12) 
ซึง่สามารถท าใหอ้ยู่ในรปูแบบเวกเตอร ์ 

Au = b ไดด้งันี้ 
3 1 1 3
1 4 2 ,  ,  1
2 1 5 2

x
A y

z

�§ · § · § ·
¨ ¸ ¨ ¸ ¨ ¸ �   �¨ ¸ ¨ ¸ ¨ ¸
¨ ¸ ¨ ¸ ¨ ¸� �© ¹ © ¹ © ¹

u b  

ท าการเปลีย่นใหอ้ยู่ในรปูของระบบท าซ ้าเกาส-์
ไซเดล โดยการหาเมทริกซ์ Ts และ cs ที่

สอดคลอ้ง จะได ้
1 1
3 3

71 1
12 12 2
3 91
20 4 10

0 1

0 ,  

0

s sT

§ · § ·�
¨ ¸ ¨ ¸
¨ ¸ ¨ ¸ �  
¨ ¸ ¨ ¸
¨ ¸ ¨ ¸�© ¹ © ¹

c  

จะไดว้่า Ts เป็นเมทรกิซ์แนวทแยงมุมข่มแท ้

ดงันัน้โดยทฤษฎบีท 5.1 จะไดว้่าระบบท าซ ้านี้
ลู่เขา้ หรอืพจิารณาจาก  

( ) 0.2582 1sTU | �  
จะได้ข้อสรุปเดียวกัน เมื่อก าหนดเวกเตอร์

เริม่ต้น  u(0) = (0, 0, 0) ผลลพัธก์ารท าซ ้าทีไ่ด้

เป็นดงันี้ 
 

 

 

 

 

 

ตารางที ่3 

 
6.  วิธีผอ่นปรนเกินสืบเน่ือง 

วธิผี่อนปรนเกนิสบืเนื่อง เรยีกสัน้ๆ  ว่าวิธ ี

SOR ซึ่งเป็นวธิที าซ ้าส าหรบัระบบเชงิเสน้ที่

ทันสมัยและนิยมใช้กันอย่างแพร่หลายใน

ปจัจุบนั วธิน้ีีคดิคน้ในปี ค.ศ. 1950 โดยนกั 
คณิตศาสตร์สองท่านซึ่งต่างคนต่างคิด คือ

เดวดิ ยงั จเูนียร ์(David Young Jr.) ใน 
วิทยานิพนธ์  [10]  และแสตนลีย์ แฟรงเคิล 

(Stanley Frankle) 
วธิ ีSOR เป็นวธิที าซ ้าทีป่รบัปรุงจากวธิจีา-

โคบีและวิธีเกาส์-ไซเดลโดยต้องการเร่ ง
ความเรว็ของการลู่เขา้ ซึง่ใช้เทคนิคทีเ่รยีกว่า 

การผ่อนปรน (Relaxation) ซึ่งใช้กบัวธิีเกาส์-
ไซเดล โดยมแีนวคดิว่าการท าซ ้าโดยใช้ค่า ui 

ใหม่ทัง้หมดอาจไม่ใช่ทางเลอืกทีท่ าใหลู้่เขา้เรว็

ทีสุ่ด จงึมกีารปรบัเปลีย่นเป็นการถ่วงน ้าหนัก

ระหว่างค่า ui เก่าจากรอบทีแ่ลว้กบัค่า ui ใหม่

ในรอบปจัจุบนั ดงัน้ี 

          (1 )new new old
i i iu u uZ Z � �        (13) 

k x(k) y(k) z(k) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

0 

1 

1.1333 

1.0222 

0.9948 

0.9977 

1 

1.0001 

1 

0 

0.5 

0.9833 

1.0306 

1.0062 

0.9990 

0.9994 

1 

1 

0 

0.9 

1.0500 

1.0150 

0.9920 

0.9989 

0.9999 

1.0001 

1 
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เมื่อ Z คอื ตวัประกอบถ่วงน ้าหนัก (weighted 

factor) จากสมการที่ (13)   จะได้รูปแบบชัด

แจง้ของวธิผี่อนปรนเกนิสบืเนื่องดงันี้ 
1

( 1) ( 1) ( )

1

(1 )
i

k k k
iji j i

ii j

u a u u
a
Z Z

�
� �

 

 � � �¦  

              ( )

1

n
k i

ij j
ii iij i

b
a u

a a
ZZ

 �

� �¦           (14) 

สงัเกตว่ารูปแบบชัดแจ้งด้านบนเป็นการคูณ

สมการที ่(10) ทางดา้นขวามอืดว้ยตวัประกอบ

ถ่วงน ้าหนัก Z และเพิ่มพจน์ ( )(1 ) k
iuZ�  เข้า

ไปนัน่เอง  
ในการแปลงวิธีผ่อนปรนเกินสบืเนื่องให้

อยู่ในรปูแบบเมทรกิซ ์จะไดจ้ากการจดัรูปเมท

รกิซส์มัประสทิธิ ์ A ใหม่โดยแยกเป็นผลบวก
ของสามเมทรกิซค์อื L + D + U เช่นเดยีวกบั
วธิจีาโคบ ีจากนัน้ให ้D เป็นค่าคงทีใ่ดๆ ทีไ่ม่

เท่ากบั 0 จะไดว้่า   
       A L D D D UD D � � � �   
              � � > @( 1)L D D UD D � � � �  

แทน A ทีไ่ดล้งในสมการ Au = b จะได ้

   � � > @( 1)L D D UD Dª º� � � �  ¬ ¼u b   
1 1 1 11L D D U
D D D D

ª º§ · § ·�  � � �¨ ¸ ¨ ¸« »© ¹ © ¹¬ ¼
u u b   

ให ้
1Z
D

  จะได ้

> @( ) (1 )L D D UZ Z Z Z�  � � �u u b   
ดงันัน้สมการการท าซ ้าของวิธีผ่อนปรนเกิน

สบืเนื่อง คอื     

              
( 1) ( )k kTZ Z
�  �u u c     (15) 

เมื่อ � � > @1 (1 )T L D D UZ Z Z Z� � � �       
และ � � 1L DZ Z Z� �c b  

วธิ ีSOR จะลู่เขา้หรอืไม่พจิารณาไดจ้าก

ทฤษฎบีทต่อไปนี้  

ทฤษฎีบทท่ี 6.1  (Kahan [11])  ถ้า Z มคี่าอยู่

ในช่วง (0,2)  แลว้วธิผี่อนปรนเกนิสบืเนื่องจะลู่

เขา้ส าหรบัทุกเวกเตอรเ์ริม่ตน้ u(0)  
 
ทฤษฎีบทท่ี 6.2  (Ostrowski-Reich [12,13])  

ให ้A เป็นเมทรกิซเ์ฮอรม์ิเชยีนทีห่าผกผนัได้
ซึง่ทุกสมาชกิในแนวทแยงมุมเป็นจ านวนจรงิ
บวก จะได้ว่าวธิผี่อนปรนเกนิสบืเนื่องจะลู่เขา้
ส าหรบัเวกเตอรเ์ริม่ตน้ u(0) ใด ๆ และ 
 0  < Z  < 2 กต่็อเมื่อ  A เป็นเมทรกิซท์ีเ่ป็น 
บวกแน่นอน 

ยิง่ไปกว่านัน้ ถ้า A เป็นเมทรกิซส์ามแนว
เฉียงดว้ย แลว้ 

2

2

1 1 [ ( )]jT
Z

U
 

� �
  

และ ( ) 1TZU Z �    
 
ดงันัน้ วธิ ีSOR จะลู่เขา้ส าหรบัเวกเตอร ์

เริม่ตน้ใด ๆ ถา้เราใชก้บัเมทรกิซท์ีเ่ป็น 
บวกแน่นอนโดยเลอืก Z ใหอ้ยูใ่นช่วง (0,2)  
 
ตวัอย่างท่ี 6.3  พจิารณาระบบเชงิเสน้ต่อไปนี้ 
5 3        11 
3 5 – 2 7 
     – 5 5 5      

x y
x y z

y z

�  
�  

�  

       (16) 

ซึง่สามารถท าใหอ้ยู่ในรปูแบบเวกเตอร ์Au = b 

ไดด้งันี้ 
5 3 0 11
3 5 2 ,  ,  7
0 5 5 5

x
A y

z

§ · § · § ·
¨ ¸ ¨ ¸ ¨ ¸ �   ¨ ¸ ¨ ¸ ¨ ¸
¨ ¸ ¨ ¸ ¨ ¸�© ¹ © ¹ © ¹

u b  

จะเหน็ว่า A เป็นเมทรกิซท์ีเ่ป็นบวกแน่นอน
และเมทรกิซส์ามแนวเฉยีง เมทรกิซส์มัประ-
สทิธิจ์าโคบกี าหนดโดย 



 

วารสารคณิตศาสตร์ MJ-MATh  63(694) Jan-Apr, 2018 55 

0 0.6 0
0.6 0 0.4
0 1 0

jT
�§ ·

¨ ¸ �¨ ¸
¨ ¸
© ¹

 

ดงันัน้ ( ) 0.8718jTU |  และโดยทฤษฎีบทที ่

6.2 จะไดว้่า 

2

2 2 1.3424
1 1 0.761 1 ( )jT

Z
U

  |
� �ª º� � ¬ ¼

 จากสมการที่ (15)  เราสามารถหา TZ  และ 

Zc  ทีส่อดคลอ้งไดว้่า 

      
0.3424 0.8054 0

0.2758 0.3063 0.5369 ,
0.3702 0.4112 0.3784

TZ

� �§ ·
¨ ¸ ¨ ¸
¨ ¸
© ¹

 

       
2.9533
0.4993

0.6721
cZ

§ ·
¨ ¸ �¨ ¸
¨ ¸
© ¹

 

เนื่ องจาก ( ) 0.3424 1TZU | �  ดังนั ้นระบบ

ท าซ ้านี้ลู่เขา้ เมื่อก าหนดเวกเตอร์เริม่ต้นเป็น 

u(0) = (0, 0, 0) จะไดผ้ลลพัธก์ารท าซ ้าเป็นดงั

ตารางต่อไปนี้ 
 
ตารางที ่4 

k x(k) y(k) z(k) 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

0 

2.9533 

2.3442 

1.7293 

1.3290 

1.1443 

1.0588 

1.0240 

1.0095 

1.0039 

1.0016 

0 

–0.4993 

0.5231 

1.2816 

1.6811 

1.8657 

1.9453 

1.9781 

1.9913 

1.9964 

1.9984 

0 

06721 

1.8144 

2.4416 

2.7632 

2.9010 

2.9606 

2.9843 

2.9939 

2.9975 

2.9989 

ส าหรบัปญัหาระบบเชงิเสน้น้ี หากใชว้ธิเีกาส-์
ไซเดลจะใช้รอบการท าซ ้าทัง้สิน้ 25 รอบ ซึ่ง

หมายถีง 50 รอบส าหรับวิธีจาโคบี ดงันัน้จะ

เห็นได้ว่าวิธีผ่อนปรนเกินสบืเนื่องเป็นวิธีที่มี

ประสทิธภิาพและใหผ้ลลพัธท์ี่น่าพอใจจนเป็น

ทีนิ่ยมใชก้นัอย่างมากในปจัจุบนั 
วธิ ีSOR ได้รบัการพฒันาต่อยอดเป็นวธิ ี

ท าซ ้าใหม่ ๆ เช่น วิธี ESOR [14] วิธี SSOR 

[15]  วิธี AOR [16] วิธี GAOR [17]  และวิธ ี
SAOR [18] 
 
7.  สรปุ 

วธิีท าซ ้าสามารถใช้หาผลเฉลยของระบบ

เชิงเส้น โดยสร้างล าดับของผลเฉลยค่า -
ประมาณทีลู่่เขา้สูผ่ลเฉลยจรงิ วธิที าซ ้าจะลู่เขา้

ส าหรบัเวกเตอร์เริ่มต้นใด ๆ กต่็อเมื่อเมรกิซ์

ท าซ ้าทีส่อดคลอ้งกบัวธิดีงักล่าวเป็นเมทรกิซล์ู่

เขา้ นัน่คอืมรีศัมสีเปกตรมัน้อยกว่า 1ดงันัน้วธิี

ท าซ ้าแบบต่าง ๆ จะการนัตีการลู่เขา้ส าหรบั

เมทรกิซท์ีม่สีมบตัเิหมาะสม โดยวธิจีาโคบแีละ

วธิเีกาส-์ไซเดลจะการนัตกีารลู่เขา้เมื่อเมทรกิซ์
สมัประสทิธิข์องระบบเชงิเสน้เป็นเมทรกิซแ์นว

ทแยงมุมข่มแท้ ส่วนวธิผี่อนปรนเกนิสบืเนื่อง
จะลู่เข้าถ้าใช้กับเมทริกซ์ที่เป็นบวกแน่นอน

โดยต้องเลือกตัวประกอบถ่วงน ้ าหนักที่
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