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บทคัดยอ 

บทความน้ีเปนการศึกษาวิธีคํานวณคาตัวกําหนดของเมทริกซโดยใชวิธีของยาโคบีเเละ 

วิธีควบแนนของดอดจสัน  

คําสําคญั:  ตัวกําหนด โคแฟกเตอร  

ABSTRACT 

This article demonstrates two methods for computing the determinant of a matrix: 

Jacobi method and Dodgson’s condensation. 

Keywords:  Determinants, Cofactors  
                                                             
 
* ผูเขียนหลัก 
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1. บทนํา 

ตัวกําหนด (determinant) ของเมทริกซจัตุรัส A  ขนาด n n×  เปนฟงกชันคาจริงที่นิยามบน

เวกเตอรตามหลัก 1 2, , , na a a  ซึ่งเขียนแทนดวย det A  หรือ 1 1( , , , )nd a a a  และสอดคลอง

ตามสัจพจนสามขอคือ การเปนหน่ึงเดียวในแถวตาง ๆ (homogeneity in each row) การไม

เปลี่ยนแปลงภายใตการบวกระหวางแถว (invariance under row addition) และตัวกําหนดของ

เมทริกซเอกลักษณมีคาเทากับ 1 (the determinant of the identity matrix is one) 

ในระดับมัธยมศึกษา เรามีวิธีการที่ไมยุงยากและสูตรที่งายในการคํานวณหาคาตัวกําหนดของ 

เมทริกซขนาด 2 2×  และ 3 3×  แตเมื่อเมทริกซมีขนาดใหญขี้น วิธีการคํานวณคาตัวกําหนดก็เริ่ม

ซับซอนมากขึ้น โดยวิธีการคํานวณคาตัวกําหนดที่นิยมใชอยางแพรหลายและสามารถคํานวณไดกับ

เมทริกซจัตุรัสใด ๆ ไดแก การหาตัวกําหนดโดยกระบวนการเกาส-จอรแดน (Gauss-Jordan 

process) และวิธีกระจายตัวประกอบรวมเกี่ยว (cofactor expansion) 

ในบทความน้ี เรานําเสนอวิธีการคํานวณคาตัวกําหนดที่นอกเหนือจากวิธีกระจายตัวประกอบรวม

เก่ียว วิ ธีที่หน่ึงเปนผลงานของนักคณิตศาสตรชาวเยอรมัน คารล กุสทาฟ ยาคอบ ยาโคบี  

(Carl Gustav Jacob Jacobi, 1804 - 1851) และวิธีที่สองเปนผลงานชาวอังกฤษ ชารล ลัตวิดจ 

ดอดจสัน (Charles Lutwidge Dodgson, 1832 - 1898) ซึ่งรูจักกันในช่ือ วิธีควบแนนของดอดจสัน 

(Dodgson’s condensation method) วิธีการน้ีสามารถคํานวณคาตัวกําหนดของเมทริกซขนาด

ใหญไดโดยงายและรวดเร็วกวาวิธีกระจายตัวประกอบรวมเก่ียวและวิธีของยาโคบี นอกจากความ

สวยงามและไมซับซอนของวิธีการน้ีแลว ประวัติและผลงานดานอ่ืน ๆ ของดอดจสันยังสรางความ

ประทับใจใหคณะผูเรียบเรียงไมนอย [1, 4] โดยผลงานที่มีช่ือเสียงของดอดจสันน้ันหาใชผลงานทาง

คณิตศาสตร หากเปนผลงานการประพันธวรรณกรรมเยาวชน ที่ใชนามปากกาวา ลิววิซ แครโรล 

(Lewis Carroll) โดยผลงานที่ประสบความสําเร็จมากที่สุดและมีช่ือเสียงมาจนมาถึงปจจุปนน้ี คือ 

อลิซในดินแดนมหัศจรรย (Alice in Wonderland) 

ถึงแมในยุคปจจุบันมีโปรแกรมสําเร็จรูปที่สามารถคํานวณคาตัวกําหนดไดในเสี้ยววินาที แตเมื่อ

ยอนเวลาไปในคริสตศตวรรษที่ 19 ที่ไมมีเครื่องคํานวณเหมือนในปจจุบัน การคิดคนวิธีการที่สามารถ

ลดขั้นตอนในการคํานวณคาตัวกําหนดของเมทริกซขนาดใหญจึงนับเปนสิ่งที่ทาทาย ซึ่งผูสนใจ

สามารถศึกษาทฤษฎีและวิวัฒนาการในการคํานวณคาตัวกําหนดไดจาก [2 - 5] 
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2. การหาคาตัวกําหนดโดยวิธีกระจายตัวประกอบรวมเก่ียว 

กําหนดให ,[ ]i ja=A  เปนเมทริกซขนาด n n×  โดยที่ ,i ja  เปนสมาชิกในแถวที่ i  และหลักที ่ j  

ของ A  ตัวประกอบรวมเก่ียว หรือ โคแฟกเตอร ของ ,i ja  ของ A  สําหรับ ,i j  ใด ๆ คือ 

, ,( 1) det ( )i j
i j i jC += − M  โดยที่  ,i jM  เปน ไมเนอร  (minor) ของ A  ซึ่ งเปนเมทริกซขนาด 

( 1) ( 1)n n− × −  ที่ไดจากการตัดเเถวที่ i  เเละหลักที่ j  ของ A  ในกรณีที่ ไมระบุ i  และ j   

จะเรียกวา ตัวประกอบรวมเกี่ยว หรือ โคแฟกเตอร ของ A  

2.1 การกระจายตัวประกอบรวมเก่ียว หรือการกระจายโคแฟกเตอร (cofactor expansion)  

เปนวิธีการคํานวณคาตัวกําหนดของ A  ผานผลบวกของโคแฟกเตอรของ A  ซึ่งสามารถกระจาย

ไดในแตละแถว i  ดังน้ี 

,1 ,1 ,2 ,2 ,3 ,3 , ,det i i i i i i i n i na C a C a C a C= + + + +A   

หรือกระจายไดในแตละหลัก j  

1, 1, 2, 2, 3, 3, , ,det j j j j j j n j n ja C a C a C a C= + + + +A   

2.2 การหาคาตัวกําหนดโดยวิธีของยาโคบี 

บทนิยาม 2.1 กําหนดให ,[ ]i ja=A เปนเมทริกซขนาด n n×  

• *
: , :k k l k k la + +    เปนเมทริกซยอยที่มีสมาชิกเปน สวนที่ซ้ํา จากการตัดเเถวและหลักที่

สมมาตรคือ แถวและหลักที่ k  ถึงแถวและหลักที่ k l+  โดยที่ {1, 2, , }k n∈   และ

{0, 1, , }l n k∈ −  ของเมทริกซ A  เราเรียก *
: , :k k l k k la + +    วา ไมเนอรประกอบ 

(complementary minor) ของ A  

• ′A  คือ เมทริกซสลับเปลี่ยน (transpose matrix) ของเมทริกซตัวประกอบรวมเก่ียว 

,i jC    ของเมทริกซ A  เราเรียก ,j iC′  =  A  วา แอดจูเกต (adjugate) ของ A  

• : , :k k l k k la + +′    เปนเมทริกซยอยที่มีสมาชิกเปน สวนที่เหลือ จากการตัดแถวและหลักที่

สมมาตรคือ แถวและหลักที่ k  ถึงแถวและหลักที่ k l+  โดยที่ {1, 2, , }k n∈   และ 

{0, 1, , }l n k∈ −  ของเมทริกซ ′A  เราเรียก : , :k k l k k la + +′    วา ไมเนอรสอดคลอง 

(corresponding minor) ของ ′A   
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ตัวอยาง 2.1 สําหรับเมทริกซ 
1 1 1
2 2 1
1 3 0

− 
 =  
 − 

A  

จะได แอดจูเกตของของเมทริกซ A  คือ ,

3 3 3
1 1 3

8 4 0
j iC

− − 
 ′  = = − − −   
 − 

A   

เมื่อตัดแถวและหลักที่ 2 ของ A  เเละ ′A  จะไดวา 

ไมเนอรประกอบ *
2,2 2a  =   และ ไมเนอรสอดคลอง 2,2

3 3
8 0

a
− ′  =     

 

ทฤษฎีบท 2.2 (ทฤษฎีบทยาโคบี) [5] ให ,[ ]i ja=A  เปนเมทริกซขนาด n n×  โดยที่ 3n ≥   

ถา *
: 1, : 1k k n m k k n ma + − − + − −    เปน ไมเนอรประกอบขนาด ( ) ( )n m n m− × −  ของเมทริกซ A  โดยที่ 

2 1m n≤ < −  และ : 1, : 1k k n m k k n ma + − − + − −′    เปน ไมเนอรสอดคลองขนาด m m×  ของเมทริกซ ′A  

แลว  

  *
: 1, : 1 : 1, : 1det det (det ) detm

k k n m k k n m k k n m k k n ma a+ − − + − − + − − + − −′   =   A A   (1) 

ถา det 0≠A  แลว 

  1 *
: 1, : 1 : 1, : 1det (det ) detm

k k n m k k n m k k n m k k n ma a−
+ − − + − − + − − + − −′   =   A    (2) 

ตัวอยาง 2.2 พิจารณาการหาคาตัวกําหนดของเมทริกซ 
1 1 1
2 2 1
1 3 0

− 
 =  
 − 

A  

เน่ืองจากเวกเตอรหลักของ A  เปนอิสระเชิงเสน ดังน้ัน ตัวกําหนดของ A  จึงไมเทากับศูนย และ

เน่ืองจากขนาดของเมทริกซ 3n =  ดังน้ันไดคา m  ที่เปนไปไดเพียงคาเดียวเทาน้ันคือ 2m =  

น่ันคือ จะตองตัดแถวและหลักที่สมมาตรของ A  และ ′A  ไดจํานวน 1 แถว 1 หลัก เชน ถาตัดแถว

ที่ 2 และหลักที่ 2 ของ A  เเละ ′A  ดังในตัวอยางที่ 2.1 จะได ไมเนอรประกอบ *
2,2 2a  =   และ  

ไมเนอรสอดคลอง 2,2

3 3
8 0

a
− ′  =     

 ดังน้ันโดยสูตร (2) ของทฤษฎีบทยาโคบี ไดวา 

2 1 *
2,2 2,2det (det ) deta a−′   =   A  

น่ันคือ det 12= −A   
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หมายเหตุ จากตัวอยาง การตัดแถวและหลักที่ไมสมมาตรจะทําใหเราไดคาตัวกําหนดที่ไมถูกตอง เชน

เมื่อตัดแถวที่ 2 และหลักที่ 3 ของ A  เเละ ′A  ไมเนอรประกอบ *
2,3 1a  =   และ ไมเนอรสอดคลอง 

2,3

3 3
8 4

a
− − ′  =    − 

 ดังน้ัน 2,3
*
2,3

det 36 det
1det

a
a

′   = ≠
  

A  

นอกจากน้ี การเลือกตัดแถวและหลักที่ไมเหมาะสม เชน การตัดแถวและหลักที่ 3 ของ A  เเละ 

′A  ทําใหไดวา ไมเนอรประกอบ *
3,3 0a  =   ซึ่งจะทําใหไมสามารถคํานวณคา det A  โดยใชสูตร

ของยาโคบีได ดังน้ัน โดยวิธีของยาโคบี จําเปนตองเลือกตัดแถวและหลักที่ทําใหไดไมเนอรประกอบที่

มีคาตัวกําหนดไมเทากับศูนย ในสวนของไมเนอรสอดคลอง ที่ไดมาจากสวนที่เหลือจากการตัดแถว

และหลักของ ′A  ในทางปฏิบัติ ไมจําเปนตองคํานวณคาสมาชิกทุกตัวใน ′A  โดยจะคํานวณ 

คาสมาชิกสวนที่เหลือจากการตัดเทาน้ัน 

ตัวอยาง 2.3 พิจารณาการหาคาตัวกําหนดของเมทริกซ 

1 1 0 1 0
0 2 1 2 1
3 1 2 1 0
2 1 2 2 1
1 1 1 2 3

− 
 − 
 = −
 
 
 − − 

A  

วิธีที่ 1 โดยวิธีของยาโคบี เลือกตัดแถวที่ 3 และ 4 และหลักที่ 3 และ 4 ของ A  และ ′A  จะไดวา 

5 2 3m = − =  ดังน้ัน ไมเนอรประกอบของ A  คือ  

*
3:4,3:4

2 1
2 2

a    =     
 

และ ไมเนอรสอดคลองของ ′A  คือ 

1,1 2,1 5,1

3:4,3:4 1,2 2,2 5,2

1,5 2,5 5,5

53 16 6
39 12 6
23 4 6

C C C
a C C C

C C C

  − 
   ′  = = −     
   − −  

 

โดยที่ ,j iC  คือ โคแฟกเตอรของ A  ดังน้ัน จากสูตร (2) ของทฤษฎีบทยาโคบี ไดวา  

3 1 *
3:4,3:4 3:4,3:4det (det ) deta a−′   =    A  

เน่ืองจาก 3:4,3:4det 288a′  =   และ *
3:4,3:4det 2a  =   จะไดวา ( )2det 144=A  



 วารสารคณิตศาสตร ปริมา 65 เลมที่ 700 มกราคม – เมษายน 2563 

11 

เน่ืองจากคาตัวกําหนดของเมทริกซมีเพียงหน่ึงเดียว ดังน้ัน การเลือกตัดแถวและหลักที่ทําใหคา m  

เปนจํานวนเต็มบวกคี่ และใชสูตร (2) ของทฤษฎีบทยาโคบี ในการหาคาตัวกําหนด จึงเกิดปญหาขึ้น

ดังแสดงขางตน ดวยเหตุน้ีจําเปนอยางยิ่งที่จะตองแกปญหาน้ี โดยการเลือกตัวแถวและหลักที่ทําใหคา 

m  เปนจํานวนเต็มบวกคู ดังจะแสดงในวิธีที่ 2 

วิธีที่ 2 เลือกตัดแถวที่ 3 ถึง 5 และหลักที่ 3 ถึง 5 ของ A  และ ′A  จะไดวาได 5 3 2m = − =   

ดังน้ัน  ไมเนอรประกอบของ A  คือ *
3:5,3:5

2 1 0
2 2 1
1 2 3

a
 
   =   
 − 

 และ  

  ไมเนอรสอดคลองของ A  คือ 1,1 2,1
3:5,3:5

1,2 2,2

53 16
39 12

C C
a

C C
   ′  = =       

  

โดยที่ ,j iC  คือ โคแฟกเตอรของ A  ดังน้ัน จากสูตร (2) ของทฤษฎีบทยาโคบี ไดวา  

2 1 *
3:5,3:5 3:5,3:5det (det ) deta a−′   =    A  

น่ันคือ 3:5,3:5

*
3:5,3:5

det
det 12

det

a

a

′  = =
  

A  

นอกจากปญหาคาตัวกําหนดสองคาที่เกิดจากการเลือกตัดแถวและหลัก ที่ทําให m  เปนจํานวนเต็ม

บวกคี่ แลววิธีของยาโคบียังลมเหลวถาการเลือกตัดแถวและหลักทําให *
: 1, : 1det 0k k n m k k n ma + − − + − −  =   

3. การหาคาตัวกําหนดโดยวิธีควบแนนของดอดจสัน 

วิธีควบแนนเปนการลดขนาดของเมทริกซลงทีละหน่ึง โดยผานการคํานวณคาตัวกําหนดของ 

เมทริกซยอยขนาด 2 2×  ของเมทริกซ A  ที่ไดจากสมาชิกในแถวที่ติดกันและหลักที่ติดกัน สําหรับ

เมทริกซ A  ขนาด n n×  ให ( )n k−B  เปนเมทริกซควบแนน ขนาด ( ) ( )n k n k− × −  ที่ไดจากการ

ควบแนนเมทริกซ A  ในครั้งที่ k  โดยที่ 1, 2, , 1k n= −  เชน 

2 1 1 3
1 2 3 0
3 1 2 1
0 2 3 1

− − 
 − =
 −
 − 

A  

ทําการควบแนนเมทริกซ A  จะได เมทริกซ (3)B ขนาด 3 3×  ดังน้ี 



การคํานวณคาตัวกําหนดดวยวิธีของยาโคบีและวิธีควบแนนของดอดจสัน (1)  

12 

(3)

2 1 1 1 1 3
1 2 2 3 3 0

5 1 9
1 2 2 3 3 0

7 7 3
3 1 1 2 2 1

6 7 5
3 1 1 2 2 1
0 2 2 3 3 1

 − − − 
 − −  −  − −   = = − − −   −  − 
 − − 

B  

ทั้งน้ีสามารถควบแนนเมทริกซตอไปจนไดเมทริกซขนาด 1 1×  

ในวิธีการควบแนน ไมวาเมทริกซ A  จะมีขนาดเทาใดก็ตาม การคํานวณคาตัวกําหนดของ 

เมทริกซ A  จะมีขั้นตอนการคํานวณผานตัวกําหนดของเมทริกซขนาด 2 2×  ซึ่งเปนการลดความ

ยุงยากในการคํานวณเมื่อเทียบกับวิธีของยาโคบี 

ในขั้นตอนของวิธีควบแนนของดอดจสันที่จะกลาวถึงตอไป จําเปนอยางยิ่งที่จะตองรูจัก int A  ซึ่ง

เปน เมทริกซภายใน (interior matrix) ขนาด ( 2) ( 2)n n− × −  ของเมทริกซ A  ที่มีขนาด n n×  

โดยสมาชิกใน int A  ไดมาจากการตัดแถวที่ 1 และ n  และตัดหลักที่ 1 และ n  ของ A  เชน 

1,1 1,2 1,3 1,4

2,1 2,2 2,3 2,4

3,1 3,2 3,3 3,4

4,1 4,2 4,3 4,4

a a a a
a a a a
a a a a
a a a a

 
 
 =
 
 
 

A  มีเมทรกิซภายใน คือ 2,2 2,3

3,2 3,3

int
a a
a a
 

=  
 

A  

3.1 ขั้นตอนการคํานวณคาตัวกําหนดโดยวิธีควบแนนของดอดจสัน [4] 

ให A  เปนเมทริกซขนาด n n×  และสมาชิกของ ( )int n k−A  ทุกตัวไมเทากับศูนย  

การควบแนนของดอดจสันมีขั้นตอนดังน้ี 

1) ให เมทริกซ A  เขียนแทนดวย ( )nA  

ให ( )n k−B  เปนเมทรกิซขนาด ( ) ( )n k n k− × −  ที่ไดจากการควบแนนของเมทริกซ ( 1)n k− +A  

ที่มีขนาด ( 1) ( 1)n k n k− + × − +  

2) การควบแนนครั้งแรก ( 1)k =  ให ( 1) ( 1)n n− −=A B  และ 

สําหรับการควบแนนครั้งที่ k  โดยที่ 2,3, , 1k n= −  ให ( )n k−A  เปนเมทริกซที่ไดจาก

การควบแนนเมทริกซ ( 1)n k− +A  โดยที่สมาชิกในแตละตําแหนงของเมทริกซดังกลาวถูกหาร

ดวยสมาชิกใน ( 2)int n k− +A  ในตําแหนงเดียวกัน เรียก ( )n k−A  วา เมทริกซควบแนนครั้งที่ 

k  ของ A  
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3) ทําการควบแนน ( )n k−A  จนถึงครั้งที่ 1k n= − ซึ่งจะได (1)A  ที่มีสมาชิกเพียงตัวเดียว ซึ่ง

โดยวิธีควบแนนของดอดจสัน จะไดวา สมาชิกตัวดังกลาว คือ คาตัวกําหนดของ A  

ตัวอยาง 3.1 พิจารณาเมทริกซ 

(5)

1 1 0 1 0
0 2 1 2 1
3 1 2 1 0
2 1 2 2 1
1 1 1 2 3

− 
 − 
 = = −
 
 
 − − 

A A  

เริ่มตนการควบแนนครั้งที่ 1 ( 1k = ) โดยการควบแนนเมทริกซ (5)A  ทําใหได (4) (4)=A B  เปน 

เมทริกซขนาด 4 4×  ดังน้ี 

(4) (4)= =A B

1 1 1 0 0 1 1 0
0 2 2 1 1 2 2 1

0 2 2 1 1 2 2 1 2 1 1 1
3 1 1 2 2 1 1 0 6 5 5 1

5 4 2 13 1 1 2 2 1 1 0
3 1 6 42 1 1 2 2 2 2 1

2 1 1 2 2 2 2 1
1 1 1 1 1 2 2 3

 − − 
 − − 
 − − − −    − − − −   =   −− −     − 
 
 
 − − − − 

 

ตอมาทําการควบแนนครั้งที่ 2 ( 2k = ) โดยควบแนนเมทริกซ (4)A  ทําใหเราไดเมทริกซ (3)B  ซึ่งใน

ขั้นน้ีจะมีการหารสมาชิกใน (3)B  ที่ไดดวยสมาชิกของ (5)

2 1 2
int 1 2 1

1 2 2

− 
 = − 
  

A  ในตําแหนง

เดียวกัน ดังน้ี 
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(3)

2 1 1 1 1 1
6 5 5 5 5 1

4 0 4
6 5 5 5 5 1

1 30 7
5 4 4 2 2 1

7 26 2
5 4 4 2 2 1
3 1 1 6 6 4

 − − − − 
 − −  −  − −   = = − − −   − −  − − 
 − 

B  

และ 

(3)

4 0 4
2 1 2 2 0 2
1 30 7 1 15 7
1 2 1

7 13 17 26 2
1 2 2

− 
 −   
−   = =   −

 − −   − − 
  

A  

ทําการควบแนนครั้งที่ 3 ( 3k = ) โดยควบแนนเมทริกซ (3)A  ทําใหเราไดเมทริกซ (2)B  และสามารถ

หารสมาชิกใน (2)B  ที่ไดดวยสมาชิกของ (4) 5 5
int

4 2
 

=  − 
A  ในตําแหนงเดียวกัน ดังน้ี 

(2)

2 0 0 2
1 15 15 7 30 30

92 1061 15 15 7
7 13 13 1

 
 

−  = =      
− − −  

B  

และ  

(2) 6 6
23 53

− 
=  − 

A  

ขั้นตอนสุดทาย ทําการควบแนนเมทริกซ (2)A  ทําใหเราไดเมทริกซ (1)B  และสามารถหารสมาชิกใน 
(1)B  ที่ไดดวยสมาชิกของ (3)int 15=A  ทําใหไดเมทริกซควบแนน (1)A  ซึ่งคือ คาตัวกําหนดของ A  

(2)
(3)

1 318 138det det 12
int 15

−
= = =A A

A
 

3.2 ขอจํากัดของวิธีควบแนนของดอดจสัน 

สําหรับเมทริกซ A  ที่มีสมาชิกบางตําแหนงใน int A  มีคาเปนศูนย จะทําใหเกิดปญหาขึ้นใน

การควบแนนครั้งที่สอง ซึ่งในขั้นน้ีตองมีการหารสมาชิกในเมทริกซที่ไดดวยสมาชิกใน int A   
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ในตําแหนงเดียวกัน อยางไรก็ตามการแกปญหาน้ีสามารถทําไดโดยการสลับแถวหรือสลับหลักของ 

เมทริกซ A  จนไดเปนเมทริกซที่ไมมีศูนยใน int A  เชน 

ตัวอยาง 3.2 พิจารณาเมทริกซ (4)

1 2 1 3
2 1 3 0
2 0 3 1

1 3 2 1

− − 
 − = =
 −
 − 

A A  ซึ่งพบวามีศูนยในเมทริกซภายใน 

(4) 1 3
int

0 3
 

=  
 

A  และจะทําใหเกิดปญหาในกระบวนการควบแนน ดังน้ันในการแกปญหาดังกลาว

น้ีจะดําเนินการโดยสลับแถวที่ 3 และ 4 ของเมทริกซ A  ดังน้ี 

(4)

1 2 1 3
2 1 3 0

1 3 2 1
2 0 3 1

− − 
 − = =
 −
 − 

A A   

จะไดวา เมทริกซภายในของเมทริกซใหม คือ (4) 1 3
int

3 2
 

=  
 

A  จากน้ันทําการควบแนนเมทริกซ 

(4)A  ทําใหไดเมทริกซ (3)A  ขนาด 3 3×  ดังน้ี 

(3)

1 2 2 1 1 3
2 1 1 3 3 0

5 7 9
2 1 1 3 3 0

7 7 3
1 3 3 2 2 1

6 9 5
1 3 3 2 2 1
2 0 0 3 3 1

 − − − 
 −    −   = = − − − −     − 
 − 

A  

ตอมาทําการควบแนนเมทริกซ (3)A  และหารสมาชิกแตละตําแหนงดวย (4) 1 3
int

3 2
 

=  
 

A  จะได 

(2)

5 7 7 9
7 7 7 3

14 141 3
7 47 7 7 3

6 9 9 5
3 2

 
 − − − − 

  = =    − −− − − −   
 
  

A  
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ทายสุด ควบแนนเมทริกซ (2)A  และหารสมาชิกแตละตําแหนงดวย (3)int 7= −A  ทําใหได 

คาตัวกําหนดของ A  คือ 

(2)
(3)

1 42det det 6
7int

= = = −
−

A A
A

 



 

ดังน้ัน det det 6= − =A A  

อยางไรก็ตาม วิธีการสลับแถวหรือหลัก เพ่ือใหไดเมทริกซภายในที่ปราศจากคาศูนยน้ัน อาจไม

ประสบความสําเร็จสําหรับบางเมทริกซ ตัวอยางเชน 

2 1 0 3
0 1 1 1
1 0 2 0
1 1 0 1

 
 
 
 
 − 

 ซึ่งไมวาจะสลับแถวหรือ

หลักแบบใด ก็ ยังคงมีศูนยอยู ในเมทริกซภายใน ในตอนทายของหัวขอถัดไป จะนําเสนอ 

แนวทางการแกปญหาของตัวอยางน้ี 

4. เบื้องหลังความสําเร็จของวิธีควบแนนของดอดจสัน 

พิจารณาเมทริกซ A  ขนาด 4 4×  

1,1 1,2 1,3 1,4

2,1 2,2 2,3 2,4

3,1 3,2 3,3 3,4

4,1 4,2 4,3 4,4

a a a a
a a a a
a a a a
a a a a

 
 
 =
 
 
 

A  

โดยวิธีของยาโคบี เลือกตัดแถวที่ 2 และ 3 และตัดหลักที่ 2 และ 3 จะได ไมเนอรประกอบของ A  คือ 

2,2 2,3*
2:3, 2:3

3,2 3,3

int
a a

a
a a
 

  = =  
 

A  และไมเนอรสอดคลองของ ′A  คือ 1,1 4,1
2:3,2:3

1,4 4,4

C C
a

C C
 

′  =   
 

 

โดยที่ ,j iC  คือ โคแฟกเตอรของเมทริกซ A  ซึ่งสามารถคํานวณไดโดยวิธีของยาโคบีอีกครั้ง โดยการ

ตัดแถวและหลักที่บรรจุสมาชิกใน ,int j iM  จะไดวา 

3,3 3,4 2,3 2,4 2,2 2,3 2,3 2,4

4,3 4,4 3,3 3,4 3,2 3,3 3,3 3,4
1,1 2:4,2:4

3,3 3,33,2 3,3 2,2 2,3 3,2 3,3 3,3 3,4

4,2 4,3 3,2 3,3 4,2 4,3 4,3 4,4

1 1

a a a a a a a a
a a a a a a a a

C
a aa a a a a a a a

a a a a a a a a

= = =A  
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2,3 2,4 1,3 1,4 1,2 1,3 1,3 1,4

3,3 3,4 2,3 2,4 2,2 2,3 2,3 2,4
4,1 1:3,2:4

2,3 2,32,2 2,3 1,2 1,3 2,2 2,3 2,3 2,4

3,2 3,3 2,2 2,3 3,2 3,3 3,3 3,4

1 1

a a a a a a a a
a a a a a a a a

C
a aa a a a a a a a

a a a a a a a a

− −
= − = =A

3,2 3,3 2,2 2,3 2,1 2,2 2,2 2,3

4,2 4,3 3,2 3,3 3,1 3,2 3,2 3,3
1,4 2:4,1:3

3,2 3,23,1 3,2 2,1 2,2 3,1 3,2 3,2 3,3

4,1 4,2 3,1 3,2 4,1 4,2 4,2 4,3

1 1

a a a a a a a a
a a a a a a a a

C
a aa a a a a a a a

a a a a a a a a

− −
= − = =A  

และ 

2,2 2,3 1,2 1,3 1,1 1,2 1,2 1,3

3,2 3,3 2,2 2,3 2,1 2,2 2,2 2,3
4,4 1:4,1:4

2,2 2,22,1 2,2 1,1 1,2 2,1 2,2 2,2 2,3

3,1 3,2 2,1 2,2 3,1 3,2 3,2 3,3

1 1

a a a a a a a a
a a a a a a a a

C
a aa a a a a a a a

a a a a a a a a

= = =A  

จากสูตร (2) ของทฤษฎีบทยาโคบี จะได ตัวกําหนดของเมทริกซ A  คือ 

2:3,2:3 1,1 4,1 4,4 4,1
*

1,4 4,4 1,4 1,12,2 2,3 2,2 2,32:3,2:3

3,2 3,3 3,2 3,3

det 1 1det
det

a C C C C
C C C Ca a a aa

a a a a

′  − = = =
−  

A  

1,1 1,2 1,2 1,3 1,2 1,3 1,3 1,4

2,1 2,2 2,2 2,3 2,2 2,3 2,3 2,4

2,2 2,32,1 2,2 2,2 2,3 2,2 2,3 2,3 2,4

3,1 3,2 3,2 3,3 3,2 3,3 3,3 3,4

2,2 2,3 2,1 2,2 2,2 2,3

3,2 3,3 3,1 3,2 3,2 3,3

3,2 3,1 3,

1 1

1

1

a a a a a a a a
a a a a a a a a

a aa a a a a a a a
a a a a a a a a

a a a a a a
a a a a a a

a a a

=
2,2 2,3 2,3 2,4

3,2 3,3 3,3 3,4

3,32 3,2 3,3 3,2 3,3 3,3 3,4

4,1 4,2 4,2 4,3 4,2 4,3 4,3 4,4

1

a a a a
a a a a

aa a a a a a
a a a a a a a a

 (3) 

ทั้งน้ีสามารถแจกแจงขั้นตอนการคํานวณในสมการ (3) ไดดังน้ี 
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ขั้นที่ 1 คํานวณคาตัวกําหนดของเมทริกซยอยขนาด 2 2×  ของ A  และจัดเรียงเปนเมทริกซ ดังน้ี  

1,1 1,2 1,2 1,3 1,3 1,4

2,1 2,2 2,2 2,3 2,3 2,4

2,1 2,2 2,2 2,3 2,3 2,4

3,1 3,2 3,2 3,3 3,3 3,4

3,1 3,2 3,2 3,3 3,3 3,4

4,1 4,2 4,2 4,3 4,3 4,4

a a a a a a
a a a a a a

a a a a a a
a a a a a a

a a a a a a
a a a a a a

 
 
 
 
 
 
 
 
 
 

 

พบวาเมทริกซดังกลาว คือ เมทริกซควบแนน (3)A  ซึ่งไดจากการควบแนนครั้งที่ 1 ในวิธีควบแนน

ของดอดจสัน 

ขั้นที่ 2 หาคาตัวกําหนดของเมทริกซยอยขนาด 2 2×  ทุกตัวในเมทริกซที่ไดจากขั้นที่ 1 และหาร

สมาชิกที่ไดดวยสมาชิกใน 2,2 2,3

3,2 3,3

int
a a
a a
 

=  
 

A  ในตําแหนงเดียวกัน ซึ่งจะไดคาของสมาชิกทั้งหมด

ในสมการ (3) 

จะพบวา ขั้นตอนน้ีตรงกับการควบแนนครั้งที่ 2 ในวิธีควบแนนของดอดจสัน และไมเนอร

สอดคลอง 2:3,2:3a′    คือ เมทริกซควบแนน (2)A  

ขั้นที่ 3 หาคาตัวกําหนดของเมทริกซที่ไดจากขั้นที่ 2 และหารดวย 2,2 2,3

3,2 3,3

int
a a
a a

=A  ซึ่งจะไดวา 

คาตัวกําหนดของ A  คือ การควบแนนครั้งสุดทายของวิธีควบแนนของดอดจสัน 

จากการหาคาตัวกําหนดของเมทริกซขนาด 4 4×  ขางตน พบวา วิธีควบแนนของดอดจสัน ไดมา

จากการแจกแจงขั้นตอนในวิธีของยาโคบีน่ันเอง โดยเง่ือนไขที่ทําใหวิธีของดอดจสันประสบ

ความสําเร็จ คือ ตองไมมีการหารดวยศูนยเกิดขึ้นในกระบวนการ สําหรับรายละเอียดการพิสูจนวิธี

ควบแนนของดอดจสันสําหรับเมทริกซขนาด n n×  ใด ๆ จะแสดงรายละเอียดในบทความการ

คํานวณคาตัวกําหนดดวยวิธีของยาโคบีและวิธีควบแนนของดอดจสัน ตอนที่ 2 ในวารสารคณิตศาสตร

ฉบับถัดไป 

ในกรณีที่มีสมาชิกบางตัวใน int A  เปนศูนย เชน ในตัวอยาง 3.2 เราสามารถแกปญหาไดโดย

การสลับแถวหรือสลับหลัก เพ่ือทําให int A  ที่ไมมีสมาชิกภายในเปนศูนย แตในบางกรณีพบวาไม

สามารถแกปญหาโดยการสลับแถวหรือหลักได ดังเชนที่จะแสดงใหเห็นในตัวอยางตอไปน้ี 
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ตัวอยาง 4.1 พิจารณาเมทริกซ 

2 1 0 3
0 1 1 1
1 0 2 0
1 1 0 1

 
 
 =
 
 − 

A  

พบวา ไมสามารถสลับแถวหรือสลับหลัก เพ่ือทําใหสมาชิกใน int A  ทุกตัวไมเปนศูนย แต

กระบวนการควบแนนของดอดจสัน ยังคงสามารถดําเนินการได เพียงแตตองแกไขในบางขั้นตอน  

การควบแนนครั้งที่ 1 สามารถดําเนินการไดโดยไมมีปญหา และไดผลดังน้ี 

(3)

2 1 3
1 2 2

1 2 2

− 
 = − − 
 − 

A  

แตในการควบแนนครั้งที่ 2 พบวา 

(2) 5 4
0 0
 

=  
 

B  

เน่ืองจากตองทําการหารดวยสมาชิกในตําแหนงที่ (2,1)  ของเมทริกซ (2)B  ดวยสมาชิก 3,2a  ใน 

int A  ซึ่งมีคาเทากับศูนย 3,2( 0)a =  แตเมื่อยอนกลับพิจารณาการหาตัวกําหนดจากในสมการ (3) 

โดยวิธีของยาโคบี จะไดวา (2)
2:3,2:3a′ =  A  เน่ืองจาก 1,1 4,1

2:3,2:3
1,4 4,4

C C
a

C C
 

′  =   
 

 ดังน้ัน สมาชิก 

(2)
2,1a  ใน (2)A  คือ  

(2)
2,1 1,4 2:4,1:3

0 1 1
1 0 2
1 1 0

a C= = =
−

A  

เราสามารถแกปญหาจากการควบแนนครั้งที่ 2 ได โดยการหาคากําหนดของ (2)A  จากคาของ 1,4C  

ซึ่งสามารถทําไดโดยการสลับแถวที่ 1 และแถวที่ 2 ของ 2:4,1:3A  จะได 2:4,1:3

1 0 2
0 1 1
1 1 0

 
 =  
 − 

A  

จากน้ันตัดแถวที่ 2 และตัดหลักที่ 2 ของ 2:4,1:3A  ทําใหได ไมเนอรประกอบ คือ *
2,2 1a  =   และ 
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ไมเนอรสอดคลอง 1,1 3,1
2,2

1,3 3,3

C C
a

C C
 ′ ′

′  =    ′ ′  

 



 

 โดยที่ ,k lC′  คือ โคแฟกเตอรขนาด 2 2×  ของ 2:4,1:3A  

และจากสูตร (2) ของทฤษฎีบทยาโคบี จะไดวา 

1,1 3,1

1,3 3,3(2)
2,1 2:4,1:3

1 1 0 2
1 0 1 1 1 2

1
1 11 0 1 1 0

1 1 0 1

C C
C C

a

′ ′
′ ′ − −

= − = − = − = − = −

−

A

 

 

  

น่ันคือ เมทริกซควบแนนครั้งที่ 2 คือ (2) 5 4
1 0

 
=  − 

A  

จากน้ันทําการควบแนน (2)A  และหารดวย (3)int 2=A  จะได  

4det 2
2

= =A  

ซึ่งเปนคาของตัวกําหนดที่ถูกตองของ A  

6. สรุป 

ในการหาคาตัวกําหนดของเมทริกซขนาดใหญดวยมือ ผูดําเนินการหามักมีกําลังใจ เมื่อพบวา 

เมทริกซที่ตองคํานวณน้ันเต็มไปดวยศูนย ซึ่งสามารถเลือกใชกระบวนการลดรูปแบบเกาส-จอรแดน 

หรือการกระจายตัวประกอบรวมเก่ียว ในการหาคาตัวกําหนดไดโดยไมยุงยาก แตถาเมื่อใดตองหา 

คาตัวกําหนดของเมทริกซที่เต็มไปดวยจํานวนที่ไมใชศูนย กระบวนการควบแนนของดอดจสันก็เปน

อีกวิธีการหน่ึงที่นาสนใจ เน่ืองจากมีขั้นตอนที่เรียบงายและไมซับซอน แตในทางกลับกัน จากสอง

ตัวอยางสุดทาย พบวาวิธีควบแนนของดอดจสันมีปญหา เมื่อตองคํานวณตัวกําหนดของเมทริกซที่มี

ศูนยอยูในตําแหนงที่สําคัญ สําหรับวิธีของยาโคบี มีการคํานวณหาคาตัวกําหนดผานคาตัวกําหนดของ

ไมเนอรประกอบและไมเนอรสอดคลอง แตมีความยุงยากในการหาไมเนอรสอดคลอง วิธีการน้ีจึง 

ไมเปนที่รูจักในวงกวาง แตเมื่อดอดจสันไดแจกแจงขั้นตอนเกี่ยวกับสูตรที่ไดจากวิธีของยาโคบี เขาจึง

ไดกระบวนในวิธีควบแนนของดอดจสัน แตอยางไรก็ตามวิธีของยาโคบีสามารถชวยแกปญหาที่เกิดขึ้น

ในวิธีการควบแนนของดอดจสันในบางกรณีได  
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