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Abstract

This research aims to (1) develop a framework for detecting attack behaviors in 10T networks
using the Temporal Convolutional Networks (TCN) model and (2) evaluate the performance of the TCN
model by comparing it with RNN, LSTM, GRU, and DNN models. The experiment was conducted over
a 12-week period using Python as the primary programming language. A synthetic dataset was utilized,
simulating Denial-of-Service (DoS) and Man-in-the-Middle (MITM) cyberattacks. The research process
involved data transformation and preprocessing, followed by training the models using TensorFlow/Keras on
Google Colab. The experimental results revealed that the TCN model achieved a high recall score
(0.9986), indicating its ability to detect nearly all attack events. However, its accuracy (=0.50) and
precision (0.4978) were low, leading to a high false positive rate. Additionally, the loss values exhibited
significant fluctuations, reflecting the model's instability in learning the data effectively. In comparison,
the RNN model provided balanced results, LSTM and GRU demonstrated high efficiency in handling
complex data, and DNN achieved the highest accuracy. These findings suggest that while the
TCN model performs well in detecting attack behaviors in terms of recall, it requires further improvements
to enhance precision and accuracy. To address these issues, improving dataset quality, applying
hyperparameter tuning, implementing regularization techniques to reduce overfitting, and testing the
framework with real-world datasets are recommended. These improvements will contribute to a more
reliable and effective security system for 10T networks.
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Tugafdvatiagtuieioviedumesidnlunnis (intermet of Things: IoT) ldnaneifussdusznaudidiny
ypamsAnduauluanvateniadin wazdunnfefiddsldsueaiouegerniflutiunueanisdeans
Tnseuneslfanelugatiogiu (1] wnAaivelinalulafuarguninifiaiezamnsadonse uasvhauduiu
I¥egnafiuszdnsam dmaliinszuusaluiifingaanunniu segrilanu i wesluauwnn wazszuy
AIUAN HVAC (Heating Ventilation and Air Conditioning) @stheensedutusanioglvamnsnusugumai
wazanmwndoulFosauiuguaraznnaueity (2]

uanani loT Ssgnihanldegraunsuanslueiotierilanlnedonlosingdaadondrtumnelulas
Sumedidafivenvoonly Tensevaguitsmaluladatuayuiisniu Wy RFID Wuiwes Mnsedu (Actuators)
LargUNIald pasuUULAS 04501A3 04 (Machine-to-Machine Communication: M2M) s syausunaiatu
wazuimsfldmeluladivanilfieoasrdenalvalvmnsgshauaznisnaa (3]

ogslsfmunisiiulnednasniives loT Whanalenauazanuiimelagianizes1ebsludu
anuvaeadevslewvef [ 1esangunsal IoT Srurumnddedidnsunsnensnisssaianand sy
wagvaeawsa [5] Snviaddosluifenagnuarsusglenildine iwuniseinnisidassia (Encryption)
waznalnmsigatdauilaiifiosme [6] viilw 0T anidudhmnevesnislaufnislaweslumainuansguuuy
919 unislaud wuu DoS (Denial-of-Service) n13az1ilndeya (Data Breaches) WAENITUNT NTLINLVBY
sfaws (Malware Infections) [7] §sdauduiladeiideddinnuddglunisiausaziasuadannsnisdesiu
auaNuUasafedmsusEuu loT Tuauies

ns¥nwmnuvasndoluiniotie loT Jadudsdrdyszuunsadunisynsnildlunisidise T
uagliangsimsmilnlueietne vieszuuaenfiunesiioszynginssuiidusunse vionmslaufnsloiues
(Intrusion Detection System: 1DS) 1 unalndl ugiulunisidadans (Monitor) uazn15asIasuRINTTY
7 udunany (Detect malicious activities) [8] IDS wuus uAusnld35n137 01dung (rules) i eiiouly

Amualiarmidieldlunisnsaiunsednuuntayasie 9 19U N1358UNgANTINNRAUNA ¥30N1505393Y

=p.
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sAnAILNIalUBs (Rule-based) samalialunisnsiaduduanaiunialaiuss (Signature-based methods)

)}

v

Feo1degUnUuNIolaseas e gnA1muAa1ani (Predefined patterns) 1ieldlun15nsiadu dauszian
#307ATzToYalUITUUAN 9 WU Audasndenieleues wson1suszalanataya 3o aleidun1aiiva
(Signatures) vaen1slaudfiidun inuwazgnuuiinliuaslugruteyavesssuusnwianulasadenislaives
(Known attacks) Tun1sszyuaznisanuun (classify) wazdnusziamnsilnfiidudunsie (Malicious traffic)
A = | A = 2 o o = ca' o

ilvaiguegluszuuiaievnenieguniallagendeny (rules) Snwugianigniojuuuuiaunsaldssy

Larn 33T uTayauINag19ld (Signature) n3adane3sulun1siias1eringAnssuremsmiln i onsIadu
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fFoanarunislaiues [9] egrslsininifnismaidenaliieanelunisnsiadunistandguuuulng 9

nsan1slauanialeiuasNendutednd (vulnerabilities) vaswansiisnsosyuundaluinisuily vsadeludu

=)

$3nlA8LT1Y8ITEUUNT 05 WU (zero-day vulnerability) [10] i 8931ng lauansleiuas (Attackers)

e

[

nauanslauindudeuiienisuauiass neduriunalnauUaenfouuusais (Bypass traditional
security mechanisms) 1 seuutlasfuaeteiiviiiiinges wazauaunsmAiniiiuazeenainiaietng
prungftinuald (Frewal) uazgonsuasdostulada (Antivirus) Tnefl szuuimani ldaunsansadunde
vdennsTaufld [11] 1w Faurdfiannsadsunvadldnvessaies (Mutate) Inesmlud® il ovauides
nsaTaTungenaLsUesiulisa (Antivirus Software) waszuuinwauUasaiy (Plymorphic malware)
wadalunsulawsesauladdsnlusunsuliiidnuasiidudou wazemeniiadosiunisiasey (Obfuscate
code) waznslduselevianaading (Vulnerabilities) luszuupeufiunesvonsdurs nieiniotieifiownns
szuunsolansllnuming (Exploit vulnerabilities) ﬁﬁﬂaigﬂﬁuwu miﬁauiﬁuaam%a (Machine Learning: ML)
Humaluladfigniunvszgndldluszuunsrndunisynsn (Intrusion Detection System: IDS) Liloonsefu
ﬂ’ﬂ:ﬂﬁ’]iﬂiﬂlUﬂ’liﬁliﬁf\]f\‘i}Uﬂ’J’mﬁﬂUﬂa‘ﬁ%@ﬁl\‘iﬁ.LLGme’]\‘1"\]’1ﬂEULLUUUﬂaiuﬂT@yja‘lﬁ%@izUU (Anomalies)
LazAanssuidusunsendeflianundelussuuneuiamesiadetine (Malicious activities) Insendedunouds
(Algorithms) fiannsaiFeudgunuuaindeyalusfiniigniiusiusuuazdudin (Historical data) Lagn133uun
Uszianvaans il nluns e91e (Classify network traffic) v uns1n @ ndl Uaensde (Benign) 3 ans il ni 1Dy

[y

§unse (Malicious) [12] ML algorithms 1t La3esnuaesatiuayu (Support Vector Machine: SVM) gl
Andula (Decision Tree) uavUn1sandulanuugy (Random Forest) tagnununldly IDS [13,14] agaunsvaty
ogdlsfnu Tumamsidoudveaedosuuusaiu (Traditional ML models) o1afidedrinlunsiendudusiug
199703,a7 4 uoY TUY291291 (Capture temporal dependendies) lud'ay ans il nia3 0918 (Network
traffic data) § 1 ud sd1dnylunisasradunislond (Detect attacks) AflgULUUANUTUF DUAILT 91287
(Complex temporal patterns) [15] sitag 1941 N15tauAkuuUasn151iuini (Denial-of-Service: DoS
attack) 919815ULUUNTAMTMANTIUIUNIN (Flood traffic pattern) AUAsundasluauiiat wianslaud
LUUAUNATS (Man-in-the-Middle attack) 81ad gUuuunsAnduLazuiledoyad udeu (ntercept and
modify data) n15158u31§98n (Deep Leaming: DL) W uanvigesuasnisifouiveaa’as (Subfield of ML)
flFsuaufoumdutulusliidikiun eaniafousidedn wu lasseUszamiiendsdn (Deep Neural
Networks: DNNs) 1asetnguszamiiieuidanauligdu (Convolutional Neural Networks: CNNs) kaglasagng
Uszamifieundsindou (Recurrent Neural Networks: RNNs) lefuandliifuisuszans nwduiiondluna

N13. 38U VBIULAT BILUUA UGN (Traditional ML models) lunanga1u 19 u 115531079 (Image recognition)

N15UsENINANIEISITUYIR (Natural language processing) Wagn153kATIEN UL aRUUBUNTULIAT (Time-series
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analysis) [16] Tngtanizod198 dlasetneUszamiiondagdou (RNNs) 1 umirsausisyezenss ey
(Long Short-Term Memory: LSTM) uagstiaearus g ey (Gated Recurrent Unit: GRU) Tégnuinald
Lﬁ'aLLf’fi‘Jz:yjmﬂWiﬁqmmé’uﬂ’uﬁ‘mm%’agaﬁ%agJJ'mef’NLaaﬂuizwm'sﬁumiqﬂqﬂ (Capture temporal
dependencies in IDS) o990 RNNs a’m’liﬂL%EJuigULLUUWaJﬁ’ﬁmJaﬁmﬂa (Learn temporal patterns from
sequential data) [17] aelsfanu RNNs fidadrindeanisannenvennsifeuyt (Vanishing eradient) deviile
mi'ﬂﬂcluimmaﬁﬁé’wﬁ’u%yjamammLfJu"LU"Lﬁmﬂ (Train models with long sequences) kagAIUT UL DU

[

lun1sAUINE4 (High computational complexity) vinlvinsunluldsulugunsal 1oT Adnswensdaia

[y

(Deploy in resource-constrained loT devices) {uldldiann lasstneUszamiiisngaeunsuiiaineuligdu

(Ternporal Convolutional Networks: TCN) tdulunanisiieugi@adnilasuanudenlunisinszideya

53

LUUBUNTULIAT (Time-series data analysis) [18] lngdan1lUnenssui adeiulasaigUssar e

Aoulatu (Architecture similar to CNNs) usidinsusuiUdeuiialvianunsafsnnuduiusvesteyanvuegiv

Y

4 I

% 919811a 98 190 Us2@ NS A1 (Modified to capture temporal dependencies effectively) [19] 99 999 TCN
Al Tanaun31 RNNs Tewn anues alunnsi ndui 59m59n3 1 (Faster training speed) 41 849108711158
Uszananatayauuuruu (Process data in parallel) [20] nsiSeugainudayassereiladnii (Better long-term
sequence leaming) lngl¥nsvengvunavesneuligdu (Dilated convolutions) [21] nsldvirganuddesnin
(Lower memory usage) tiasnnligeniuanuzniely (Hidden state) voupiotae [18] é’wgmauﬁ'ﬁméwﬁ
TCN Samnzaufiunsnsiadunislaudnislerues (Detect cyber-attacks) lui3etne loT deiideyauuuoynsa
1819119UN (Large time-series data) wazdaenisluinadianunsal nuldsansa uaziluldlugunsal

[

Afinsnenssfale (Fast-training models that can be deployed on resource-constrained devices)
uATedd s ewausuisadmiuanadunginsunislanfvuiadevnen nassnd e
Temporal Convolutional Networks (TCN) uagitoUseifiuuszansnn wasaruusiugivesluna Temporal
Convolutional 1ilon135#isszans nmandmiunistlesiussananilsueslugafdsia Ineswnisliluea
awnsonmatungdnsauiiusunseldegrusiudiiamuaninsalumsdszinananuuiFealnl uagannsa
iluusuldluszuuiidnsweinssada wwededis loT warlasainafiugiuduanudaendeniseues

Tuauren

2. Inguszesn
2.1 WU NsIITAd M UATIITUNGANTIUAITIANAUULATBY1ENNATING 9098 Temporal

Convolutional Networks (TCN)
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2.2 \ivoUssiliuUszansnmvasiuea TCN lunisasiadungiinssunislauslaenisweuiisuduluea

RNN LSTM GRU ttag DNN

3. nu waznuIseiinendas

3.1 Internet of Things (IoT) w3 "Sumesidalunnds’ vuneia 1nTedrsvesgunsaiiadosins
wazumesTlannsndondetuinudumedidn [1] gunsaimardannsasiuru Jemedt uasuandsudoya
seniniulalaednludld (2] U9a0u loT gninanldluvainvateweundindu wu Yrudaases (Smart Home)
\99899a38g (Smart City) S3UUUUEISInT8Y (Smart Transportation) wagszuudnludiAluningnannssy
(Industrial Automation) [3] ae1slsfAmunisiiulaegasanEives loT thundsanuvinmesuaiulasnde
[4] 1e991nguUn3al loTS1uruENdniNens911in (Resource Constraints) wazditoslud (Vulnerabilities)
fannsagnlandvdouaemuszlowiliie (Exploit) ivlgunsal loT nanaifutihwmeddyuesdvanan
maliues

3.2 M3lanAkuuUfiasnisliuinig (Denial-of-Service: DoS) fuanaxluaiaie loT dvainvae
sUBuU Wy Mslanduuuliasnisliuinig (Denial-of-Service: DoS) nsagidnvaya (Data Breaches)
uwazn1slaulaeiaunds (Malware Attacks) [5] Fodlvinuanutasadelugunsal loT 81aLinainnislddeya
UszdriiFusu (Default Credentials) Mswianisitnsiateya (Lack of Encryption) waznalnnisigall
famuitlaudeunsafisswe (Weak Authentication Mechanisms) [6] n1slaufivaniionvdwansgnuinouss
soAnududiuiivestoya (Privacy) Anuauysalvestaya (Data Integrity) wazAnnunseuldaiuvessyuy
(System Availability) Tuia3e91e 10T [7] Instanizag1adnislaufiuuy DoS 91911 Wgunsal loT launsn
Tusnsldmuund daaseUseansnmuazanuundedovessruudaasozlunindiusig o wu lasasng

NUFIWAUNAINY NITUNNE LAZOREINNTTY

9 9

[

3.3 5¥UUAT993UNI5UNTA (Intrusion Detection System: IDS) Wumaswisusoasauasaldiilisgia
Lazdas1ginsmilnasedieniefanssuluszuu Wessynginssuiiludunsiensonislanfnisloiues [8]
IDS aunsanUseanluaesUszinndnauisnisnsadungAnssuiidesauuliainguuuuund (Deviations
from Normal Behavior) [9] lain 1) Signature-based IDS 1¥n153ugA3UwuL (Pattern Matching) fuanewdu

A Yo . a o @ L w ¢ & aal o = Y
Y8IN15LAUANFIN (Known Signatures) Ll onsiadudeana1d wudawis nenislaudninegniudinli
lugmudeyaanudasndy 2) Anomaly-based IDS T9n153tAs18vingAnTsu (Behavioral Analysis) agn1siseus

o . . ~ [ a aa al 1 o @) 4 4 a o v
Y84A309 (Machine Learning) wians19dunginssuiiiaundlussuy agludndudessnedeaiugiudeya
Y9N15NAN FINUINOU Fe¥aeTa1u150m5393U Zero-day Attacks wagsuanaudlinenuiinauls DS

Y
A [d o w a 1% LY = 1 = [ a A & LY
ﬂaLﬂUﬂalﬂﬁWﬂ :Lum3LaiuaﬁﬂmmﬂaamﬂmaaLmama loT Luaﬂ‘\]’]ﬂﬁ"lm"lﬁﬂLEJWS%’JQWZ]G]ﬂSS%JV]LUN@U@ﬁ’]EJ
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waudndoudguassuulinliunsleiu vieussmuansenuldegaiuviaei egslsiniuszuy IDS wuuLdy
JafldednfnluBomwesnuusiug) waznisusznanadeyauuuBealmiinlidnsiauissuudestunisyngn
nsadudestutonnaumsleluesuuuisealnsd (Intrusion Prevention System :IPS) & sam15ansi9du
uazudennislandlalaesaludAifiofindnnnuannsalunstesiusoanaumdlaiveslueietie loT

3.4 N13\38UFAEN (Deep Learning: DL) tluanvngaeves Machine Learning FlalassvneUszamiiiey
(Artificial Neural Networks: ANN) i3 ousguuuudeyaiidudon [15] DL gavanldlu DS ilewfiunnuaansa
Tunsnmadungfnssuaund (Anomalies) wagAanssuidudunine (Malicious Activities) léegnausiug [12]
DL fifalTou IDS uvudndmnazannsndouiaindeys uaznsrnduseanaudlinenuuinou
oglsinueudeinismineinsgs uazenuduteuveslumadsaaduanuimeddedldsunisiamn
dieliannsaldsnildegneiiuszdnsamlunietns 10T uazszuuammasafonslaiues

3.5 lasevgdszarminendaiaineuligdu (Temporal Convolutional Networks: TCN) laiiaa
MsBsudidedniimmnzdmiunsiinsgiteyauuuoynsuiai (Time-Series Data) [18] laseaf1svas TCN
adenulasstigysvamiiondsnauligdu (Convolutional Neural Networks: CNNs) walasun1susuuss
WelwarunsniSous anuduiusvosdoyaluyiaiaifig 9 (Capture Temporal Dependencies)
I#ogafiuszansnin [19] 9o/ TCN funniilasstreussamifisudedidou (Recurrent Neural Networks:
RNNs) leun ananslumsiinduiigendn msifeusdoyasverenniiinit uagnisliviisanudidosas
vl TN W umaidenflimungaudivivauiidesnisiinsesidoyadiduna wumsasadudsnnany
melgiueslupions loT

3.6 uITen1sUszenadld TCN lun1sweinsaldeayandseu Iag Lara-Benitez et al. lay TCN
W MNgInTANUABINSNA U Tagvinnsiuseuliieudu luma Long Short-Term Memory (LSTM)
Inguuuiaswnsgiulunisneinsaideyayanaitagliteyandanuanussmealu 2 4n loua AUAeInIs
Tl seaudsema wagnisldndwuresanriyniasasudliirdmsunisfnwiauaiunsavedluiag
funndnaiu 91nn1smeaemyud TON anansaldimanisnensaifiuduginis LSTM Tunansd wenand TCN

faanunsndugliuurastoyalussevenlannil LSTM wasliniwensaeuiuneitosas [22]

4. F/ANAUMIIVY

Tuenddeid $38nsdufumaidedmiuiaursudfadmiuanadunginssunislaniivuaiods
nNas5Na 9828 Temporal Convolutional Networks (TCN) wazUszidudszdnsainvesluna TCN
Tunisnsrdunginssunisland Tnenisiieuiisuduluma RNN LSTM GRU waz DNN laefiisnisaiiunis

A38ULNOUMEY 6 WITaNaN P9l
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4.1 naiuTuTudeya (Data Collection) Lpsndednfialunsinisdoyanislauiluaione loT 959

miAdeiTadenliyadeyadunsigifiainetulngld make classification’ function 99 Scikit-learn library
Tu Python yadoyaiUszneudedeyaeynsuiian (time-series data) #is1aesn1sudsdoyalueiotie loT
Tofl fudsuazqudnuuzyostoya (features) fivanuans Wy Usuamswiiln anudlu nsdsdeya
TUslanea (protocol) YosnadeansszningUnsaivielusunsuiiviauuuaietny (port) wag IP address
yndoyautseeniiu 3 @ fe doyaund Jeyafidrassngiinssumslauiuuunislavdmalaiuessidmune
iievilviszuuiaietneuinis vieidswnesliansaliuinsldauund (Denial-of-Service :DoS) dafiuiunam
Toyaummadignasludadsvines nieindetisegisdeliles (flood traffic) lusagunsalitvane uazdeya
fisranemgAnssunslandmalsiuesfiuaninesueudindu uazudludeyaiigndeszninsaesdiofanindids
doansiusgrsUannde (Man-in-the-Middle) deidnuniziniuvietavnsteyaiigndsiueievielnsynna

Ao o |

nauldlasveugnansadluldinedndles uily nievlugdeyanniidegndeseniteassdg (Intercept)

14 [ I3

uwazUTuUTetayaTeninegld (Client) uazliuinis (Server) msliyateyadunsizidlgliaunsaniunu

9 Y

v a ¥ = av v t
ANYUS LL@&UiM’]mﬂJ@ﬂJ@i{I’aﬁ’JQJﬂQEULLUUﬂWiIﬁ]ﬂJG]i@G]’]@JG]ENﬂ’]i

4.2 Yadeyadaunsizyi (Dataset)

a 9 Iy} ¢ v X Y e v N o a
a9l 1 gadeyadauasesiasitulaed dulsildmunumseimuanginssuvesssuy (Parameter)

Parameter A195UNY ATl

F1uaugunsal 10T (n_devices) | S1uaugunsal IoT Aldlunisdraes 10

srgeLan (n_days) svpzandildlunisdnass 7 Ju

audlumaifiu Feya audlumsiiudoya 1440 afy/Au (1 wiil/asy)

(frequency)

AANwaly (Features) AMENwMEYRItaya WU Ui traffic, | 5 features
m’mﬁ, protocol, port, IP address

sUBUUNSLaNA E‘Uqumﬂﬁmﬁﬁiﬂumﬁﬂam Ao DoS, | DoS, Man-in-the-Middle
Man-in-the-Middle

v
a v a A

4.3 \A509i18398 (Research Instruments) u3seilidenldnunlnnea (Python Language) tun1wn
lWsunsundnifiesaindanudanguganasilausi3dmiu Data Science wag Machine learning tngly
Scikit-learn Tun15@$14 Dataset wag preprocess ¥aya TensorFlow/Keras Faldlunisadisuagineu TCN

Model n15naaaaRitiun1suL Google Colab Platform daifiu Cloud platform weissnisAnaulunald
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Wireshark @1%5U capture wag 31A51¥% network traffic 14 Nmap @1115U network scanning wag
vulnerability analysis #MUAMULNUZEY
0.4 Funeunsiaulung

4.4.1 AmuaingUszasavadlaunalaeni1sseulmungvaan siauilueg wasfivuavea Ul
nsinauvelies

4.4.2 wisuyadoya lnsnssvsadeyaiiisntes anduriiaruazeiadoyauasdnnis
Afiamely wazulasuasidenilesiiddy

4.4.3 ulsypdaya innsuusdayaidu Training Set, Validation Set wa Test Set wipuiis
MTIRABUAVINALARYRITRLA

0.4.4 senuuulassaiiavedlueg HenUszinvvedluaaiivanzay wazfmuasiuuduvedluea
LaTNITILADITAN 9

4.4.5 1d0n Loss Function way Optimizer ¥1n1571%un Loss Function 7itunsnzausutaw
uaziden Optimizer felluinaiFousliegnaiissavam

4.4.6 Anluaa (Model Training) vinisteuteyadluaiiioliFous smdasumsifines
uazAN Hyperparameters wioifiudszansam

4.4.7 Uszlluwanisunluiag vinn1sasiaaauen Accuracy, Precision, Recall wag F1-Scor mﬂﬁ’ju
Aasgvian Loss uay Validation Loss wagidenld Confusion Matrix wag ROC Curve iloUseiiiusa

4.4.8 UsuUssuazusuuadlana Usulassadnavesluiaali ean Overfitting lagldinaila
Regularization w3eLfindayaiin

4.4.9 veaeulunatuyadeyaiiliiineiiuineu innsnsvaeuanuannsavestunalunsiey
fudeyalumi ndeudlnneideRanainuazUuusslunaiiiaiiy

4.4.10 W lawmaldld e (Deployment) Yuitnlunadidiun1sinuds anndudiluldaulu
ANINWINGOUITNTBATIN APl dmsunisidanu

4.5 MaUssdiuUszansnin uazaruuiug Ussneude suneudwioluid
4.5.1 wissuyndoyanaaeu (Test Set Preparation) Usgnaudy n1suusdeyasenidu Training Set

Validation Set wag Test Set 31NUUYINNTATIIABUANILANAAYDIUBYA (Data Imbalance)
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4.5.2 AUIUAN Accuracy Precision Recall wag F1-Score ldgnslun1sA1uinen Accuracy
i ataauuug1veslina A1uIAn Precision wag Recall 1l 0ns33deUsAIINISHILIERANATA
LATNNINTINTUTIGNFD wagAwa F1-Score leUsziliulszdvdamlnesiuvesluing

4.5.3 3iAsgaian Loss uay Validation Loss ¥1n130579@8u71 Loss anasatssiaifiaansels
niud3euLfieusewing Training Loss wae Validation Loss Lﬁa@’jwﬁ Overfitting #3oll

4.5.4 3AT1EVHAGNEHU Confusion Matrix ATIad0UATT LulAaiuIBgnFosuazAANA1R
La¥ILATIZNERIINISIAA False Positives Way False Negatives

4.5.6 @319 ROC Curve tagAuan AUC Score Jnauanunsnveslunalun1suenies seningnand
wSauvieruanien AUC (Area Under Curve) Lﬁa@jﬂizﬁw%mmaﬂuma

4.5.7 @519@ULUALTUNY89AT Accuracy kag Loss masani1sinluina lgnsinuansua Accuracy
ffu Epochs wag Loss U Epochs uasiaseiuualiiudndr Accuracy wiutu wazen Loss anaesoll

4.5.8 WSsuiisunadns fulunadu 9 Wadn Accuracy Precision Recall wag F1-Score
uSsuiiteuiulamadu Wy RNN LSTM GRU waz DNN antaiaszideruasdeidoveusaziung

4.5.9 Ufuusslumanitoifisuszdnsain usuniniwesvesluina 1w Learning Rate Batch Size
ways1uIL Epochs iwadia Regularization WU Dropout wisan Overfitting warUsulsalaseasievedluing
dleriuUszansnwlumsious

4.6 MyNATIEVteya Usenaume

4.6.1 wivudeya Insmsnsraaeufiniamely Ufurunadeya wazutsyadoya

4.6.2 aseyntoyadunse 91aamgAnssuUng wasn1slaud W DoS wag MITM

4.6.3 Ansgiidonssan Auadiidesdiu wu Auade wasnisnszatedasdeya

4.6.4 WAgAnuduNusesiUs 19 Correlation Matrix wag Feature Selection

4.6.5 Useidiuluwma Auaed Accuracy, Precision, Recall, F1-Score wag Loss

4.6.6 AT Confusion Matrix As19ERUERIINSIAATERANAR (False Positives False Negatives)

4.6.7 Usudsaluma Aesieruwilidunisiseus wazusumsfiwesiivansay

4.6.8 Wlsuisuiulimasy IinsesiUseansninues TCN Weusu RNN LSTM GRU wagDNN

5. NawkazlIansal
5.1 #AaN15NAABINITHAULNIIITAd 19T UATIITUNGANTTUNISIaNf uuLAS oY 18N NaTINES

28 Temporal Convolutional Networks (TCN) uludamnsned 2
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AN5199 2 HANNSNIAABRINLASTUAINNIS Train TCN Model

FAUNITAN AU AN AU AR Sasms | naniildlunis
lea voelilAa N | HAnaAves voslanaa AANA1AYD Sewlves | Hnusiazseu
(Epoch) adoyarn | Tweainga | nyedeya | luwmadnym luna (Time/Epoch)
(Accuracy) Toyairn ATIERY leyansiadeu | (Leaming Rate)

(Loss) (Val_Accuracy) (ValLoss)

1 0.5814 1.4105 0.5096 0.5096 0.01 29s
2 0.5299 2.8932 0.5008 2.0804 0.01 29s
3 0.4998 1.8371 0.5013 0.7905 0.01 42s
4 0.5007 2.9269 0.4984 2.9081 0.01 27s
5 0.4995 1.3288 0.4992 2.0398 0.01 27s
6 0.4992 1.4011 0.5023 0.7518 0.01 28s
7 0.4998 0.9236 0.4977 0.7134 0.01 30s
8 0.5000 1.5425 0.4987 25159 0.01 28s
9 0.5021 1.3080 0.5021 0.9836 0.01 41s
10 0.5009 1.0523 0.5020 1.7645 0.01 41s

21N913°99 2 Hansvaaeskandlfliiuil TCN Model fiwamdudiliannsndouisuuuuvasdeya
¥eehiiusvansnmineiisteasdondil A1 Accuracy s TaeAn Accuracy maa‘[umaa&ﬁﬂwmm 0.49 - 0.50
Fefloindninnasinnsguiiseuiulddmivaunsadunslauinaleiues (Cyber Attack) Inevialuda
A1 Accuracy Mgl 80% Fuluitelvidulalédn Model finnuindotielunisléuaie

A1 Loss Hunau A1 Loss lum3nel 2 fanuiusiugdluusazseunisiin Epoch dliiudnluina
filsiaunsaseudauieiidmuiianain (Loss) anasegreiliafivsnin (Converge) wagliiasuuuasnntin
deRnsiely (Converge) wazenaiindamaneilunaisouideyaiin WaAuly suliannsavianuldd
Foyalmi (Overfitting) dsdawalilamaiuszansamenlunsiaududoyalvailnodndinadnéAuiud
(Generalize)

A1 Learning Rate fildlunsiinlunagaiuly ililuwaldanainsadsumandweslaegamunzay

LagnaInanlinaansangn (Optimal Point) Tun1siSeu;
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M151991 3 Confusion Matrix kansUszdnSn nveslunan1siSeusidedn (Deep Learning) uaznsiseus
Y99LA309 (Machine Learning) Ingltuaninadnsvoin1sanuunuszian (Classification) LUSULTBUTENIN

A1934 (Actual) uazAfilanaiiune (Predicted)

yiunenldldnasland (Predicted Negative) | virunedndunslau@ (Predicted Positive)

108 60,648

85 60,119

NaN3edl 3 wudn lisaddefanatslunsduunnginssunslaudluadedis 10T wansdvine
lailyns1aud (Predicted Negative) wayirunaindunisladd (Predicted Positive) Inglunaanunsayiuie
A lilenasTud ligndes 108 winduriuieidanainindunislond uinfie 60,648 Afe §emunedein
lumafidnsnisudafioulianainguin (False Positive) lunsnauiu luwwaauisavituigdndunisland
lagnees 60,119 ads undail nsviuneIlaily nnslaud 9y 85 ads wandliiiuinlunadainuaiuisa
Tun1395993unslandlad (Wansaunen Recall a4) urdidgymilusuanuudugivesnisuisiou(Precision #)
Fauansliiisiuin lumamsléfunisufulsaieisauuiugilunismmadunginssunisland uagansn

¥ A a o ¥ a ¥ 1 = a a -’-;(
nMsuisFouRanann wazyinlilunaaiunsaldeuaslaognsiiuse@nsnnwannau

15199 4 NaAwIuNISENlaLAa TCN

Metric Value
Accuracy 0.4979
Precision 0.4978

Recall 0.9986
Fl-score 0.6644

1NM15197 4 wamsiamsiinluea TON wuin danmusiudlifsmed niumailuldnuess
fi915an f1 Accuracy Wiy 0.4979 ansnsaviuneldgndeaiisuszunn 49.79 % uanaiAriniaasgIu
filvanzay A1 Precision Wiy 0.4978 uansilamaisnsinisviunegindnislaud (Positive) ldgnieaiiios
19.78 % Banea il False Positive g4 A1 Recall iy 0.9986 wansin Tuimaanunsansaaduimnnisal
flauAiiiAntuasdléfis 99.86 % Fafurge wansitluaaansansaadumslasfivdlewesldunuynnsd
A1 Fl-score i1ffu 0.6644 JaduAiadsseninge Precision uage Recall wansliiiuinlunadosuiulse
Tanunsasuunldudud?u lna TN darnuanunsalunisnsnsufoanaumisleedldd iesan

a a o A Y e ° ° ' A v P
1M1 Recall '1/]'63\‘1 LL@SQN%QJ}WWIUWWUT@Q Precision A1 LLazAccuracym BHIYAITUIN IﬂJLﬂaﬂJamﬁqﬂqﬁLLﬂﬂL@@u
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Y a

Jofianain (False Positive) g4 9udusasusulsdliausanenueznginssuindudunsouazliidudunse

Wiy Wy Myvfumailinesveduinaniaiiuamun nvettayann

5.2 Yszriiudszansninvadluna TCN Tunisnsiadunginssunisland leeniswisuiisuiulune
RNN LSTM GRU LagDNN

nan15UssuisuUszan3nimues TCN Model fu Model 7ifauldlun15m5993U Cyber Attack
F1uu 4l loun RNN, LSTM, GRU %38 DNN lagldyadayaiiednu waziuSouiisunasnslaglyein
Accuracy Precision Recall F1-score uag Confusion Matrix tJuinausilunisinna lnsuansnisiuseudiou

Tunsn gﬂﬁ 1

Comparison of Model Performance

RNN

LSTM GRU DNN
5UN 1 uanan1siSeuiiieudsednsam vea TCN Model fiu Model a4 9

10 Accuracy
BN Precision
. Recall

mmm Fl-score

0.8

0.6

Scores

0.4

0.2

0.0

Model

93U 1 annsuandliiiiuiedn Tuiea TON fie Recall gefign usAn Precision way Accuracy i1
yilimanzAuaui nunisasedunnnsddidny dunduluna RNN fuadwdaunamunzdvauialy
Tuia LSTM Uszansnmgsluynsumsnzdmiudeyaidadududeu luina GRU Indidsedu LSTM
wimNgAvILUAdeInsUsEAnEAmMgs uazluiaa DNN danuaunauazyszansamgaanlunnsnumanz sy
RIS AL LAY ANLATEUARLES

UsrAvnmmsthiedesflemaniinUssgndliazdieianlinnaiiusyaniamgs dmiunisnsaady
foananunsleesldesnsivszdniamisly Teavdmandensidfouasiau ssvuinwanuuaonsde
Tuourannisduausnanindouiveslung warnisliindesforrsluntsiaunluaaduduneuddy
Tumsafrslumadmivnunsadulnvesiaemsinnginswinmsindusaznisidentd Framework fmanzay
aggelianunsadilauazysul seussans amvedluinaldedefiussansamd sazinldgmawmussuy

1% v aa a a é{
iﬂmmmﬂaamw:uﬂizamquwﬂuamﬂm

248



o

249 | Usgins Wiing uay deyalng a3dud

6. egUna

nsiausuisalagly Temporal Convolutional Networks (TCN) Faduluna Deep Learning
fmunzAunisiiesevidoyauuuoynsuian (Time-Series Data) &1%5UnN13AT9dUNgANTTNANTINA
Tua3et1e loT nud1 wsuidadldyndeyadunseifis1asanislaufiuuy Denial-of-Service (DoS)
wag Man-in-the-Middle (MITM) Tngl% Python way TensorFlow/Keras Ul Google Colab I@Eﬂumagﬂﬁlﬂﬂu
é’aaﬂ;m%ayjaﬁmumi Standardization One-Hot Encoding wag Feature Engineering vl al#a1u15a
SeusngAnssuunfALazngAnssunsland nan1snaasamudl luea TCN daldanansaSeusvuuuvedaya
I¢ioeasiusz@vSnm éh Accuracy oeffiuszanas 0.49 - 0.50 FsniunamisAsgu (> 80%) dmsumslinuass
413U A1 Loss danukuniugdluusay Epoch wandbiviuinlueadildanunsaseusldegefiaiosnm

¥

uaze1aiintlamn Overfitting vinluszAnsamanaudleldfudoyalus saufisAn Learning Rate gaifiuly
villanealianunsaufusmsdmesldegaumngan dsmalyimaingailvinadnsanian (Optimal Point)
n1sUsziliulszansnimvedduina TCN Tunisnsiadunginssunislaudlaenisilisuiisuiulune
RNN, LSTM, GRU uag DNN lagly Accuracy Precision Recall Fl-score gz Confusion Matrix Wunaeiiana
a1u150asuledn TCN e Recall g9 (0.9986) wanaIluinaausansIaduiman1sallaudtaunuynnsdl
Precision #1311 (0.4978) Famanefisdnsnisudaiiiouiinnann (False Positive) g4 Accuracy Liles 0.4979
vililianunsaldauaisldegefiuszdniaim Fl-score ogfl 0.6644 uansfemnuluannaves Precision
way Recall 1ilo Confusion Matrix Ui LunaildnsinsusiouinnaIngen (False Positive = 60,648 )
ufzaansansaasunsTandléusdugn (True Positive = 60,119 A%< uegapadl Ugymlun1suenue g e nIng

a a

ngAnssuUnAwasnganssulaufuallaeudulumadu 9 LSTM uag GRU dUsedniaindtunna u

v v Y a

lngwangiudeyanilasududou DNN danuaunauaziussansninasgadinivauifeinisninuwiug,

Y

Y I

RNN finadnsauna wnigdmsuanuwialy wagTCN mungiunuifean1snsindunnstldify widines

UFuU395504 Precision Wag Accuracy

7. dalauauug

oL U sEAnSa1nves framework lunsnsadunginssunislauluiadedig loT arsusulss
A munsyadoyalasld Dataset 934w3o Dataset §uias ¥ Harududouundu ndaustafiuaun
Yoy ari1dn noise uay outliers waz14 Data Augmentation il o1l uA2ILVAIANANBYBT YR UBNAINT]
aUsuUsslasaadianas TON Model Tnemnaaatdeu S1uaudu (layers) kernel size uavactivation functions

o W ¥

T3dslY Attention Mechanism Litelviluinaaunsalniadudnuazdifgvesdoya
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Tuduuesn1susuussawisiimes (Hyperparameter Tuning) AI5aA Learning Rate U5U Batch Size

wag Epochs Timnnzau wazly Regularization Techniques 14U Dropout %38 L1/L2 Regularization Wioan

Overfitting gAvine ATNAaaululAaiy Ynvayaads, JiAszvivedanalnk1u Confusion Matrix wagly

Ensemble Learning Ingsaulainadu 1@ LSTM %38 GRU LiialiuAnsiiuglazansnsin1sudifiouianain

& A

Feazanglmnsuisaiusyansnmwaraiusatnlultauaseleegnaliuse@nsS o ndsdu
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