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Abstract

The Artificial Bee Colony Algorithm is one of the metaheuristic with excellent performance and
simple implementation. But it is well known that a metaheuristic approach is required to optimize
the algorithm's parameters. Therefore, this research aims to use the response surface methodology
for analyze the optimal level parameters of the artificial bee colony algorithm for continuous variable
benchmark problems. To carry out this research, a 3 factorial experimental design was used, with
the design parameters consisting of iteration, number of population, and limit. After that, the
experimental table was used to collect data, and the data obtained from the experiments was
analyzed by the response surface methodology. From the results of the data analysis, it was found
that the main effects resulting from the level change of the three parameters, the interaction effect
of the bee population and the limit, and the quadratic model were statistically significant at 0.05 (P-
value <0.05). The final step was to run the regression model for finding the parameters that resulted
in the best answer. The results of the regression model analysis revealed that the optimum
parameters of the Artificial Bee Colony Algorithm to solve continuous variable mathematics functions

should be set at iteration, bee population, and limits of 900, 40 and 90, respectively.
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TR Steepest descent method [ 1], Simplex
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LL‘UUﬂﬁjm‘L}mﬂ (Particle swarm optimization; PSO)
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2.2 Jupeuieay (Employed Bee Phase)
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Phase)
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surface methodology for process

optimization)
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fiffian A5di0uIsnsivelunswam Uiuuss
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(Interaction effect) U9IAILUINTZTUIUNITUAY
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4. 35aHUN15I8
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(3* factorial design) [22] gnoonuuuly Ay
wwswﬁma%maaé’aaa%ﬁummﬁmf@ﬂizﬁwﬁ%a
Usznaulunae wisaflimes 369 [19], [20]
wsimesiausnie soulunisiug (teration;
Maxiter) %‘;wzLﬂuﬁ’gﬁﬁﬂMumaﬂuqumyum
naLRasYedanesfiy luvasfinsfmesiiiiaos
azidu SruruUsErnsie (Number of Population;
NP) aziduiammuaUsznsuedislunise una
\aa8 uazdaamede dasiia Limit) Wuduusd
ﬁ']'WLmﬂ’liag‘ﬁﬁLL%Eﬂlﬂaﬂﬂﬁﬂiﬂﬁ]QﬁJu%@dﬁﬁdﬂuLLazﬁd
Funanisal i ovdud sdrsaalunisaumiumas
awnslvl Tueised Tasenisneassuazanseiu
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a9t 1 Jadenismnaeduazseiudady Avg.
” ” RUN Maxiter NP Limit
. seautady (Coded) Solution
Uadn

-1 0 +1 24 900 25 90 9.50735

soulunsaugn 100 500 900 25 900 40 10 9.44367
57u1uﬂi$?j’m§§ﬂ 10 25 40 26 900 40 50 9.51646
YA 10 50 90 27 900 40 90 9.52252

A5199 2 LUUNISTNABILNANDLSEA 35 WaTNanIs

12BN
Avg.
RUN Maxlter NP Limit

Solution
1 100 10 10 8.35364
2 100 10 50 8.26353
3 100 10 90 8.24138
4 100 25 10 9.32991
5 100 25 50 8.83608
6 100 25 90 8.98511
7 100 40 10 8.94659
8 100 40 50 9.48359
9 100 40 90 9.51797
10 500 10 10 9.22240
11 500 10 50 8.70006
12 500 10 90 8.74521
13 500 25 10 9.45969
14 500 25 50 9.48091
15 500 25 90 9.50506
16 500 40 10 9.32106
17 500 40 50 9.48359
18 500 40 90 9.52111
19 900 10 10 9.28512
20 900 10 50 9.26896
21 900 10 90 8.74521
22 900 25 10 9.50483
23 900 25 50 9.52193

4.2 Jymitldlunmmeaas

Tuendsed dnslewenduneadamans
siafuusaeidedilidudugy foindunadey
Tnananulnse (Goldstein-price function) a1n
aunsil (5) Fsdnvarvesteduaziduwuy Mult-

modal Taeiign Local optimum T113u3N Aeuans

v
a

Tugudl 3 Wisdunuimisdunisussgnaledsiuiy

v

ABUANDIMUNITUIAINITIN LB inzauluny

danasiiuenanilauraUsenvg

JUN 3 Wandunageulnanamulngy (Goldstein-

price function)

f(x,y)=10—log, [{1+ 1+ x +y)*
(19-14x+3x* —14y + 6xy + 3y}
*£30 + (2x — 3y)? (18 - 32x

+12x% + 48y —36xy + 27y*)}

(5)

wpsiuls: —20< x<20: —20< y <20



a

58 21581539 158aL T NS WIEUAT A1Y13nermanstazinalulad Ui 18 aduil 2 (2567)

HARauNATER:

5. ANSIATIZHNANISNARDY

5.1 AATLinsuINUaLYasdaya
NHANTYIAGDITDYARALRATIZg LY
3Lﬂi’]?u"vi".ll’]ﬁﬂ’liLL‘\]ﬂLLﬁN‘UEN‘UyEJl;IJaLﬂULLUUUﬂﬁ
(Normal distribution) wialsl il deulunis
3mexﬁ%a;4auwwqmm%ﬂ Nﬁﬂ’]ﬁLﬂi’l%ﬁ%@%ﬁ
waLaasiilnainnisnaasanuIeyalufinisuan
LmLLUUUﬂaLLamﬁﬂgUﬁ 4 faduismasiinaudas
%@Qﬁiﬂﬂag Johnson Transform aun1slunisiuas
YoyAkaTHAIINNISUUAI DY AUARIRagUT 5

wunveyangnuUasiinsuanuaItuuUni

Probability Plot of Response
Normal

Percent

8.0 85 9.0 9.5 100 105 110

Response

E‘Uﬁ q Nami‘wmaaumanszmaﬁwawa;&awa

bIAYIINAIINNADN

Johnson Transformation for Response

Probailtiy Plot for Original Data

N at

100
o H AD s304
P-Valus 0005

P-Value for AD test
o

o= &

Probabiliey Plot for Transformed Data

(X-203884) /952300 - X))

[] i

JUN 5 aunsuagHansiuasveyaralag

5.2 ms%msq:ﬁ%’ayjaé’w%%‘ﬁuﬁ's
NAUFUDY

M9IATIENAULUTUSIU (ANOVA) 1iuds
fnalalalunisnsaedeutudfyuazauaninge
VBWUUTIADY mﬁmiwﬁmmLLUi‘Uiau%izqfh
wuudaestddesiignlunatudoddamieada
wisly sfamsivdeunansznundniiingnnis
WaBUsEAUYeetaTy LaZHANTENUIINTENING
Tadenildeddymeadfvdelunainnsiinsen
aunna1slusuil 6 uandlvifiuan voyaiily
ApseninisuanuasuuuUniuaziinisnszanea
suawymgjaam"’uama LAYHANITILATIZU AN
wUsUslumnssdt 3 wanddmdfiuvanlumardeaes
fifoddymeads duiusanunzauiunislynis
ARSI NUAIROUALSY UBNIINTLHANTENY
vidnuarransenuTInvestale flddyneadai
0.05 (P-value<0.05) uazfian Lack-of-Fit 0.687 &
1A 0.05 wazdian R = 73.52% wansiluinadl

ANULNUTELU

M15797 3 NFATITEANULUTUTIU

Source DF F-Value  P-Value
Regression 5 41.65 0.000
Maxlter 1 52.57 0.000
NP 1 17.79 0.000
Limit 1 18.52 0.000
NP*NP 1 19.68 0.000
P*Limit 1 38.55 0.000
Error 75
Lack-of-Fit 21 0.82 0.687
Pure Error 54
Total 80

R-sq 73.52%

R-sq (adj) 71.76%
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fwuunsanaeglaguszanalaeluswls

SPALANIFIAUNITN (6)

Solution_T = -2.092
+ 0.001303 Maxlter + 01224 NP

- 001757 Limit- 0.002454 NP2
+ 0.000911 NP*Limit

(6)

Normal Probability Plot Versus Fits

Percent
Residual

Residual Fitted Value

Histogram Versus Order

Frequency
Residual

EE 05 o0 ] 12 110 2 % 4 5 & 7
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