
  

 
                            P-ISSN 2586-9000 

                             E-ISSN 2586-9027 

 

Homepage : https://tci-thaijo.org/index.php/SciTechAsia           Science & Technology Asia 

   
 
 
 

    Vol. 23 No.2 April -  June 2018                                  Page: [ 19 – 28 ] 

Original research article 

*Corresponding author: macx.sharma@gmail.com                            doi: 10.14456/scitechasia.2018.11 

 

Concrete Crack Detection Using the 

Integration of Convolutional Neural 

Network and Support Vector Machine     

 
Mayank Sharma1,* Weerachai Anotaipaiboon1   

1Faculty of Engineering, Department of Electrical and Computer Science, Thammasat University, 

Pathum Thani 12120, Thailand 

 

Krisada Chaiyasarn2 
2Faculty of Engineering, Department of Civil Engineering, Thammasat University,  

Pathum Thani 12120,  Thailand 

  Received 11 September 2017; Received in revised form 9 February 2018 

Accepted 19 February 2018; Available online 30 June 2018 
 

 
ABSTRACT 

Crack detection in concrete structures is an important task in the inspection of 

buildings to ensure their safety and serviceability. Previous studies relating to crack detection 

via image-processing and machine learning techniques generally involve the complex 

modelling of cracks and the extraction of hand crafted crack features.  This approach often 

fails to apply to images from a real environment.  This paper proposes a new image-based 

crack detection system using a combined model of classifiers, namely a Convolutional Neural 

Network (CNN) and a Support Vector Machine (SVM), which was proven to perform better 

than the methods involving the handcrafted features.  In the proposed technique, a CNN is 

used in extracting deep convolutional features from the RGB images of cracks and an SVM 

classifier is used as an alternative to a softmax layer to enhance classification ability.  The 

combined model automatically extracts features and determines whether or not an image patch 

belongs to a crack class.  A dataset of 550 images are collected by a digital camera from 

various locations, and from the results, it is concluded that the proposed method is able to 

identify cracks on concrete surface with an accuracy of 90.76 % 
 

Keywords:  Convolutional Neural Network; Computer Vision; Concrete Structure; Crack 

Detection; Support Vector Machine 

 

1. Introduction 
As concrete structures age, regular 

assessment and maintenance work is 

essential to obtain information about the 

structural condition. The most common 

inspection procedure is visual inspection, 

which is used to assess the physical and 

functional condition of structures. Visual 
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Fig. 1. Example images of cracks used in 

this study 

inspection is usually carried out by 

experienced engineers to detect and monitor 

defects within the aging structures. This 

procedure is costly and labor intensive. In 

visual inspection, crack detection is an 

important procedure as cracks provide 

significant information about the current 

state of a concrete structure as discussed in 

[1, 2, 3]. Fig.1 shows some example images 

of cracks on concrete surfaces used in this 

study. A number of previous studies have 

been conducted in  

developing automatic crack 

detection systems, although much work still 

is required if they are to be adopted in 

practice. In crack detection, pattern 

recognition is applied to obtain the 

prominent features of cracks from digital 

images or video data. Previous methods of 

crack detection applied handcrafted features 

extraction techniques to obtain unique crack 

features from images, which can be 

complex and time-consuming, unlike 

techniques using a Convolutional Neural 

Network (CNN), which can retrieve 

semantic information from images. As 

exemplified in [4] in handwritten digit 

recognition, CNN was applied to 

automatically extract optimized features for 

a Support Vector Machine (SVM) to 

classify, which shows better recognition 

results. This paper presents a similar 

approach by combining CNN and SVM for 

crack detection. The aim is to develop a new 

and reliable method based on the state-of-art 

computer vision technology to improve 

accuracy and efficiency in automatic crack 

detection. In this study, our primary focus is 

on detecting the presence of cracks in the 

images, which can be applied to  

assess concrete structures for building 

inspection. 

 

 

 

 

 

 

 

This paper is organized as follows; the 

background study is included in section II. 

An overview of the proposed system is 

explained in section III and in section IV, 

implementation detail is provided. Lastly, 

results and discussion are provided in 

section V, followed by the conclusion. 

 

2. Background  
2.1 Image-based crack detection 

       In previous studies, crack detection 

systems are based on the assumption that 

crack pixels have lower intensity than 

background pixels; hence, thresholding 

techniques can be applied to extract crack 

regions in images. The crack detection 

system as shown in [5] involves two steps: 

(i) a line filer based on the hessian matrix to 

enhance the line features associated with 

cracks, and (ii) thresholding to extract crack 

regions. In [6], an image-based crack 

detection method was proposed to automate 

crack detection in bridges. In this paper, an 

image division operation was applied, thus 

splitting an image into two different regions 

and the regions were then classified to be 

either crack or non-crack based on the 

region features. However, threshold-based 

algorithms are prone to errors caused by 

shadow. In [7], a percolation-based system 

was proposed for pavement crack detection 

by adopting a template matching technique, 

which can reduce the system computational 

cost without affecting the results of crack 
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detection. The modeling process starts by 

initializing a seed region and then the 

labelling operation will be executed on 

neighbouring regions as crack regions, 

based on the percolation process [8]. Amhaz 

et. al. [9] developed the algorithm based on 

Minimal Path Selection (MPS) for 

automatic crack detection by adding the 

width estimation. The model-based 

approach often relies on the user input to 

initialize the seed pixels.   

        Crack detection algorithms based on 

pre-processing have been proposed to  

facilitate the laborious process of visual 

inspection. In [10], various image-based 

edge detection techniques for detecting 

cracks within concrete structures were 

compared against the Wavelet, Fourier 

Transforms, Sobel, and canny algorithms. It 

was observed that the fast Haar wavelet-

based method was more reliable than the 

other methods. However, in the case of 

noisy blemishes in images, edge detection 

algorithms show a dramatic drop in their 

performance. For extracting significant 

crack features from images, a principle 

component analysis (PCA) algorithm was 

applied to mitigate the dimensionality 

problem of feature vectors [11]. Then for 

the classification step, the nearest neighbour 

algorithm was used in this system. 

However, in the case of noisy blemishes 

images, methods based on pre-processing 

can fall short in their performance due to the 

level of image noise. 

2.2 Crack detection based on 

machine learning 

       To this end, algorithms that classify 

cracks using machine learning have been 

proposed. SVM is a supervised learning 

technique in machine learning invented in 

1995 by Vapnik and Cortes [12]. Lui et. al. 

[13] applied a SVM classifier to determine 

if cracks appear in images, in which the 

images are pre-processed to extract crack 

features based on pixel-intensity. A crack 

detection algorithm using neural network 

was explained in [14] with five hidden 

layers. The given inputs are the ratio of the 

major and minor axis rotation and the area 

of an object. The features are generated 

from various operations, such as subtraction 

processing, Gaussian filtering, morphologi-

cal closing and thresholding. A preliminary 

study was conducted in [15] to identify and 

classify cracks using texture-based feature 

extraction. In [16], a minimum spanning 

tree (MSTs) was used to extract the possible 

connections of sampled crack seeds and 

undesired edges in trees that are then pruned 

to obtain crack curves. Parsana et. al. [17] 

developed a vision-based automatic crack 

detection system to detect cracks on a 

bridge deck. The detection system starts by 

constructing feature vectors based on 

intensities gradient and scale-space. The 

feature vectors are then classified using 

various classifiers. Shi et. al. [18] developed 

an automated road crack detection method 

by extracting crack features based on a 

discriminitive integral channel and then 

classifying the features by random structure 

forests. This method can deal with crack 

intensity inhomogeneity, which can capture 

and utilise some unique characteristics of 

cracks. 

        The Convolutional Neural Network 

(CNN) has recently been applied in visual 

computing due to its promising results [19, 

20, 21, 22, 23, 24, 25]. The work of [26] 

developed a CNN-based defect detector 

system for tunnel inspection. The inspection 

system starts by extracting feature vectors of 

defects based on different edge, frequency, 

texture, entropy, scale invariance and HOG. 

The feature vectors are classified using 

CNN, and then compared with various 

classifiers. Although this method shows 

staisfactory results, the method has to be 

carried out off-line for training and 

classifying as there are too many steps in the 

features extraction stage. Zhang et. al. [27] 

developed a CNN-based road crack 

detection method by automatically 

extracting the discriminative features from 

RGB images at multiple levels, without the 
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Fig. 2. System Pipeline 

need of hand-crafted features, and then 

applying the CNN softmax layer to classify 

features. As shown in previous studies, the 

multi-level deep features learned by the 

CNN-based methods will likely replace the 

hand-crafted features-based techniques [20]. 

Such promising results motivated the use of 

the CNN-based technique to solve the crack 

detection problem in this paper.  

 

3.  Methodology 

3.1 Data Collection  

        In the proposed system, image-

based visual inspection needs to collect data 

of cracks on different concrete surfaces. As 

shown in Fig. 2, the first process is image 

acquisition, in which images of concrete 

surface cracks have been taken by a digital 

camera to build a dataset of crack and non-

crack images from various locations, mainly 

inside the Thammasat University campus. 

For training, a CNN classifier, image 

patches are used instead of full images. 

Training and validation images were 

collected in various locations for different 

types of concrete surfaces, and the images 

were manually labelled to create a database 

of cracks. These images were used in 

classification as well as in validation. 

3.2 Pre-processing step 
       The image pre-processing technique 

is applied to obtain image patches using the 

Adobe® Photoshop software package, which 

divides RGB images into image patches 

with the size of 28x28 pixels. The patches 

are then used for training the CNN. Before 

feeding the CNN with training images, a 

labeling operation needs to be performed on 

the images. The training patches are labelled 

either one or zero, one is assigned to a patch  

containing cracks and zero is assigned to a 

non-crack patch. The RGB values are used 

as features in input vectors to the CNN. 

 

 

 

3.3 Convolutional Neural 

Network 
          A CNN is a type of multilayer 

feed forward, biologically inspired, or an 

influenced variant of an artificial neural 

network. The CNN consists of three types of 

layers as shown in Fig. 3. A convolutional 

layer consists of a rectangular grid of filters, 

each of which takes input from rectangular 

regions of the input layer. Another layer of 

the CNN is max pooling, which is the form 

of non-linear down-sampling. Max pooling 

performs down-sampling operations to 

partition an input image into a set of small 

non-overlapping rectangular blocks. For 

each sub-region output block, a maximum 

value of the sub-region is computed as 

shown in Fig. 4 and a fully connected layer 

is used in computing each class score. In the 

proposed model, the Keras sequential model 

[28] is used in the proposed CNN 

architecture. As shown in Fig. 5, in the first 

two stages of convolution layer, activation 

layer (ReLU) and max-pooling layer are 

stacked. For the CNN, this is a suitable layer 

pattern for larger and deeper networks since 

multi-stacked convolutional layers can 

develop more complex features of the input 

data before the destructive pooling 

operation. 
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Fig.  5. Struture of the proposed CNN-SVM model 

 
 

Fig. 3. The system pipeline with CNN 

layers architecture 

 

 
 
Fig. 4. An example of the Max pooling 

layer operation 

 In the last step, fully connected layer 

features are used for classification. Usually, 

a softmax classifier is used as the output 

layer of a convolutional neural network to 

compute the probability score of each class 

given an input patch. However, in the 

proposed model, the classifying step is 

replaced by a SVM classifier.  
3.3.1 Convolutional Neural 

Network Learning  
        The main objective of training a 

convolutional network is to increase the 

variation of features and to avoid overfitting 

[27] .  For training, the dropout method is 

used to reduce overfitting [29]. The training 

of the CNN is accelerated by using rectified 

linear units (ReLU)  as the activation 

function [19] .  The input to the CNN 

architecture is   feature vectors, 

where   is the height and width of an image 

patch and   , which is the RGB colour 

channels.  The input training dataset is 

 , , and   is the 

number of image patches used for training. 

A 28x28 pixels image patch,   is the 

observation for the   image patch, and  

 is the class label for the  

image patch.  Let   be the   output of 

the convolutional layer whose filters are 

determined by the weight  and bias  . 

Then the   is calculated as 

             (3.1) 

      where  is the input of the convolutional 

layer and indices  and  correspond to the  

location of the input region where the filter 

is applied. Symbol  and  denoted the 

convolutional operator and non-linear func-

tion, respectively. 
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The first convolutional layer with 

32 convolutional filters of size  

pixels, where  and the max 

pooling operation after the filtering has a 

ratio of 2. The CNN training procedure was 

stopped after 20 Epoch as it converged to a 

fixed value as shown in Fig. 6.  

 

Fig. 6. A plot between Loss and Number of 

Epochs 
 

 

3.4 Support Vector Machine                      
       The idea behind a SVM is to find an 

optimal linear hyper plane decision 

boundary such that the expected 

classification error for testing samples is 

minimized. The working implementation of 

SVM classifier is summarized in detail in 

[ 23] .  An SVM finds a hyperplane that 

separates the largest fraction of a labelled 

data set for binary classification, the training 

data is a set of training sample pairs 

, where  is the 

observation for the  sample and 

  is the associated class label. The 

SVM classifier is a discriminant function 

mapping an input vector space  into a class 

label. 

 

          (3.2) 

 

      where  is the weight or the direction of 

the linear decision boundary, and b is an 

added bias, which maximizes a margin 

between each class. In the proposed system, 

the CNN fully connected layer output 

features are the input for the SVM as 

depicted in Fig. 5, and a Radial basis (RBF) 

kernel is used. To obtain the optimal values 

for the kernel C and gamma, a cross-

validation technique is employed. Different 

values of C and gamma have been 

experimented as shown in Table I. As 

shown in the table C = 4 and gamma = 1 

provides the best accuracy. 

 

Table 1. A Parametric study for support 

vector machine 

 

 
 

4. Implementation 
     In this study, the proposed model 

employed CNN combined with SVM for 

crack detection. The CNN can be 

considered as the composition of two tools: 

an automatic multiple level feature extractor 

and a classifier. The feature extractor uses 

fully connected layers of the CNN to 

retrieve the information in the form of 

discriminative features from raw RGB 

images. The extracted features are used to 

train the classifier and the weight by a back-

propagation algorithm. In the proposed 

model, a softmax classifier is replaced by a 

SVM classifier. In this study, the Scikit-

learn toolbox [30] was used to build the 

SVM classifier in the experiment. In the 

experiment, the classifier not only predicts 

the output class labels, but also provides 

probability scores. The probability scores 

are then used to create the ROC shown in 

section 5.1. For evaluation of the proposed 

model, 15600 crack and non-crack image 
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patches of different concrete surface types 

were used as depicted in Fig 7. The image 

patches were split into three sets, i.e. 

training, testing and validation data, with a 

split ratio of 8:2:2. For training 60% of 

image samples were selected randomly, 

20% for validation and 20% for testing. The 

number of crack and non-crack image 

patches was set equally in each of the three 

datasets. The experiment was executed on a 

Window PC with Intel Core i7-4790 CPU 

with 8GB RAM using the Keras library 

implemented in Python. 

   

   

   

 (a)  

   

   

   

 (b)  
 
Fig. 7. (a) Sample crack image patches (b) 

non-crack image patches 
 

5. Results 

     The proposed CNN-SVM crack 

detection technique was evaluated using the 

ROC, which shows that the CNN-SVM 

performs well on validation images as 

shown in Fig. 9.  Table II shows the results 

of the proposed technique, which show that 

the CNN-SVM model has the accuracy of 

90.76%. It is clear that the combined model 

outper-forms the CNN model.  Some image 

patches have been misclassified because the 

visibility of the crack is not clear in the 

image patches as shown in Fig 8.  The 

overall efficiency of the crack detection 

system is promising. 

 

Table 2.  Performance evaluation of the 

proposed approach 
 

 

  
(a) (f) 

  
(b) (g) 

  
(c) (h) 

  
(d) (i) 
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Fig. 8. Sample patches after being 

classified, incorrectly classified patches  

( a, b, c, d) and correctly classified image 

patches ( f, g, h, i). 

5.1 Receiver Operating 

Characteristic 

       The performance of the proposed 

CNN-SVM model was evaluated using the 

ROC curve, which is a plot between the true 

positive rate ( TPR)  and false positive rate 

(FPR) for different probability values of the 

output as computed by comparing predicted 

labels to ground truth values.  As shown in 

Fig. 9, the true positive (TP) , true negative 

(TN), false positive (FP), and false negative 

( FN)  are computed from the frequency of 

occurrences when comparing between 

ground truth labels against predicted output 

labels, as shown in Table III.  The best 

results can be achieved with CNN-SVM 

approach, as shown in Fig. 9. 
 

Table 3. ConfusionMatrix for class 
classification. 

Ground Truth 

 Label 

Predicted Label 

Positive 

Prediction  

(Crack) 

Negative 

Prediction 

(Non-Crack) 

Positive Class  

(Crack) 

True Positive  

(TP) 

False Negative 

(FN) 

Negative Class  
(Non-Crack) 

False Positive 
(FP) 

True Negative 
(TN) 

 

 
 

Fig. 9. The ROC curves for between the 

CNN technique, and the CNN-SVM 

technique. 

6. Discussion 
     A previous researcher ( Niu et al. 

(2011) [16] proved that better classification 

performance can be achieved with CNN 

features by using an SVM as a classifier. 

The proposed model of CNN-SVM slightly 

boosted classification accuracy by 87. 63% 

to 90.76% . The increment is due to the use 

of a different optimization strategy. 

According to this author, the softmax layer 

classification performance is based on 

empirical risk minimization, which is 

required to minimize the predict-tion loss on 

the training dataset.  On the other hand, the 

SVM is to find an optimal linear hyper 

plane decision boundary such that the 

expected classification error for testing 

samples is minimized, i. e.  good 

generalization in performance, which 

requires minimizing the generalization error 

by using structural risk minimization 

principle.  To maximize the margin results, 

the SVM provides better generalization 

ability compared to using the softmax as a 

classifier.  Modifying the softmax classifier 

of the CNN with the SVM is simple, and 

appears to be useful for the crack detection 

problem.The CNN is capable of extracting 

discriminative features from a large amount 

of images without any pre-processing. 

Further work involves training and testing 

our system on a large database.  For the 

inspection of a small section of concrete 

infrastructure, a hand held camera is 

sufficient to acquire images from real 

environment.  However, to capture images 

from a larger inspection site, a special 

acquisition system is required.  

 

7. Conclusion  
      This paper presents the combined 

CNN-SVM model to solve the crack 

detection problem in concrete structure. The 

model considered CNN as a deep feature 

extractor and utilized SVM as the output 

classifier. The obtained results found that 

the proposed approach can detect cracks 
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with the accuracy of 90.76 %. This is a 

promising result, which can be applied to 

assess concrete structures for inspection. 

The results show that the combination of 

CNN and SVM are promising, although the 

efficiency of the combined model can be 

further improved by fine-tuning CNN, like 

for example the size of convolution filter 

and max-pooling layer as define in section 

3.3.1. 
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