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ABSTRACT 
 Digital signal processing and data analysis are very often used methods in biomedical 

engineering research. Automated external defibrillators (AEDs) are portable electronic devic-
es that automatically diagnose the potentially life-threatening cardiac arrhythmias of ventricu-
lar fibrillation in a patient. However, the precise identification of electrocardiogram wave-
forms is difficult in the present AEDs. The identification of state transition in the waveforms 
has never been dealt with. Heart signals represent an important way to evaluate cardiovascular 
function and often what is desired is to quantify the level of some signal of interest against the 
louder backdrop of the beating of the heart itself. An example of this type of application is the 
quantification of cavitation in mechanical heart valve patients. The aim of this project is to 
propose a method for improving the identification accuracy of electrocardiogram waveforms 
including the state transition. This will be achieved by using the wavelet transforms and the 
support vector machine. 

Keywords: Electrocardiogram including state transition; Sudden cardiac arrest; Support vec-
tor machine; Wavelet transform 

1. Introduction
The research aims to improve the 

performance of an Automated External 
Defibrillator (AED).  

The AED is used to defibrillate a 
coronary patient with electrical shock. 
Without electrical defibrillation, coronary 
patients will die within a few minutes. In 
order to save these patients, at present AEDs 
are distributed in public facilities. AEDs do 
not always provide electrical defibrillation 

for coronary victims. They provide 
electrical defibrillation only when they 
identify an electrocardiogram (ECG) signal 
as being irregular. AEDs provide electrical 
defibrillation only when a state of ECG 
waveform is ventricular fibrillation (VF) or 
ventricular tachycardia(VT); on the other 
hand, it is dangerous to provide electrical 
defibrillation when the state is that of 
Pulseless Electrical Activity (PEA) or 
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normal heart rhythm called Normal Sinus 
Rhythm (SR). AEDs can identify 95% of 
VF, but the likelihood that they can identify 
VT is only 75%. Furthermore, it is difficult 
to identify the state of ECG signals when 
State Transition (ST) occurs. 

Factually, public dissemination of 
publicly accessible AEDs in Japan resulted 
in an earlier administration of shocks by 
bystanders and has improved the rate of 
survival [1-5]. The AED effectiveness 
depends on the device's ability to detect 
lethal arrhythmias and on the operator's 
ability to use the device correctly [6-7], and 
errors associated with AED use have been 
identified as device dependent or operator 
dependent [8]. There have been a few cases 
in which AEDs failed to recognize VF due 
to the presence of pacemaker spikes or 
artifact [9-10]. AEDs are designed such that 
they have a very high specificity [11]. It was 
deployed by support vector machine to 
HRV classification [12] and fibrillation 
detection using DWT [13-14]. 

In this research, we define State 
Transition as ECG waveforms which 
change states. We aim to identify ST signals 
as well as SR VF VT and PEA. Specifically, 
we extract features from ECG signals in the 
time and frequency domain with Wavelet 
Transform and classify these with Support 
Vector Machine (SVM). We will make it 
possible to identify ST waveform and 
enhance the quality for identification of SR, 
VF and VT of AED.  
 
2. Continuous Wavelet Transform 
 The Continuous Wavelet Transform 
(CWT) is the key technique of our proposed 
method. CWT is defined in (2.1). 
 

     
      

(2.1) 
 

where  is the mother 
wavelet, and means the complex conjugate. 

The Gabor Wavelet Transform (GWT) is 
based on the normal distribution window 
function  of the Fourier transform. The 
Gabor Wavelet is shown in (2.2). 
 

          
        (2.2) 

 
where the imaginary, σ2 is the variance of 
the normal distribution function, and   
represents the angular frequency of the basis 
of the Fourier transform [rad/sec] [15].  In 
this research, we extract features in the time 
and frequency domain from ECG waveform 
with GWT. 
 
3. Support Vector Machine 
 In our proposed method, we use the 
Support Vector Machine (SVM) for pattern 
recognition features. The SVM is a pattern 
recognition algorithm in two classes using 
the hypothesis space of linear function [16]. 
Features of the SVM are as follows: 
 
3.1 Learning with margin maximization 
 In sth ECG waveform, we define rth 
characteristic as . We also define a 
vector obtained by arranging all of the sig-
nal characteristics as follows:  

  
(2.3)                      

One of the hyper planes is expressed as 
(2.4) 

                                 (2.4) 
 

where  is weight vec-
tor,  is bias, and  is the charac-
teristic vector of a sample point (s1). The 
distance between the hyper plane and  
is called margin and is expressed as (2.5). 
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In the hyper plane represented by (2.4), w 
and bias are constants. We use (2.6) and 
(2.7) as the restrictions, 

                                     
          (2.6)                                                            

                            
           (2.7)                                                               

 
where we define  as a point that be-

longs to a class and  as that of other 
class. From (2.6) and (2.7), the margin γ is 
expressed as (2.8). 
 

 

      (2.8)                                    

 
The optimum border maximizes . There-
fore, the optimization is minimized by  
and given by (2.9). 

                                                 
             (2.9)                                                           

 
where  is a label. When  
belongs to a class,  is defined as 1. 
When  belongs to another class,  is 
defined as -1. Then, if the boundary sepa-
rates points exactly,  is 

. Thus, the optimization can 
be solved by the method of Lagrange unde-
termined multiplier which is formulated as a 
quadratic programming problem. 
 
3.2 Identifying the nonlinear function by 
kernel method 

The kernel method is to find a nonlin-
ear “curved” border. The basic idea of the 
kernel method is transforming the dimen-
sion of the original space to a higher dimen-
sion. When we express this transform as  
for the combination  and ,  the 

kernel function  is given as 
(2.10). 
                               

          (2.10)                                               
 

Eq. 2.10 shows that  is 
equivalent to the distance measured in a 
high-dimensional space and transformed by 

. We measure the margin from the kernel 
function instead of normal distance. When 
we get separated hyper planes based on this 
margin, the border will become a curved 
shape in the original space. When we adopt 
the kernel to SVM, all calculations for get-
ting the border can be based on 

 and we do not have to know 
the transformed space or the detail of . 
We show the example of  in 
(2.11) and (2.12). 

                         
         (2.11)                                                   

                         

      (2.12)                                                    

 
where (2.11) is called the polynomial kernel 
and (2.12) is called the Gaussian kernel, 

 and  is the variance of the Gaussi-
an function. In this research, we employ a 
Gaussian kernel for SVM. 
 
4. The Performance Evaluation Crite-
ria for Identification 
 In this research, we use the Receiver 
Operating Characteristic curve [17] to eval-
uate the performance for identification. The 
sensitivity and the specificity are used in 
this method and we can evaluate the per-
formance visually. In this section, we ex-
plain the sensitivity, the specificity, and the 
ROC curve. 
 
4.1 The sensitivity and specificity 
 Sensitivity and specificity are terms 
often used for evaluation in the medical 
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field, but here they are used to evaluate the 
performance of AEDs. Sensitivity refers to 
the level at which a signal is determined to 
be positive, whereas specificity refers to the 
level at which a signal is determined to be 
negative. In general, the sensitivity and 
specificity are influenced by the threshold of 
the discriminator. For example, the specific-
ity of the AED is set to be high, so as to re-
duce the possibility of defibrillating a 
healthy patient. 
 
4.2 The ROC curve 

Receiver Operating Characteristic 
(ROC) is one of the visual evaluation meth-
ods and this shows the changes of sensitivi-
ty and specificity depend on the threshold. 
The horizontal line of ROC shows 1 - (spec-
ificity), and the vertical line shows sensitivi-
ty. The ROC curve is mainly used in the 
subjective evaluation of the classifier. 

 
4.3 Area under the curve 

Area Under the Curve (AUC) is the 
area under the ROC curve and it means the 
quality of the evaluation method. AUC is no 
fewer than 0.5, nor more than 1. When we 
can classify something completely, AUC 
becomes 1. When the classification is ran-
dom, AUC become 0.5. In this research, we 
use AUC to evaluate the quality for identi-
fying characteristics. 

 
5. Target Data 
 Conventionally, various topics re-
garding ECGs have been researched. There 
are databases of ECG for this research as 
follows: 
• Boston’s Beth Israel Hospital and MIT 

arrhythmia database (MIT-BIH) 
• American Heart Association database 

(AHA) 
• Creighton University ventricular tach-

yarrhythmia database (CU) 
 In this research, we use signals of MIT-
BIH and AHA, as well as data from the 
search and rescue center at the University of 
Kyorin advanced studies [18]. We use ECG 

signals with examples of normal Sinus 
Rhythm (SR), Ventricular Fibrillation (VF), 
Ventricular Tachycardia (VT) and Pulseless 
Electrical Activity (PEA) clipped from these 
data. The total number of clipped data is 
2734. The elements correspond to 1201 
normal SR, 1175 VF signals, 60 VT signals 
and 298 PEA signals. 
The number of State Transition waveforms 
(ST) is small, and the state transitions are 
not labeled in detail. It is impossible for the 
discrimination using SVM learning without 
labeling these states. Therefore, we made 
artificial ST signals by piecing 2 ECG sig-
nals whose labels are known and used these 
artificial signals for selected identification. 
 
5.1 Wave data example of ECG 

In this section, we introduce the ex-
ample of ECG signals we want to identify. 

 
5.1.1 Normal Sinus Rhythm 
Normal Sinus Rhythm (SR) is a nor-

mal ECG signal. In SR, there exist signals 
like Fig. 1 regularly. In one period of SR 
signal, a convex signal called P wave be-
gins, transitioning into a QRS wave, which 
is sharper than a P wave. Then, T waves and 
U waves appear. The amplitude of the ECG 
signal is the force of myocardial movement 
and the horizontal line of ECG signal is the 
time. One of the SR signals is shown in Fig. 
2. In Fig. 2, the horizontal line is time [ s] 
and the vertical line is voltage [mV], 
 

 
Fig. 1. View showing a frame format of SR. 

 
Normally, the normal rhythm ap-

pears in a frequency of 1.0 to 1.7 Hz. How-
ever, there exist individual differences so 
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that the frequency of the normal rhythm is 
not always in that frequency band. 

 

 
Fig. 2. An example of SR signal. 

 

5.1.2 Ventricular Fibrillation 
Ventricular Fibrillation (VF) is a seri-

ous arrhythmia. In VF, the heart quivers so 
that the pumping function of the heart is lost 
and it is impossible to send blood to the 
body. When this happens, the patient loses 
consciousness. If the state does not return to 
SR within a few minutes the patient dies. 
VF is the most dangerous arrhythmia. The 
abnormal excitation of the ventricle makes 
the amplitude and the frequency change 
dramatically. The electrical defibrillation is 
effective to save the lives of patients. One of 
the VF signals is shown in Fig 3. In this fig-
ure, the horizontal line is time [ s]  and the 
vertical line is voltage [mV]. As a feature of 
this waveform, wide QRS waves appear, as 
well as wide and irregular waves. 

 

 
Fig. 3. An example of VF signal. 

 

5.1.3 Ventricular Tachycardia 
Ventricular Tachycardia (VT) is also 

a serious arrhythmia. In VT, there is abnor-
mal stimulation of the ventricle and it caus-
es VF or unexpected death. The electrical 
defibrillation is effective to save the lives of 
patients in this situation as well. One of the 
VT signals is shown in Fig 4. In Fig. 4, the 
horizontal line is time [ s]  and the vertical 

line is voltage [mV]. In VF, more than 3 
wide QRS waves appear in a row. 

 

 
Fig. 4. An example of VT signal. 

 

5.1.4 Pulseless Electrical Activity 
Pulseless Electrical Activity (PEA) is 

a third kind of serious arrhythmia. In PEA, 
although we can see the ECG signal, no 
pulse can be felt and it is impossible to send 
blood to the body. Arrival resuscitation is 
effective for saving the lives of patients. 
Regardless of the shape of the ECG signal, 
if no pulse can be felt, the state of the ECG 
signal is PEA. So, there is a PEA whose 
shape of ECG signal resembles VF. One of 
the PEA signals is shown in Fig. 5. In Fig. 
5, the horizontal line is time [s] and the ver-
tical line is voltage [mV]. In this research, 
we aim to identify PEA whose ECG signal 
shape resembles that of VF. 

 

 
Fig. 5. An example of PEA signal. 

 
5.1.5 State Transition wave form 
In this paper, we define a State Tran-

sition signal (ST) as ECG signals that 
change states to resemble Fig 6. In Fig. 6, 
the horizontal line is time [s]  and the verti-
cal line is voltage [mV] and the state of 0-4 
[sec] is SR and that of 5-10 [sec] is VF. 
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Fig. 6. An example of ST. 

 
5.2 Problems of ECG signals 

There are variations in ECG signals. 
For example, the state of the ECG signal is 
identified by physicians based on their expe-
rience and there is no rigorous standard for 
this identification. Therefore, it is possible 
that the standards of identification depend 
on the database of ECG signals. In other 
words, there are no firm characteristics of 
ECG signals. ECG signals are different be-
tween individuals so it is not possible to 
identify the state depending on the ECG 
signals alone. We have to develop identifi-
cation methods with high robustness in or-
der to deal with the individual differences of 
ECG signal. 
 
6. Identification of ECG Waveform 

To solve the problem of identifying 
the state of ECG signals, we use many char-
acteristics of ECG signals. Using these pa-
rameters, a variation on each amount of 
characteristic will not affect the identifica-
tion quality unless variations appear in the 
other characteristics as well. In our research, 
we focus on characteristics with Continuous 
Wavelet Transform and we propose many 
kinds of characteristics. We aim to perform 
pattern recognition more robustly using 
SVM. 

In this chapter, we explain our pro-
posed characteristics, how to select these 
characteristics, and a method to identify 
them. 

 
6.1 Identification characteristics 

We use characteristics which are 
based on Wavelet Transforms [21], band 

pass filters, and complexity. In addition to 
these, we also use basic statistics that can 
help to identify SR, VF, VT, PEA and ST. 
In this research, we obtain 165 different 
combinations for the characteristics. Among 
them, we select some characteristics to iden-
tify, according to the selection method de-
scribed in the next section. 

 
6.2 Selection for characteristics 

We propose a detection algorithm for 
SR, VF and VT. We do not use all of the 
characteristics. Firstly, on the basis of the 
present AED system, we introduce the fol-
lowing analysis conditions for ECG data. 
• The data length is 5.0 [sec]. 
•The amplitude is larger than 0.1[mv]. 
•The frequency band under consideration is 
[2.0, 10.0][Hz].  

We select useful characteristics to re-
duce the amount of calculating, to provide a 
versatile system, and to develop the quality 
for identification. In this research, the AUC 
is used as an indicator of the effectiveness 
of the absolute value of the correlation coef-
ficient, and also as an indicator of the inde-
pendence between the characteristic values. 
The selection of characteristic values is 
choosing those indicators whose value is 
greater. 

 
6.3 Method of identifying the ECG wave-
form: 

In this research, we identify the state 
of ECG signals according to the following 
procedure: 
1. Classifying ECG signals for learning and 

testing at random. 
2. Getting characteristics that are selected 

from signals for learning. 
3. Calculating weight vector and bias  

from characteristics obtained in Step 2 
with SVM. 

4. Getting selected characteristics from sig-
nals for testing. 

5. Identifying the state of ECG signals with 
the hyper plane obtained in Step 3 and 
characteristics obtained in Step 4. 

iasb
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     When implementing our application to 
AEDs, we calculate the hyper plane, weight 
vector w,  and bias  in advance so AEDs 
have to go through only steps 4 and 5. The 
view showing a frame format of our appli-
cation is shown in Fig. 7. 

 

 
Fig. 7. Our proposed algorithm. 

 

6.4   Results of identifying the states of 
EGC signal 

Table 1 shows the results of identifi-
cation for ECG signals. However, in identi-
fying ST signals, we used artificial ST sig-
nals to identify and learn using SVM. Ac-
cording to the results of identifying SR, VF, 
VT and PEA in Table 1, it is possible to 
identify ST signals in this way. 

We show the sensitivity and the spec-
ificity of the result of the identification with 
a hyper plane used to identify SR and PEA 
or VF and VT in Table 1. In order to com-
pare the quality of our proposed method to 
the required performance, AEDFR2, and 
AEDHS4000 AEDFR2, and AEDHS4000 
are made by Konmkhjke Philips N.V. [19-
20], in Table 2. However, the ECG signal 
we used in evaluation is different from those 
of AEDFR2, and AEDHS4000; the quality 
of our proposed method is the best. 
 
 
 

Table 1. Identification result. 
Identification AUC Specificity Sensitivity  Accuracy 

rate 
SR 

VT and PEA 
 
 
 

0.99 0.99 
 
 

0.99 0.99 

VF 
VT and PEA 

 
 
 

0.99 0.95 0.94 0.95 

VT, VF and PEA 0.99 0.96 0.91 0.95 

SR, VF and PEA 0.99 0.96 0.91 0.95 

PEA, VF and VT 0.98 0.95 0.95 0.95 

   SR, VF and VT 0.98 0.95 0.95 0.95 

ST, VT and PEA 0.97 0.95 0.85 0.95 

SR and PEA  0.99 0.96 0.94 0.95 

VF and VT 0.98 0.95 0.95 0.95 
 

Table 2. Comparison of identification result 
with AED. 
 Specific, 

of SR 
Specific, 

of VF 
Specific, 

of VT 
Specific, 
of PEA 

Proposed 
Method 

 
 

0.99 
 
 

0.99 
 
 

0.99 
 
 

0.99 
 
 Required 

Performance 
0.99 
 

0.95 
 

0.94 
 

0.95 
 

AEDFR2 0.99 0.96 0.91 0.95 

AEDH S 4 0 0 0  0.99 0.96 0.91 0.95 

 
7.  Identification of State Transition 
Signal by Dividing the Signal 

In the previous section, we defined an 
ST signal as ECG signals who change 
states, and we learned about ST signals 
along with the ECG signal SR, VF, VT and 
PEA that can be identified in ST. In addi-
tion, we try to identify the ST signal without 
the definition of ST signal. Specifically, we 
divide the ST signal into short signals and 
adopt our proposed method to each short 
signal. For example, in the case of ST signal 
like Fig. 4, if we divide the ST signal into 0-
5 [sec] long signal and 5-10 [sec] long sig-
nal we can identify 0-5 [sec] long signal as 
SR and 5-10 [sec] long signal as VF with 
our proposed method. 

 
 
 

iasb
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7.1 Method of identifying the waveform 
state transition by dividing the waveform 
rapidly. 

We show an example of an ST signal 
in Fig 8. In Fig. 8, the horizontal line is time 
[s]  and the vertical line is voltage [mV]. In 
this research, we identify 10 [sec] ST sig-
nals and divide the signal into 1 [sec] sig-
nals. We adopt our method to each 1 [sec] 
signal. 

 

 
Fig. 8. A ST signal for experiment. 

 

7.2 Identifying the waveform state transi-
tion result by dividing the wave quickly. 

In Fig. 10, we show the result of iden-
tifying the ST signal shown in Fig. 8. The 
vertical line of Fig. 10 corresponds to the 
state SR, VF, VT and PEA and the horizon-
tal line is time [s]. According to Fig. 10, we 
could identify parts of the signal thought to 
be SR, VF and VT signal in the ST signal. 
However, there is no detailed label of the 
ST signals shown in Fig 8; thus, we cannot 
evaluate this result objectively. 

 
Fig. 9. Identification algorithms by dividing 
electrocardiogram waveforms into short Electro-
cardiogram waveforms. 

 
Fig. 10. Identification result of a ST signal. 

 
8. Conclusion 

In this research, we proposed charac-
teristics based on Wavelet Transform and 
identification method with SVM learning. 
As a result, the quality of our proposed 
method is better than the required perfor-
mance of AEDs and we could identify ECG 
signals that are difficult to identify, such as 
PEA and ST signal. Our future work is de-
veloping the quality of identification. The 
quality of identification for AEDs is im-
portant to save many lives so it must be de-
veloped. In the ECG signal used in the ex-
periment, the number of some kinds of ECG 
signals is very small. In regards to imple-
mentation, the amount of calculation must 
be reduced. 
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