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ABSTRACT 
A country needs accurate information about harvested area data to calculate national 

agricultural production precisely. In Indonesia, the size of the rice paddy harvested area is 
calculated based on observations from the Area Sampling Frame (ASF) survey. The 
observations were grouped into eight labels of land conditions: early vegetative, late 
vegetative, generative, harvest, land preparation, puso, non-rice in paddy fields, and non-rice 
fields. This paper develops several multinomial logit models based on the reclassification of 
ASF's labels. Furthermore, the models are built by utilizing the LANDSAT 8 spectral indices 
as a linear predictor. In addition, this study has also used imputation techniques to handle 
large missing data because the spectral indices data are not available due to cloud cover. The 
results showed the three best models for the classification of rice growth phases, i.e., the 
second, third, and fifth models. The second and third models are two classification models 
based on the reclassification of the ASF's labels. The third model is the recommended model 
in classifying the rice growth phase in the ASF survey because it has the highest balanced 
accuracy and can also increase the classification accuracy for the harvest phase. In general, the 
LANDSAT 8 spectral indices that give the most significant contribution to the harvest phase 
are EVIt, NDBIt-1, and MNDWIt-1. In the future, this model can be used to classify rice growth 
phases using spectral indices from LANDSAT 8. 

Keywords: Area sampling frames survey; Imputation techniques; Multinomial logit models; 
Reclassification; Spectral indices 
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1. Introduction 
The Area Sampling Frame (ASF) is a 

method used by Statistics Indonesia-BPS to 
estimate the national rice harvested area 
since 2018. The sampling unit of the ASF 
survey is a segment in the form of a square 
area with a size of 300 m ´ 300 m. Each 
segment consists of 9 sub-segments 
measuring 100 m x 100 m, the midpoint of 
which is the observation point in the survey 
[1]. The ASF method is more scientific, 
objective, and accurate than the previous 
method, namely SP-Lahan [1, 2]. However, 
data collection on SP-Lahan is not based on 
measurements but uses the eye-estimation 
method, so the results tend to be biased 
(upward) and overestimated [1]. 

ASF surveys are carried out every 
month with observations labeled with 
numbers 1-8 for the following categories, 
namely: (1) early vegetative or vegetative 1, 
(2) late vegetative or vegetative 2, (3) 
generative, (4) harvest, (6) land preparation, 
(6) puso, (7) non-rice in paddy fields, and 
(8) non-rice fields [3, 4]. The first four 
categories are the rice growth phase used to 
calculate the harvest area for the current 
period up to the next three months. The 
harvest area for the next month can be 
estimated based on the calculation results of 
rice fields under the generative phase. 
Likewise, rice fields in the early and late 
vegetative phases, where each of these 
categories can describe the condition of the 
size of the harvested area in the next two to 
three months.  

The surveyor sends ASF survey data 
in photos at each subsegment point within a 
radius of 10 m using the Android-based 
ASF application software [5]. The photos 
taken represent the condition of a 
subsegment. In practice, the coordinates of 
the subsegment are sometimes below 
locations that are difficult for the surveyor 
to visit, such as swamps, bushes, etc. 
Therefore, although ASF surveys can 
provide high-quality estimates, there are 
cost limitations because these surveys 

require high costs to observe a sample area 
of the segment in the field [4]. The 
Indonesian government has allocated a 
budget of about 64 billion Rupiahs (about 
US$ 4.35 million) per year to implement the 
ASF survey nationally in 2018 [5]. Another 
way to monitor rice fields cost-efficiently 
and quickly on a wide scale is through 
remote sensing.  

Therefore, technological development 
such as monitoring data from satellite 
imagery can better observe ASF points 
because the range of vision is much broader 
than the camera photos taken by surveyors 
in the field. In addition, the remote sensing 
classification is much more cost-effective 
than the ASF survey because the data and 
software are freely available [5].  

Remote sensing data such as 
LANDSAT 8 satellite imagery data are 
available for free on the Google Earth 
Engine (GEE) [4, 6]. GEE is a cloud-based 
platform to make it easy to access vast 
geospatial datasets using high-performance 
computing resources [6]. However, 
LANDSAT 8 has limitations in optical 
imagery, such as cloud disturbances that can 
reduce accuracy [7]. 

The accuracy of the estimated 
harvested area is essential and needed to 
obtain the accuracy of calculating the 
national rice production data. Therefore, 
this research developed an accurate 
classification model for the harvest class 
based on the ASF survey by utilizing 
LANDSAT 8 satellite imagery data. The 
satellite imagery data used are three spectral 
indices algorithms: Enhanced Vegetation 
Index (EVI) [8], Normalized Difference 
Bare Index (NDBI) [9], and Modified 
Normalized Difference Water Index 
(MNDWI) [10, 11]. These algorithms are 
often used to observe the greenness of rice 
plants, identify the harvest phase and 
indicate the water level present to identify 
the phase of rice when it is first planted. The 
form of the algorithms is: 
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 (1.1) 

             (1.2) 

and 
 

           (1.3) 

where  and    are 
the reflectance values of the blue, green, red, 
near-infrared, and SWIR1 bands [3, 4, 9]. 

In estimating the growth phase of 
rice, a minimum of two multitemporal 
satellite image data is required, such as 
images in the t period and the previous 
temporal period (t-1 period) from several 
studies [3, 4, 12, 13]. Furthermore, the 
addition of three temporal satellite images 
(t, t-1, and t-2) on the features increases the 
accuracy of the rice growth phase model [3, 
12].  

 
Table 1. Data set with missing value. 
Observation (i) Y X1 X2  Xp 

1 Y1 X11 NA  NA 
2 Y2 NA X22  NA 

      
n Yn X1n NA  Xpn 
 
EVI deviations, called dEVI = EVIt – 

EVIt-1 can also distinguish between the 
vegetative and generative phases. The 
vegetative is characterized by dEVI > 0, 
while the generative is present when dEVI < 
0 [13]. Accordingly, this study used 
LANDSAT 8 spectral indices derived three 
times of 16-day temporal recording. 

Satellite image data is not all clear 
due to cloud cover at that location, so the 
value of the image data is Not Available 
(NA); it is called missing data. One of the 
ways to handle missing data is by using 
imputation. Imputation in statistics is 

completing missing data with a value. The 
simplest imputation method replaces 
missing data with mean, median, or mode 
[14, 15]. However, mean imputation leads 
to problems in random perturbations of data 
distribution and underestimating variance, 
leading to biases in estimates [14, 16]. 
Imputation under the normality assumption 
is a viable tool to use when the missing data 
size is large [14]. 

The missing data in this study is 
called missing not at random (MNAR), 
because the probability of an observation 
being lost is generally caused by cloud 
cover or can be said to depend on the 
information that is not observed. By the 
time missing data is MNAR, valuable 
information is lost from the data, and there 
is no universal method to deal with lost data 
properly. The overall mean imputation 
method will yield biased results [17]. 

Therefore, in this study, the missing 
data value is a random value generated from 
a normal distribution with the mean and 
standard deviation of the spectral index 
recorded by the LANDSAT 8 satellite at 
times t, t-1, and t-2. Each of the spectral 
indices was imputed by generating random 
numbers that were assumed to follow a 
normal distribution, 

 

  

 

with the i-th spectral index during a specific 
time in the j-th class (see Table 1). In the 
case of this study, for each missing spectral 
index in a certain period, the value is 
generated with a random value that depends 
on the conditions of each land condition 
based on the KSA label itself. 

The classification model developed 
refers to the Generalized Linear Model 
(GLM) with logit as a link function. The 
logit link is a canonical function for , 
which relates the expectation value of the 
random component (Y) to the systematic 
component   [18]. In this study, 
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logit models were built based on the 
reclassification of the ASF label into a new 
category to explain the rice growth phase, 
especially the harvest phase.  

The multinomial logit model  
assumes that a random variable (Y) has a 
multinomial distribution [19]: 

 

 (1.4) 

 
where  and is 
calculated using this form: 
 

 
 

and the baseline-category probability is: 
 

      (1.5) 
 

The confusion matrix in Table 2 
could be used as a tool that functions to 
analyze whether the classifier can recognize 
different classes well [20]. The confusion 
matrix is generally defined as consisting of 
two rows and two columns that have True 
Positive (TP), True Negative (TN), False 
Positive (FP), and False Negative (FN). 
However, the confusion matrix is not 
limited to binary classification and can be 
used in multiclass classifiers [21].  

Sensitivity is the proportion of 
identified true defaulters, whereas 
specificity is the proportion of correctly 
identified non-defaulters. Sensitivity and 
specificity are used to analyze the model's 
classifier performance [22]. Accuracy is the 
proportion of true results, either true 
positive or true negative, in a population.  
 

Table 2. Confusion matrix 2×2. 
 Predicted Class 

Yes No 
True Class Yes TP FN 

No FP TN 
 

Accuracy, sensitivity, and specificity 
are calculated in the following form: 

 

     (1.6) 
 

                        (1.7) 
 

  (1.8)  

 
The balanced accuracy is the average of the 
sensitivity and the specificity. This index is 
better than regular accuracy [22]. The 
classification performance assessment of 
multiclass datasets (in a square matrix q×q) 
was measured using average sensitivity and 
balanced accuracy [21]. Cohen's Kappa 
measures the agreement between the 
random approach and modeling approach, 
where each classifies N items into C 
mutually exclusive categories. If the 
approaches are in complete agreement, then 
κ = 1. Suppose there is no agreement among 
the approaches other than what would be 
expected by chance (as given by pe), κ. The 
main objective of this study was to analyze 
the best harvest phase based on five metrics. 
There are the overall accuracy, Kappa, 
sensitivity, specificity, and balanced 
accuracy of the multinomial logistic 
regression model with two data, namely 
complete observed data and imputed data. 
 
2. Materials and Method 
2.1. Source of research data 

This research data comes from 2 data 
sources: (1) The ASF survey data taken 
from BPS-West Java and (2) The 
LANDSAT 8 spectral indices data taken 
from Google Earth Engine (GEE). The ASF 
label was taken from observations in the 
April 2018 survey in West Java Provinces. 
It was used as a response variable, while the 
explanatory variable was taken from the 
LANDSAT 8 spectral index for three 
periods. The logit models analyzed the 
classification of ASF labels based on a 
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dataset of 2,025 ID segments, where a 
segment is divided into nine subsegments 

and nine observation points (see Fig. 1).  

 

 
Fig. 1.  The ASF sample point with size 100 m × 100 m at April 2018 in West Java Province based on 
LANDSAT 8 spectral indices using Google Earth Engine (GEE). 

 
However, not all of these points have 

complete image recording data for all 
periods. In addition, several coordinates of 
the spectral index value are not available 
(NA) due to cloud cover. Therefore, an 
imputation technique is needed to handle 
missing data to improve the performance of 
the classification models. 
 
2.2 Multinomial logit models based on 
ASF’s data 

In general, the multinomial logistic 
model for category j that utilizes the 
spectral indices is stated as follows: 

     (1.9) 

where j is the rice growth phase category 
obtained from the ASF's label 
reclassification, the probability of the 
harvest phase being the baseline category (q) 
is calculated using Eq. (1.5). 

 The effect of the explanatory 
variable can be interpreted through the 
value of the Odds Ratio (OR), namely OR = 

. If OR = 1 there is no relationship 
between the two categories of variables. 
However, if OR > 1 the odds of success of 
first odd 1 are higher than the value of 
second odd as the baseline category, and 
vice versa. 
 
2.3 Analysis procedure 

The stages in this research are: 
1. Create a shapefile (SHP) grid 

measuring 100 m × 100 m in R software 
based on the coordinates of the ASF sample 
of West Java Province. Then, add identity 
data and observation results in ASF labels 
for the West Java Province period in April 
2018. 

2. Extract the spectral indices data 
through Eqs. (1.1)-(1.3) as accurately as 
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LANDSAT 8 in 3 temporal periods of 16 
days (t, t-1, t-2) where time t is the closest 
image data recording to the survey time in 
April 2018 used Platform Google Earth 
Engine (GEE). 

3. Its preprocessing aims to produce 
data structures in building a classification 
model for rice growth phases. Preprocessing 
is done twice in the first stage to get the 
complete data structure in all periods of 
image recording. In this stage, cleaning the 
spectral indices data that is not available 

(NA) is carried out due to cloud cover at a 
certain period. Meanwhile, the second stage 
imputed the missing data using the 
distribution of the observed data with the 
assumption that 

 for 

the i-th spectral index during a specific time 
in the j-th category.  

4. Reclassify ASF labels as shown in 
Table 3 using several alternative new 
classes.  

 
Table 3. Reclassification of ASF's labels for classification on logit models. 

Types of 
Response 
Grouping 

Definitions Models 

Label of ASF 

 

Multinomial Logistic Regression has 8 
categories (The 1st Model) 

Alternative 1  Multinomial Logistic Regression has 3 
categories (The 2nd Model) 

Alternative 2 Clustering based on Biplot Analysis * Multinomial Logistic Regression based on 
clustering of Biplot Analysis (The 3rd 
Model)  

Alternative 3  Binary Logistic Regression (The 4th 
Model) 

Alternative 4 
(Rice fields) 

 Multinomial Logistic Regression has 4 
categories (The 5th Model) 

* using library(ggbiplot) in R. 
 
1. Analyze the logit models as the rice 
growth phase model based on the response 
categories in Table 3 for both the observed 
data and imputed data through the following 
stages:  
a. Estimate parameters using the maximum 

likelihood method at library caret in R. 
b. Test the parameters partially and 

simultaneously. 
c. Determine logit  through 

Eq. (1.9). 

d. Interpret Odds Ratios. 
2. Determine the best classification model 
for rice harvest classification based on the 
value of the overall accuracy, Kappa, 
sensitivity, specificity, and balanced 
accuracy for the dataset completely 
observed and dataset imputed using Eq. 
(1.6) up to (1.8). 
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Table 4. Total and proportion of complete data and missing data from recorded LANDSAT 8 
satellite imagery for three temporal periods from ASF's sample in West Java Province. 

 
3. Results and Discussion 

The ASF survey data used in this 
study mostly had missing data due to cloud 
cover, especially in periods t (mid to late 
April 2018) and t-2 (mid to late March 
2018). As a result, more than 70% of the 
recorded LANDSAT 8 satellite images at (t-
1) periods were Not Available (NA) see 
Table 3. At the same time, the LANDSAT 8 
image recording condition in the initial 
period up to mid-April 2018 (t-1) was quite 
good because there was more than 80% 
completeness of the spectral indices data in 
each ASF category (see Table 3). As a 
result, the number of ASF points completely 

observed by LANDSAT 8 imagery in 3 
periods (t, t-1, and t-2) is only 1,180 out of 
18,225 subsegments. Deleting missing data 
risks losing important information that is 
useful in establishing a classification model. 

The results of the ASF survey 
observation in April 2018 showed that there 
was a minority class (puso) with an average 
proportion of 0.4%. This condition will 
make more bias toward the majority class. 
Therefore, the ASF label reclassification 
technique can be used to avoid minority 
classes. Several models will be formed 
based on an alternative reclassification of 
ASF labels (in Table 3). 

 
 

Fig. 2. Biplot of the ASF sample and the LANDSAT 8 spectral indices in West Java Province. 

 Labels of 
ASF 

Time (t) Time (t-1) Time (t-2) 
N Prop. N Prop. N Prop. 

Obs. 1 1227 (0.31) 3429 (0.87) 1132 (0.29) 
 2 469 (0.25) 1554 (0.82) 825 (0.44) 
 3 511 (0.21) 2203 (0.91) 639 (0.26) 
 4 744 (0.22) 3113 (0.93) 802 (0.24) 
 5 470 (0.26) 1637 (0.92) 409 (0.23) 
 6 15 (0.26) 55 (0.96) 11 (0.19) 
 7 268 (0.28) 847 (0.87) 411 (0.42) 
 8 1110 (0.29) 3230 (0.85) 1582 (0.42) 
Missing 1 2732 (0.69) 530 (0.13) 2827 (0.71) 
 2 1425 (0.75) 340 (0.18) 1069 (0.56) 
 3 1909 (0.79) 217 (0.09) 1781 (0.74) 
 4 2612 (0.78) 243 (0.07) 2554 (0.76) 
 5 1312 (0.74) 145 (0.08) 1373 (0.77) 
 6 42 (0.74) 2 (0.04) 46 (0.81) 
 7 706 (0.72) 127 (0.13) 563 (0.58) 
 8 2673 (0.71) 553 (0.15) 2201 (0.58) 
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The Biplot in Fig. 2 shows the 
object's position, namely the ASF label for 
each period through a two-digit number. 
The first digit of the number is defined as 
the label of the image recording period, 
namely 1=t, 2=t-1, and 3=t-2. Furthermore, 
the second digit is ASF's labels of eight 

categories. For example, the number "27" 
means showing the position of the "7" 
category, namely non-rice in the paddy 
fields at the time of recording satellite 
imagery in period "2", namely t-1 (temporal 
one period before period t around the 
survey).  

 
Table 5. Accuracy and Kappa of the classification model in Table 3. 

 
Based on the Biplot, it can be seen 

that the 7th  and 8th  grades for each period 
are clustered on the right, marked by high 
EVI values. The 5th and 6th class positions 
are on the left with high MNDWI scores 
(see Fig. 2). Based on the Biplot, two new 
categories are formed. There are the fifth 
and the sixth new class. The fifth new class 
is a merger of land preparation (the 5th 
class) and puso phases (the 6th class). 
Meanwhile, the sixth new class is a class 
based on the merger of the non-rice in the 
paddy fields class and non-rice fields class. 

Meanwhile, the growth phase of rice 
in classes 1 to 4 is generally scattered or not 
clustered based on the characteristics of 
spectral indices in the three time periods of 
LANDSAT 8 satellite recording. For 
example, in the late vegetative phase (class 
2) at the time of observation period t, the 
number "12" is in the right position close to 
EVI; this characterizes a high greenness 
index (EVI). In contrast, the observation 16 
days before (number "22") is close to 
NDBI, which characterizes a higher NDBI 
value, and the observation 32 days before 
time t (3=t-2) or number "32" is 
characterized by a high water index 
(MNDWI). The late vegetative phase and 
harvest have a reasonably short time. 
Therefore, the positions of these two 

categories are seen to be far apart in the 
three image recording periods. 

In contrast, the early vegetative and 
generative phases have a relatively wide 
period. There are about 1-35 days after 
planting (DAT), while the generative phase 
is 55-105 days after planting (DAT). This 
condition caused the second position of the 
category not to spread too far in three 
periods.  

The imputation results increase the 
accuracy overall and Kappa value of the 
multinomial logistic regression model, 
except for the binary logistic regression 
model (the 4th Model). The third model with 
imputed data can be reasonably good based 
on overall accuracy, Kappa, and balanced 
accuracy, with 0.61, 0.51, and 0.74, 
respectively (see Tables 5 and 6). The best 
models based on four statistical accuracy 
values are the second, third, and fifth.  

The second and third models were 
obtained by reclassifying the eight ASF 
survey labels. They gave better accuracy 
results than the first model built from eight 
categories of ASF surveys. The second 
model is a model that explains the 
conditions before and during harvest but has 
not been able to explain the phase of rice 
growth. In comparison, the third model is a 
model that can explain the four phases of 

Statistics 
Multinomial Logistic Regression 

Binary Logistic 
Regression 

Models for Rice 
Fields 

Model 1 Model 2 Model 3 Model 4 Model 5 
Complete Case Accuracy  0.49 0.65 0.55 0.87 0.65 

Kappa  0.35 0.42 0.39 0.47 0.52 
Imputation* Accuracy* 0.58 0.66 0.61 0.83 0.77 

Kappa* 0.49 0.45 0.51 0.31 0.69 
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rice growth based on the logit equation 
obtained (see Table 7).  

The third model is proposed as the 
best rice growth phase model for 
reclassifying ASF labels. It has good overall 
accuracy and balanced accuracy in 
classifying all classes, especially in the 
harvest phase. This third model consists of 6 
response categories, namely (1) early 
vegetative, (2) late vegetative, (3) 
generative, (4) harvest class, (5) land 
preparation and puso, (6) non-rice in the 
paddy fields, and non-rice field classes. 
New classes are formed based on the results 
of the biplot analysis. It has good accuracy 
and balanced accuracy in classifying all 
classes, especially in the harvest phase. 

Conversely, the first and fourth 
models do not perform well because the 
first model has a minority class, and binary 

categorization for the fourth model is also 
ineffective in improving the model's 
performance. At the same time, the fifth 
model is a model that has good accuracy in 
classifying rice growth phases specifically 
for rice fields. 

The  , , and  
are the most significant spectral indices in 
distinguishing the harvest phase from other 
rice growth phases in Table 6. For every 0.1 
increase in the spectral index to the harvest 
class classification, the probability that the 
subsegment is in the harvest phase 
compared to other phases can be seen from 

 where p = 1, …, P 
is the number of explanatory variables, and 
j=1,…, q-1 is the number of categories for 
each logit equation.  

 
Table 6. Performance of classification model for each response category. 

Model Data The 
performance of 

classification 

Categories of Response Variable Mean 

Model 1st  Complete 
case 

Class Class: 
4* 

Class: 
1 

Class: 
2 

Class: 
3 

Class: 
5 

Class: 
6 

Class: 
7 

Class: 
8 

 

Sensitivity 0.58 0.40 0.57 0.09 0.11 NA 0.00 0.74 0.36 
Specificity 0.90 0.88 0.90 0.96 0.98 1.00 1.00 0.74 0.92 
Balanced 
Accuracy 

0.74 0.64 0.73 0.53 0.55 1.00 0.50 0.74 0.64 

Imputation Sensitivity 0.64 0.78 0.61 0.62 0.18 0.00 0.01 0.64 0.44 
Specificity 0.89 0.88 0.96 0.94 0.98 1.00 1.00 0.85 0.94 
Balanced 
Accuracy 

0.77 0.83 0.79 0.78 0.58 0.50 0.50 0.75 0.69 

Model 2nd  Complete 
case 

Class Class: 
0* 

Class: 
1 

Class: 
2 

      

Sensitivity 0.49 0.63 0.72 
     

0.61 
Specificity 0.95 0.82 0.65 

     
0.80 

Balanced 
Accuracy 

0.72 0.72 0.69 
     

0.71 

Imputation Sensitivity 0.44 0.76 0.63 
     

0.61 
Specificity 0.93 0.77 0.75 

     
0.81 

Balanced 
Accuracy 

0.69 0.76 0.69 
     

0.71 

Model 3rd  Complete 
case 

Class Class: 
4* 

Class: 
1 

Class: 
2 

Class: 
3 

Class: 
5 

Class: 
6 

   

Sensitivity 0.56 0.39 0.54 0.06 0.22 0.78 
  

0.43 
Specificity 0.92 0.90 0.91 0.98 0.98 0.70 

  
0.90 

( )* 1 / exp 0.1 ,pjOR b= ´
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Balanced 
Accuracy 

0.74 0.65 0.72 0.52 0.60 0.74 
  

0.66 

Imputation Sensitivity 0.59 0.77 0.58 0.58 0.18 0.70 
  

0.57 
Specificity 0.90 0.89 0.97 0.95 0.98 0.83 

  
0.92 

Balanced 
Accuracy 

0.74 0.83 0.78 0.76 0.58 0.76 
  

0.74 

Model 4th  Complete 
case 

Class Class: 
1* 

        

Sensitivity 0.98 
       

0.98 
Specificity 0.40 

       
0.40 

Balanced 
Accuracy 

0.69 
       

0.69 

Imputation Sensitivity 0.96 
       

0.96 
Specificity 0.29 

       
0.29 

Balanced 
Accuracy 

0.62 
       

0.62 

Model fifth  
(Rice Field) 

Complete 
case 

Class Class: 
4* 

Class: 
1 

Class: 
2 

Class: 
3 

     

Sensitivity 0.75 0.53 0.70 0.34     0.58 
Specificity 0.87 0.85 0.83 0.91     0.87 
Balanced 
Accuracy 

0.81 0.69 0.77 0.63     0.72 

Imputation Sensitivity 0.77 0.82 0.64 0.81     0.76 
Specificity 0.91 0.91 0.95 0.93     0.92 
Balanced 
Accuracy 

0.84 0.86 0.80 0.87     0.84 

Note: * for the class of interest, that is harvest class (4). 
 
Table  7. Estimation of multinomial logit model for the 3rd model and 5th model. 

Model logit Coef/ 
OR* 

Int. X1 X2 X3 X4 X5 X6 X7 X8 X9 

Model 
3rd 

 

Coef 7.23* -18.85* -6.80* 2.39 -6.05* -0.55* 8.59* 2.96* 18.68* 9.21* 
OR* 0.49 6.59 1.97 0.79 1.83 1.06 0.42 0.74 0.15 0.40 

 

Coef -0.53 -7.66* -7.81* -3.96* -8.64* -1.20* 6.44* 5.22* 17.49* 12.55* 
OR* 1.05 2.15 2.18 1.49 2.37 1.13 0.53 0.59 0.17 0.29 

 

Coef -9.67* 8.63* -8.99* -0.93* -11.65* -2.40* 2.94* 1.74* 0.25 3.70* 
OR* 2.63 0.42 2.46 1.10 3.21 1.27 0.75 0.84 0.98 0.69 

 

Coef 6.64* -14.38* -2.50* 2.95* -1.62* -0.37* 6.65* 1.45* 12.37* 5.49* 
OR* 0.51 4.21 1.28 0.74 1.18 1.04 0.51 0.87 0.29 0.58 

 

Coef -3.45* 4.49* -3.25* -3.34* -1.55* -5.53* 9.15* -2.29* 3.26* 2.86* 
OR* 1.41 0.64 1.38 1.40 1.17 1.74 0.40 1.26 0.72 0.75 

Model 
5th 

 

Coef 1.01 -20.64* -11.64* -1.46 -17.58* -7.23 0.16* -0.63 0.23* 0.37 
OR* 0.90 7.88 3.20 1.16 5.80 2.06 0.98 1.07 0.98 0.96 

 

Coef -1.04 -15.74* -5.88* -4.97 -18.98* -7.55 0.12* 4.03 0.25* 0.13* 
OR* 1.11 4.83 1.80 1.64 6.67 2.13 0.99 0.67 0.98 0.99 

 

Coef -6.87* -3.54 0.47 5.07 -23.79* -17.59* 0.10* 4.11 0.12* 1.79 
OR* 1.99 1.42 0.95 0.60 10.79 5.81 0.99 0.66 0.99 0.84 

Note: OR* is an Odds Ratio for Harvest Class, X1: EVIt, X2: NDBIt, X3: MNDWIt, X4: NDBIt-1, X5: MNDWIt-1, X6: NDBIt-2, X7: 
MNDWIt-2, X8: dEVI1, X9: dEVI2. 

1h

2h

3h

5h

6h

1h

2h

3h
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As an illustration in the fifth model, 
the  increase of about 0.1 can be 
impacted to classify a sub-segment area that 
tends to be categorized into the harvest 
phase compared to the early vegetative 
phase of  times. 
The first logit in the third model shows the 
tendency of segments to be in the harvest 
phase compared to the early vegetative 
when an increase in the   of 0.1 is 6.59 
times. 

 
4. Conclusion 

This study indicates that the 
multinomial logistic models, namely the 
third and fifth models, are the best models 
for classifying rice growth phases based on 
the ASF survey. The fifth model is a model 
that can adequately classify the specific 
harvest phase for rice fields with an 
accuracy of classification based on the 
sensitivity and specificity values of 0.77 and 
0.91, respectively. The fifth model has been 
able to classify the harvest class and other 
phases reasonably well, although the fifth 
model for all categories is still around 65%. 
The effect of the spectral indices on the rice 
growth phase class can be seen through the 
odd ratio value for each logit equation. The 
fifth model also has three logit equations 
( ). These are describing the logit 
value for early vegetative, late vegetative 
and generative phases. The comparison 
category is the harvest phase. In logit 1 
( ), it can be seen that the most significant 
influence of LANDSAT 8 spectral indices 
on the harvest phase compared to the 
vegetative phase 1 is the index  with a 
value of  times for 
each addition of  

The third model is the recommended 
model for classifying rice growth phases 
based on the reclassification of ASF labels 
with six new categories based on the 
proximity of objects or phases during three 
periods in the biplot analysis. Two new 

categories were formed based on the Biplot, 
namely the fifth class and sixth class. The 
fifth class is a merger of land preparation 
and puso classes, while the sixth class is a 
merger of non-rice in paddy fields and non-
rice fields classes. This model performs 
well, especially in classifying the harvest 
class, with sensitivity, specificity, and 
balance accuracy values of 0.59, 0.90, and 
0.74. In addition, the use of imputation 
techniques in the third model can increase 
the overall accuracy by 6%. However, this 
result is not satisfactory because the overall 
accuracy is still below 80%. So, it is 
necessary to do further research to increase 
the accuracy, such as adding random effects 
to the model or applying other imputation 
methods.  

The magnitude of the tendency of the 
subsegment to be in the harvest phase 
compared to the early vegetative phase 
when the  value increased by 0.1 was 
6.59 times. The odds ratio  value for 
logit 1 in the 3rd model is smaller than in the 
fifth model. In general, from the model, it 
can be concluded that the indices that give 
the most excellent chance of a subsegment 
being in the harvest phase compared to 
other phases are , , and 

, because when < 0, then odds 
(harvest phase) > 1. 
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