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ABSTRACT

This work introduces a process for predicting the trends of stocks in the tourism sector
during COVID-19 pandemic using sentiment analysis of COVID19 news headlines with data
mining techniques. The COVID-19 news headlines are first collected daily and analyzed via
sentiment analysis to obtain their polarity based on naive Bayes and neural network tech-
niques. These polarity results are then used with the related stock historical data to predict
the trend of the stock prices by K-nearest neighbor and decision tree classifications. In our
numerical experiments, seven major stocks from the tourism and hotel business operated
in Thailand are considered. Our proposed prediction models are shown to have accuracies
ranging around 70%- 90%. The highest accuracy of about 90% is achieved when a neu-
ron network is used in the sentiment analysis with the decision tree for predicting the stock
trends.

Keywords: Data mining; Machine learning; Stock market; Sentiment analysis; Text mining;
tourism industry; COVID-19

1. Introduction lockdown measures [[I-4]. According to the
Tourism is one of the most severely World Tourism Organization 2021 [J5], the
affected industries during the COVID-19 revenue of the world-wide tourism indus-

pandemic due to many factors, such as try decreased by 74% in 2020 during the
travel restriction, quarantine rules, and COVID-19 pandemic. Since the COVID-

*Corresponding author: saifon@mathstat.sci.tu.ac.th doi: 10.14456/scitechasia.2023.49



T. Wansri et al. | Science & Technology Asia | Vol.28 No.3 July - September 2023

19 vaccination started to be available, over-
all stock markets turned in a positive direc-
tion [6,[7], including tourism businesses. As
a result, more investors started to be inter-
ested in tourism stocks. To handle the risk
of investing in tourism industry’s stocks, it
is important to investigate different suitable
forecasting models.

Predicting stock markets is a chal-
lenging task due to their high volatility.
The factors that may affect the markets in-
clude political, social, and economic issues.
These factors are partially reflected through
the news which can influence investors’
sentiments. To make use of the news in-
formation, it is essential to have some effi-
cient automated procedures that can collect
and analyze textural data from a large vol-
ume of available news. This work aims to
handle this issue by employing data mining
techniques to predict stock trends based on
news information and price historical data.

A number of existing works em-
ployed the time series and machine learn-
ing methods for predicting stock markets.
The effect of quantitative easing on stock
prices was investigated in [8] by using a
structural time series model, which was es-
timated by maximum likelihood in a time-
varying parametric framework, using the
S&P 500 index as the dependent vari-
able and the Fed’s balance as an explana-
tory variable in addition to the unobserved
components accounting for the behaviour
of variables. A hybrid time-series model
based on a feature selection method was
proposed in [9] for forecasting the lead-
ing industry stock prices. In this proposed
model, stepwise regression was first em-
ployed with multivariate adaptive regres-
sion splines and kernel ridge regression to
select the key features used in the model.
Then, this study constructed the forecast-
ing model by using a genetic algorithm to
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optimize the parameters of support vector
regression. The auto-regressive integrated
moving average (ARIMA) models have
been used to predict stock prices from New
York Stock Exchange (NYSE) and Nige-
ria Stock Exchange (NSE) [10], Chinese
stock prices [[11]] and Indian stock prices
[12]. The results showed that ARIMA mod-
els have strong potential for short-term pre-
diction. In [[13]], stock prices were predicted
based on deep neural networks with finan-
cial product price data treated as a one-
dimensional series that was generated by
the projection of a chaotic system composed
of multiple factors into the time dimension,
and the price series was reconstructed us-
ing the time series phase-space reconstruc-
tion method. Other works on predicting
stock prices using their historical data can
be found in [[14-16].

In practice, trends of stock prices can
be heavily impacted by related financial
news. Therefore, to increase the accuracy
of stock prediction models, in addition to
the stock historical information, we can in-
corporate the effect of news extracted from
the process called sentiment analysis. Sen-
timent analysis can be considered as a natu-
ral language processing to classify the sub-
jective information in source materials. It
can be used to determine whether the atti-
tude towards a particular topic or news is
positive or negative. Recently, sentiment
analysis has been introduced in predicting
stock market behavior. In general, senti-
ment analysis can be categorized into lex-
icon based or machine learning based ap-
proaches. There are various lexicons that
have been created and used to determine
the sentiment for the text [17,|18]. The
main benefit of using lexicon-based ap-
proaches is that it does not require any spe-
cific training data. However, since lexicon-
based techniques use static lists, they may
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not be able to predict movement of stock
markets accurately [|19]. Alternative ap-
proaches based on machine learning meth-
ods are commonly used to overcome this is-
sue. Stock price predictions have been per-
formed in [20, 21]] by using deep learning
models. The work in [22] aimed to asso-
ciate stock prices with web financial infor-
mation time series based on support vector
regression. In [23]], the sentiment analysis
on social media that incorporates part-of-
speech tags into topic modeling was used
for Iranian stock price movement predic-
tion. A hybrid model combining a deep
learning approach with a sentiment analy-
sis model was proposed in [21] for stock
price prediction by first employing a con-
volutional neural network (CNN) model
for classifying the investors’ hidden sen-
timents and then applying the long short-
term memory (LSTM) neural network ap-
proach for analyzing the technical indica-
tors from the stock market for the Shang-
hai Stock Exchange. Sentiment analysis
has been used in [24]] with machine learn-
ing approaches based on a support vec-
tor machine and generalized autoregres-
sive conditional heteroskedasticity model-
ing and the results showed that investors’
online opinions could have strong effect on
value stocks relative to growth stocks. In
[25]], various deep-learning methods includ-
ing support vector machines, linear regres-
sion, naive Bayes and long short-term mem-
ory are used together with sentiment analy-
sis for predicting stock prices.

Since the outbreak of the COVID-
19 pandemic, there have been a number
of literatures investigating its effect on the
stock market. The prediction of U.S. oil
markets during the COVID-19 was per-
formed in [26] by using social media infor-
mation with CNN. In [27]], the impact of the
COVID-19 pandemic on abnormal returns
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of tourism shares listed in the Shanghai
and Shenzhen stock exchanges were inves-
tigated. The work in [28]] empirically stud-
ied the market performance and response
trends of Chinese industries to the COVID-
19 pandemic using three main models for
calculating abnormal returns: the average
adjusted return rate model; the market index
adjusted return rate model; and the market
model. Economic losses in tourism for the
city of Sorrento in Italy during the COVID-
19 pandemic have been investigated by
forecasting the loss of tourists and added
value in 2020 using time-series analysis
with autoregressive-integrated moving av-
erage (ARIMA) models [29]. Determinants
of tourism stock returns in China during the
COVID-19 have been studied in [30] us-
ing quantum computing with different deep
learning prediction models. In [31], the im-
pact of COVID-19 pandemic on logistics
performance, economic growth and tourism
industry of Thailand has been investigated
by using ARIMA models. The majority
of other works related to the impact of the
COVID-19 on tourism are based on fore-
casting the number of incoming tourists or
classifying customers’ opinions in different
countries [32H34]. This work aims to in-
vestigate the tourism stock trends during the
COVID-19 by using machine learning and
sentiment analysis with historical stock in-
formation. We consider the data of major
tourism stocks in Thailand during the period
when the COVID-19 vaccines were starting
to be widely accessible. The main contribu-
tions and highlights of this work are sum-
marized as follows.

* This work introduces stock trend pre-
diction models that employ machine
learning techniques and sentiment
analysis with an efficient way to com-
pute polarity scores.
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* In this work, naive Bayes and neu-
ral networks are applied for sentiment
analysis to obtain the news polarities
(positive/negative). These polarities
are then used with the past informa-
tion of these stock prices as inputs to
perform K-nearest neighbor and deci-
sion tree to finally predict the stocks’
future trends.

* Instead of using specific news di-
rectly related to the stock of interest,
we use general news on COVID-19 in
the sentiment analysis and train our
classification model for determining
its polarity based on the stock be-
havior. This approach can overcome
the problem of calculating sentiment
scores of the stocks whose companies
may not appear directly on the news
regularly.

* The proposed prediction models are
shown to provide accuracies rang-
ing around 70%- 90% for predicting
daily trends of tourism stocks in Thai-
land during COVID19 when the vac-
cine started to be available.

The results of this study can help investors
devise appropriate investment strategies in
dealing with fluctuations of tourism stock
prices.

The remainder of this paper is orga-
nized as follows. Section [2] provides the
overview of the models used for predict-
ing the tourism stock trends in this work.
The details on sentiment analysis performed
in this work are described in Section E]
Then, the approaches for forecasting the
trend of stock prices are given in Section
Ml Section [§ gives the information on data
of tourism-related stock prices and financial
news headlines on COVID19 used in our
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sentiment analysis. The numerical inves-
tigations are considered in Section B The
conclusion and possible extensions are dis-
cussed in Section @

2. Prediction Model

This work mainly considers two in-
dependent/input variables, which are histor-
ical stock prices and sentiment score (po-
larity) from the related news. The depen-
dent/output variable of interest represents
the trend of the stock market. Therefore,
there are two main parts for constructing
the predicting model. The first part is the
sentiment analysis using related COVID-
19 news headlines.The second part is stock
trend prediction using data mining tech-
niques based on sentiment score and histor-
ical stock prices. The following diagram in
Fig. |l| summarizes the overall process of
performing trend prediction for daily stock
price.

From Fig. , The process starts from
collecting headlines of financial news that
relates to COVID-19 in Thailand and col-
lecting data related to stock prices. Then,
we perform the sentiment analysis on the
collected news headlines using naive Bayes
and neural network methods. The polarity
results from this analysis are then used to-
gether with the historical stock data in clas-
sification techniques based on K-NN and
decision tree to predict the trend of each
stock.

3. Sentiment Analysis

The goal of sentiment analysis used
in this work is to determine if the col-
lected local COVID-19 news has positive
or negative effect to the stock price of each
company. We consider two classification
methods, which are naive Bayes and neu-
ral network, for determining the probabil-
ity of sentiments based on the processed
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Fig. 1. The overview of the procedure for pre-
dicting the trend of the hotel stock prices.

data of the collected news headlines. In this
work, we considered both cases that use the
COVID-19 news on the same day and the
previous five days. The latter case can be
used to handle the situation when the cur-
rent stock market might still be sensitive to
news in the past.

3.1 Data preparation

To prepare the data for sentiment
analysis, we perform initial preparation
steps of text processing, such as tokeniza-
tion, standardization, stop-word-removal,
stemming, and filtering tokens.

» Transform cases: All uppercase let-
ters are converted into lowercase in
this step.

» Tokenize: This step splits the texts of
a document into a series of words or
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tokens.

 Filter tokens: We can filters tokens
or words by length. We set the mini-
mum to 4 and the maximum to 25.

» Stemming: This step aims to re-
duce related forms of a common
base form, e.g. reducing “fishing”,
“fished”, “fish”, and “fisher” to the
base word “fish”. Porter stemmer,
one of the most popular stemmer, is
used here.

* Filter stopwords: This step removes
common English words such as ‘a’,
‘the’, etc.

After the preprocessing steps, we
next extract the context of each word by
generating n-grams(terms). The term n-
gram refers to a series of consecutive to-
kens or words of length n. This work uses
n = 2 or bi-gram. Setting n = 2 means that
a sequence of two-words for each document
is generated. The effect of n used in n-gram
can be found in [35,36]].

Next,term frequency—inverse doc-
ument frequency (TF-IDF), which can be
used to determine how relevant a word is
to a document, is considered. TF-IDF is
computed from the product of term fre-
quency (TF) andinverse document fre-
quency (IDF). Consider a corpus that con-
tains N documents. Term frequency (TF) is
a measure that provides the frequency of a
word (w) in a document (d). It is defined as
the ratio of a word’s occurrence in a docu-
ment to the total number of words in a docu-
ment and can be computed by using the fol-
lowing formula

TF(w,d) = 2,
nq

where n,, is the number of word w in the
document d and n, is the total number of
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words in the document d. Note that TF
does not consider the importance of words.
Some words, e.g. ‘of”, or ‘and’ can be most
frequently present but are of little signifi-
cance. Inverse Document Frequency (IDF)
is used to measure the importance of a word.
IDF provides weight to each word based on
its frequency in the corpus D and it is cal-
culated from the following formula

Np )

N Dw

IDF(w,D) =1In (

where Np is the number of documents in
the corpus D and Np,, is the number of all
documents in the corpus D that contain the
word w. Finally, TF-IDF is computed from
the product of TF and IDF as shown below

TF-IDF(w,d,D) = TF(w,d)*IDF(w, D).

Notice that the TF value for a word w is
large if the word appears many times in a
given document d. Notice also that the IDF
of a word w is zero when this word appears
in all documents in the corpus and it gets
small as the word is contained in many doc-
uments in the corpus. Therefore, IDF (and
hence TF-IDF) gives more emphasis on the
word that is rare in the corpus, while TF
(and hence TF-IDF) provides more empha-
sis on the word that is more frequent in the
document.

3.2 Naive Bayes

The Naive Bayes classifier is one of
the most efficient methods for predicting
the probability of the sentiment for text data
[37]. It was shown to give accurate predic-
tion with small processing time for a large
data set [3§]]. It is a probabilistic classifier,
which tells us the probability of the observa-
tion being in a class. For sentiment analysis,
naive Bayes classifier is used to identify the
document to be either positive or negative
based on TF-IDF values. It has been used
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to predict the polarity of each document be-
cause of its simplicity and speed [37]].

Naive Bayes classification technique
is based on Bayes’ Theorem, which as-
sumes the independence among predictors.
From Bayes’s rule, we have

P(ylx)P(x)
P(y)

In sentiment analysis, for a document d, out
of all classes ¢ € C the classifier returns the
class ¢ which has the maximum probability
given the document, i.e.

P(x|y) =

¢ = argmax P(c|d).
ceC

Using Bayes’ rule gives
¢ = arg max.cc P(c|d) =
arg maXceC % . Note that, in

practice, we can drop the denominator
P(d) because it is the same for all classes
c. By using naive Bayes assumption, we
suppose that n features fi, f, ...., f in the
document d are independent. l.e. a naive
Bayes classifier assumes that the presence
of a particular feature in a class is unrelated
to the presence of any other feature. So, we
have

P(dIC) P(f17f29---9fn|c)
P(file) - P(falc) - .... - P(fulc)

H?:lp(fik')-

That is, naive Bayes classifier gives

P()ITL, P(filc)
P(d)

¢ = argmax

& ceC

Naive Bayes classifier will be used to deter-

mine the polarity of the news headlines to
be either positive or negative in this work.

3.3 Artificial neural network
An artificial neural network (or neu-
ral network) is a classification method that
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can handle the correlation/dependence be-
tween input variables [39]. The main ad-
vantage of neural networks lies in the fact
that neural networks are data driven self-
adaptive methods. They can adjust them-
selves to the data without any explicit spec-
ification of functional or distributional form
for the underlying model.

Hidden

Positive

Negative

Fig. 2. Simplified diagram of neuron network
for classifying input news headlines to be posi-
tive and negative.

Neural networks are generally repre-
sented by a network diagram as shown in
Fig. [21, which consists of three layers: an
input layer, a hidden layer and an output
layer [40]. A neuron can be considered as
a mathematical mapping that produces an
output value in two steps. First, the neuron
computes a weighted sum of its inputs and
then applies an activation function in the
hidden layer to this sum to derive its output.
The activation function is usually a nonlin-
ear function that is learned from the input
data. For sentiment analysis, the nodes of
the input layer come from the textural data
and the output layer typically includes pos-
itive and negative nodes.

3.4 Training process and sentiment

score

In general, when sentiment analysis
of news or news headlines is used for pre-
dicting the trends of stock prices of any par-
ticular company, these news must be di-
rectly related to that company, e.g. contain-
ing the company’s name. However, in prac-
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tice, these related news may not be avail-
able, especially for small companies. In this
work, we investigate the effect of COVID-
19 news on the trends of stock prices for
companies in the tourism sector. In our
work, instead of using the news that directly
contains each company’s name, we use gen-
eral news on COVID-19 and train our clas-
sification model for determining its polar-
ity based on the stock behavior (e.g. prices
are going up or going down). This approach
can help us to overcome the problem of cal-
culating the sentiment scores of the stocks
whose companies may not appear directly
in the news on a daily basis.

In this work, the predicted outputs
from sentiment analysis are given in terms
of confidence values for negative and posi-
tive sentiments, which are the probabilities
for the news to be positive and negative, re-
spectively. These confidence values can be
converted to a value that indicates the po-
larity of the news, called “sentiment score”
as follows. Suppose a given news has con-
fidence values for being positive and being
negative C,, and C,,, respectively. Then, the
corresponding sentiment score s can be de-
fined as

8

Note that C,,,C,, € [0,1] and C,, + C,, = 1.
That is, for the news with confidence value
for having positive polarity larger than con-
fidence value for having negative polarity,
the sentiment score is the same as the confi-
dence value for being positive. For the news
with larger confidence for having negative
polarity, the sentiment score is the negative
of the confidence value for being negative.
Notice that the sentiment scores are in the
range [—-1, 1].

C, when C,>C,

-C, when C, <C,. G.D
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4. Stock Trend Prediction

After obtaining sentiment scores
from COVID-19 news headlines, we use
these scores with historical stock data to
predict the trend of each stock’s prices. In
this work, we investigate the prediction
results from using K-nearest neighbor and
decision tree approaches.

4.1 K-Nearest Neighbor

K-Nearest Neighbor (KNN) classi-
fier is a method for classifying a new point
based on its similarity to the available train-
ing points in the feature space. To mea-
sure the similarity, the Euclidean distance
between the new point being classified and
all the other points in the training set is com-
puted. To label this new point, it looks at the
K labeled points closest to the new point,
which are its nearest neighbors, and the la-
bel of the new point is the class that most of
these neighbors belong to. That is, the class
label is assigned the same class as the ma-
jority of the nearest K instances in the train-
ing set. The KNN training is extremely fast,
which is a great advantage for analyzing a
large data set of stocks. The KNN model
is also one of the best suited to evaluate fi-
nancial data and it is less prone to data over-
fitting [41].

4.2 Decision tree

A decision tree is a tree-like structure
that is used as a supervised classifier. It con-
sists of a root node, decision nodes (inter-
nal nodes) and leaf nodes (terminal nodes)
[42]. The root node is the topmost node
in the tree diagram that has no incoming
edges. The decision nodes contain condi-
tions to split the data and they are related
to the features. Each of the decision nodes
has one incoming edge and has two or more
outgoing edges. The leaf nodes correspond
to class labels. Each of the leaf nodes has
exactly one incoming node and no outgoing
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node.

In order to build a decision tree, we
have to identify the attribute for the root
node in each level, which can be done by
various attribute selection measures. One
of the most commonly used measures in
the case of categorical variables is called
“information gain” which can be computed
from a quantity called “entropy.” Entropy
is a measure of disorder or impurity in the
given data set. Suppose a data set has N
classes. Let p; be the probability of ran-
domly choosing data from class i, for i
1,...,N. Let T be the set of training sam-
ples. The entropy is given by

N
E(T) == pilogy(pi).
i=1

Suppose A is an attribute with K different
patterns. Let T, be the subset of 7 with A =
v, and Values(A) is the set of all possible
values of A, we can define the entropy of
the set T for the attribute A as

|7y
IT|

E(T,A) =
veValues(A)

E(T,).

The information gain (IG) is then defined as
IG(S,A)=E(T)-E(T,A).

From the above, entropy measures impu-
rity in the data and the information gain
measures the expected reduction in entropy.
The feature which has minimum impurity
will be considered as the root node. Infor-
mation gain is also a criterion for choos-
ing the feature for splitting the tree at each
step. Note that, besides the information
gain, there are other measures for attribute
selection, such the Gini index [43]. The
resulting tree described above could gen-
erally over-fit the data, which would lead
to inaccurate prediction for untrained data.
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To overcome this issue, the pruning pro-
cess has to be performed. This process re-
moves the decision nodes starting from the
leaf node such that the overall accuracy is
not significantly changed.

Advantages of decision trees include
providing interpretable predictive models
and requiring no particular relationship be-
tween the responses. Decision trees are also
independent of feature scaling and can han-
dle large data sets [42,143].

5. Data Collection

There are two types of data used in
this work: daily COVID-19 news and his-
torical stock prices. We collect the head-
lines of local COVID-19 news in Thailand
daily from reliable financial news websites,
which are Thaienquirer.com and Nation-
thailand.com. For the stock prices, this
work considers the following seven com-
panies shown in Table [1f with the highest
trading volumes in Tourism & Leisure sec-
tor from the Stock Exchange of Thailand
(SET). We consider four attributes of the
companies’ stock prices, which are open-
ing, high, low, and closing prices. These
attributes are later used for future trend pre-
diction. Note that, since these stock at-
tributes are available on a daily basis, news
headlines are also collected on a daily level.
These data on stock prices and new head-
lines were collected during March 1, 2021
to August 31,2021 when there were gradual
roll-outs of COVID-19 vaccine in Thailand
to help restore the tourism industry.

6. Numerical Experiments and Eval-
uation

This section demonstrates the perfor-
mance of the data mining methods and sen-
timent analysis described in the previous
sections on predicting the behaviors of the
stocks in Table . The numerical exper-
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Table 1. Example how to create tables.

Symbol Quantity
CENTEL  Central Plaza Hotel Public Company Limited
DUSIT Dusit Thani Public Company Limited
ERW Erawan Group Public Company Limited
LRH Laguna Resorts and Hotels Public Company Limited
MANRIN  Mandarin Hotel Public Company Limited
ROH Royal Orchid Hotel
MINT Minor International Public Company Limited

iments for predicting the behavior of the
stock prices in this work consist of two main
steps. The first step is to classify the polar-
ity of the news headline related to COVID-
19 and the second step is to predict the trend
of the stock prices. In the first step, for
each tourism stock in Table [I], two classifi-
cation models for predicting the polarity of
the news headlines are constructed by using
naive Bayes and neural network methods.
The results from each of these two models
are then used in the second step for predict-
ing the trend (up/down) of the stock prices
for each company based on the KNN and
decision tree classifiers.

6.1 Sentiment analysis of COVID-19
news headlines

To perform sentiment analysis, we
first collect the data of the COVID-19 news
headlines as shown in Fig.|3|and apply naive
Bayes and neural network as described in
the previous section with 80% of data for
training and 20% for testing.

Date News Headlines

17 Aug 21 Thailand Cuts 2021 GDP Growth Forecast on Worst Covid Wave

16 Aug 21 In-Depth: NESDC wamns govt. to manage the fragie economy and distrbute vaccines

13 Aug 21 Local hosptals open registration for Pfizer vaccination among 12-18 year-olds and at-risk groups
11 Aug 21 Government downplays plan to protect officals aganst vaccine lawsuts

10 Aug 21 Leaked document allegedly shows government ‘watchist’ of dangerous dissidents

9 Aug 21 Sergeant’s vaccne brag prompts renewed demands for Pfizer darity

6 Aug 21 Hosptals to send Covid patients home earlier to free up beds

5Aug 21 Home isolation patients up threefold

4 Aug 21 Government announces "BKK HI Care” for patients in home isolation

3 Aug 21 Infographics: Way to help Thaland's Covid-19 fight

2 Aug 21 Bangkok is spreading Covid-19 to the countryside according to the government

30Jul 21 Covid cases could have ht more than 40,000 cases per day without lockdown, goverment says
29 Jul 21 Economic outlook htt by spread of Deka variant

27 Jul 21 Phuket tightens restrictions but Sandbox continues

Fig. 3. Examples of COVID-19 news headlines.

The predicted outputs from senti-
ment analysis are given in terms of confi-
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dence values for negative and positive sen-
timents, which are the probabilities for the
news to be positive and negative, respec-
tively. We compute the sentiment score for
each news headline based on the formula
given in Eq. (B.1). This work considers 3
cases of the headline news used for com-
puting the sentiment scores. The first case
uses one daily COVID-19 news, the sec-
ond case uses multiple daily news, and third
case uses multiple news in the previous 5
days. In the last two cases, the total number
of multiple news can be different each day
depending on the COVID-19 situation and
the sentiment scores are the average value.
In particular, if n news headlines are con-
sidered and s; is the sentiment score of the
news headline j for j =1, ..., n, the the av-
erage sentiment score is simply %Z?zl 5.
To visualize the effect of COVID-19 news,
we plot the corresponding average senti-
ment scores (and their corresponding 4-
day moving average) obtained from naive
Bayes and neuron network with the prices
of stocks related to travel and tourism sec-
tor in Thailand as shown in the first three
plots in Figs. E]—

Notice that, from the first three plots
of Figs. it is hard to visually observe
the relationship of the sentiment scores
and the prices for each of these tourism
stocks. The corresponding correlations be-
tween prices for these stocks and the sen-
timent scores from naive Bayes and neural
network models are given in Fig. @ which
shows that the ROH stock has the largest
correlation when using naive Bayes and,
MANRIN has the largest correlation when
using neural network. We next incorporate
the sentiment scores with the historical in-
formation of these stocks to predict their fu-
ture trends.
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Correlation of Stock Price and Sentiment Score (Naive Bayes)

-0.30

CENTEL DUSIT ERW LRH MANRIN ROH MINT
Correlation of Stock Price and Sentiment Score (Neural Network)

0.40

CENTEL DUSIT ERW LRH MANRIN ROH MIN

Fig. 4. Correlations of stock prices and the sen-
timent scores obtained from naive Bayes and
neuron network approaches.

6.2 Stock trend prediction

This section illustrates the predicted
trends of tourism stock prices based on the
sentiment analysis performed in the pre-
vious section together with the historical
stock information. In particular, the in-
puts for the prediction models are sentiment
scores, open, high, low and closing prices
and the final output is the predicted trend of
the stock prices. We apply the KNN and de-
cision tree approaches to predict the stock
trends for all 7 companies in Table I, We
use 80% of data for training and 20% for
testing. Since there are 2 methods used in
the sentiment analysis and 2 methods used
in the stock trend prediction, there are total
4 combinations of the approaches to obtain
the final outputs. The following abbrevia-
tions for these combinations are used in the
displayed results.

BK: Sentiment analysis and trend predic-
tion are performed via naive Bayes
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and KNN, respectively.

BT: Sentiment analysis and trend predic-
tion are performed via naive Bayes

and decision tree, respectively.

NK: Sentiment analysis and trend predic-
tion are performed via neural network

and KNN, respectively.

NT: Sentiment analysis and trend predic-
tion are performed via neural network

and decision tree, respectively.

The last plots in Figs. E illus-
trate the prediction accuracy of these 4 ap-
proaches for 3 cases of headline news men-
tioned earlier. Notice that the best ap-
proaches for predicting the stock trend for
these companies are different and this may
due to the fact that some of these stock
prices are weakly correlated as shown in
Fig. . The summary of the most accurate
approach for each stock is shown in Fig. .

From Fig. the best accura-
cies of these stocks are roughly rang-
ing from 72% to 92%. In particular,
CENTEL, DUSIT, ERW, LRH, MANRIN,
ROH, and MINT attain the best accura-
cies of 78.26%, 86.96%, 72.73%, 73.91%,
81.25%, 92.86%, and 78.26%, respec-
tively. Note that different stocks may attain
their best accuracies by using different ap-
proaches. The highest accuracy of 92.86 %
is achieved in the case of ROH stock when
naive Bayes and decision tree are used for
sentiment analysis and trend prediction, re-
spectively. Notice from Fig. that 5 out
of 7 stocks attain their best accuracies when
using multiple daily news. In addition, most
of these stocks achieve their best accuracies
when neuron network is used for sentiment
analysis and decision tree is used for pre-
dicting stock trends.
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Sentiment Score (Naive Bayes): CENTEL

Sentiment Score  emmmm 4-Day Moving Average of Sentiment Score

Sentiment Score (Neural Network): CENTEL

Sentiment Score  wmmmm 4-Day Moving Average of Sentiment Score

Stock Price: CENTEL

Prediction Accuracies: CENTEL

69.57%
72.73
72.73%

39.13%

30.44%
34.78¢
31.82%

Single News Multiple News  Multiple Previous News

mBK mBT mNK mNT

Fig. 5. The first three plots are the average sen-
timent scores obtained from naive Bayes and
neuron network and the plot of CENTEL stock
prices, respectively. The last plot shows the ac-
curacy of predicting stock trends from different
approaches.

The averages of accuracies for all
7 companies are shown in Fig. , which
demonstrates that the highest overall accu-
racy of 69.64 % is attained in the case of
multiple news using neural network for sen-
timent analysis and decision tree for stock
trend prediction.
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Fig. 6. The first three plots are the average senti-
ment scores obtained from naive Bayes and neu-
ron network and the plot of DUSIT stock prices.
The last plot shows the accuracy of predicting
stock trends from different approaches.

Note that, in addition to the above re-
sults displayed in this section, we have per-
formed some numerical experiments that
consider the sentiments of news headlines
in the future (next 5 days) to predict the
stocks’ trends. The corresponding results
are shown to be less accurate than the ones
illustrated earlier in this section. E.g. for
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Fig. 7. The first three plots are the average sen-
timent scores obtained from naive Bayes and
Neuron Network and the plot of ERW stock
prices. The last plot shows the accuracy of pre-
dicting stock trends from different approaches.

CENTEL, the prediction accuracies when
using 4 approaches (i.e. BK, BT, NK, and
NT) are ranging from 27.27% to 68.18%
and, for MINT, the accuracies are ranging
from 40.91% to 63.63%.
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Fig. 8. The first three plots are the average senti-
ment scores obtained from naive Bayes and neu-
ron network and the plot of LRH stock prices.
The last plot shows the accuracy of predicting
stock trends from different approaches.

7. Conclusion

This work investigates the tech-
niques for predicting the trends of tourism
stocks based on news headlines related to
COVID-19 pandemic and historical stock
numeric data, i.e. open, high, and low
prices. Naive Bayes and neural networks
are applied for sentiment analysis to ob-
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Fig. 9. The first three plots are the average sen-
timent scores obtained from naive Bayes and
neuron network and the plot of MANRIN stock
prices. The last plot shows the accuracy of pre-
dicting stock trends from different approaches.

tain the news polarities (positive/negative).
These polarities are then used with the past
information of these stock prices as inputs
to perform KNN and decision tree to fi-
nally predict the stocks’ future trends. We
consider the data of major tourism stocks
in Thailand during the period when the
COVID-19 vaccines were starting to be
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Fig. 10. The first three plots are the aver-
age sentiment scores obtained from naive Bayes
and neuron network and the plot of ROH stock
prices. The last plot shows the accuracy of pre-
dicting stock trends from different approaches.

widely accessible. In our numerical ex-
periments, we consider 3 cases of news:
one daily COVID-19 news, multiple daily
news, and multiple news in the previous
5 days. The results shows that the high-
est accuracies for the stocks considered in
this work are ranging between 72.73 % and
92.86 %. On average, the best perfor-
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Fig. 11. The first three plots are the average
sentiment scores obtained from naive Bayes and
neuron network and the plot of MINT stock
prices. The last plot shows the accuracy of pre-
dicting stock trends from different approaches.

mance is achieved when naive Bayes and
decision tree are used together. It is im-
portant to note that these highest accura-
cies between 72.73 % and 92.86 % are ob-
tained from different approaches depending
on the stocks. These results are consistent
with the previous works, e.g. @] Note
also that the trend prediction for each of the
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Fig. 12. Correlation of Stock Prices.
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Fig. 13. Summary of the approach that gives the
most accurate prediction for each stock.
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Fig. 14. Average of all accuracies from using
different approaches for 7 companies in Table

i

stocks shown in this work is derived from
the sentiment analysis of general COVID-
19 news headlines that do not necessar-
ily relate to this particular stock company.
Consequently, the results in this work may
not be comparable with most of the previous
works that considered the news containing
the content related directly to the stock com-
pany of interest. Note that the stock compa-
nies considered in this work are mainly lim-
ited to hotel and resort business. This study
therefore can be extended to other tourism-
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related industries, such as airlines and travel
agencies. In addition, incorporating other
existing machine learning techniques with
sentiment analysis will be also taken into
our future consideration.
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