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ABSTRACT
This study applies the Spatial Durbin Error Model (SDEM) to analyze the factors in-

fluencing the Open Unemployment Rate (OUR) across 34 provinces in Indonesia in 2023.
The model incorporates both direct effects and spatial spillover effects of the independent
variables. The Maximum Likelihood Estimation (MLE) method was used for parameter es-
timation. The spatial weight matrix was constructed using a customized contiguity approach.
The results show that the Labor Force Participation Rate (LFPR) and Gender Development
Index (GDI) have significant direct effects on OUR, while Population Growth Rate (PGR)
and GDI also exhibit significant spatial lag effects. The spatial autoregressive coefficient λ
is 0.371, indicating significant spatial dependence in the error term. The model’s AIC value
104.750 is lower than the MLR model, confirming better model fit.

Keywords: Customized contiguity; Maximum likelihood estimator; Spatial durbin error
model; Open unemployment rate; The lagrange multiplier test

1. Introduction
Spatial regression modeling aims to

establish the relationship between indepen-
dent and dependent variables by incorpo-
rating spatial dependencies among loca-
tions. Two commonly used approaches in
this modeling are the Spatial Autoregres-
sive Model (SAR) and the Spatial Error

Model (SEM). The SEM, which excludes
spatial lags of the dependent variable, al-
lows the 𝛽 parameter estimates to be inter-
preted similarly to those in standard regres-
sion. An extension of the SEM is the Spatial
Durbin Error Model (SDEM), which does
not include spatial lags of the dependent
variable but accounts for spatial errors and
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spatial lags in the independent variables.
This structure enables the SDEM to provide
clear interpretations of both the direct ef-
fects through the 𝛽 parameters and the in-
direct (spatial spillover) effects through the
𝛾 parameters [1].

The number of workers who are ac-
tively looking for work is shown by a fig-
ure called unemployment [2]. Open unem-
ployment is those who do not have a job,
are looking for work or setting up a busi-
ness, do not have a job and are not look-
ing for work because they feel it is impossi-
ble to get a job, and have not started work-
ing but have a job. One factor that influ-
ences and has a negative impact on the un-
employment rate is the Labor Force Partici-
pation Rate (LFPR).When LFPR increases,
more individuals actively look for work,
which can reduce the Open Unemployment
Rate (OUR) if jobs are available [3]. The
factor of increasing the Pure Upper Mid-
dle Participation Rate (PUMPR) tends to
have a positive impact on reducing OUR in
the long term through increasing skills and
adapting education to labor market needs.
Another factor that is thought to influence
OUR is the Population Growth Rate (PGR)
which can increase pressure on the labor
market, especially if there is no increase in
economic investment that creates new jobs.
The Gender Development Index (GDI) can
influence OUR because gender equality in
the education and economic sectors has an
impact on labor force participation [4].

Previous research [5], using the
SDEMmethod on Human Development In-
dex (HDI) data in Central Java, showed
that the SDEM model met all the crite-
ria for selecting the best model compared
to the Ordinary Least Square (OLS) and
SEM models. In research [6], using The
SDEM method on data on the Percent-
age of Poor Population (PPP) in South Su-

lawesi Province states that the best model
based on the coefficient of determination
is SDEM which is greater than the OLS
model. Other research [7], using the SDEM
method in modeling OUR in East Nusa
Tenggara Province stated that the results of
the comparison of values Akaike’s Informa-
tion Criterion (AIC) from OLS, SEM and
SDEM modeling, shows that SDEM mod-
eling has the smallest AIC value, namely
73.2, so it is good for modeling OUR in
East Nusa Tenggara Province. The spatial
structure of regional economies suggests
that unemployment in a given province may
be influenced by socio-economic factors in
neighboring regions. Labor mobility, inter-
regional investment flows, and policy exter-
nalities often create spatial dependencies.
Prior research has established the relevance
of spatial econometric models for analyzing
such phenomena. Therefore, this study ap-
plies SDEM to account for both direct and
spatial spillover effects. While the SDEM
model has been widely used in regional
socio-economic analysis, the application of
this model to Indonesia’s 2023 unemploy-
ment data across all 34 provinces provides
updated empirical insights that reflect re-
cent economic conditions and broader ge-
ographic scope compared to previous stud-
ies.

This research aims to obtain model-
ing results on OUR data in 34 Indonesian
provinces in 2023 using the SDEMmethod,
as well as to determine the factors that sig-
nificantly influence OUR in 34 Indonesian
provinces in 2023, both through direct in-
fluence from independent variables and in-
direct influences. Directly through spatial
lag.
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2. Materials and Methods
2.1 Linear regression analysis

Multiple linear regression is a statis-
tical method used to examine how one de-
pendent variable is simultaneously affected
by two or more independent variables. This
approach helps in understanding and quan-
tifying the combined influence of several
predictors on a single outcome. Generally,
the formulation of the multiple linear re-
gression (MLR) model can be represented
as follows:

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + +𝛽2𝑥𝑖2 + · · · + 𝛽𝑝𝑥𝑖 𝑝 + 𝜀𝑖 ,
(2.1)

where 𝑦𝑖 is the observed value of the 𝑖, de-
pendent variable 𝛽0 is the regression model
constant, 𝑥𝑖𝑘 is the 𝑘 independent variable
for the 𝑖 observation, 𝜀 with the assumption
𝑁 (0, 𝜎2𝐼) and 𝑝 is the number of indepen-
dent variables [8].

2.2 Spatial analysis
Spatial analysis encompasses all an-

alytical techniques that measure the distri-
bution of an event based on spatial charac-
teristics. Spatial analysis is also related to
spatial modeling, meaning that spatial data
types have two different approaches, point-
based and area-based, each with its own
method of resolution [11].

2.3 Spatial patterns
As explained in [12], spatial patterns

refer to how objects or phenomena are dis-
tributed or arranged across the Earth’s sur-
face. These patterns can reveal whether the
distribution is clustered, dispersed, or ran-
dom, providing valuable insights into spa-
tial processes. One of the key concepts used
to identify andmeasure such patterns is spa-
tial autocorrelation.

According to [13], spatial autocor-
relation evaluates the degree of similarity

or correlation between observations of a
specific variable based on their geographic
locations. In other words, it measures
whether nearby or neighboring locations
tend to have similar values. This concept
is essential in spatial analysis, as it helps
distinguish whether the observed distribu-
tion is influenced by spatial relationships or
merely random variation.

One of the tests in spatial autocorre-
lation is Moran’s I. The following is the for-
mula for the Moran’s I test:

𝐼 =

𝑛∑
𝑖= 𝑗

𝑛∑
𝑗=1

𝑤𝑖 𝑗 (𝑥𝑖 − 𝑥)(𝑥 𝑗 − 𝑥)

𝑛∑
𝑖=1

(𝑥𝑖 − 𝑥)2
, (2.2)

where 𝐼 is the Moran’s index, 𝑥𝑖 and 𝑥 𝑗 are
the values of the variable at locations 𝑖 and
𝑗 , 𝑥 is the mean of the data, and𝑤𝑖 𝑗 is the el-
ement of the spatial weight matrix obtained
from row standardization.

2.4 Spatial Error Model (SEM)
The Spatial Error Model (SEM) is a

spatial model that arises due to the presence
of spatial effects in the error term. If 𝜌 = 0
and 𝜆 ≠ 0, the general form of the SEM
equation is as follows:

𝑦 = 𝑋𝛽 + 𝑢, (2.3)

where
𝑢 = 𝜆𝑊𝑢 + 𝜀, (2.4)

where 𝑦 is the observation data vector for
the dependent variable with a size of 𝑛 × 1,
𝑢 is the error vector from the spatial regres-
sion model with a size of 𝑛×1, 𝜆 is the spa-
tial lag coefficient parameter for the error,
and 𝑊 is the spatial weight matrix with a
size of 𝑛 × 𝑛 [14].

2.5 Spatial Durbin Error Model
(SDEM)

The Spatial Durbin Error Model
(SDEM) [15] represents a spatial regression
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technique that integrates spatial lags of the
independent variables into the analysis. Un-
like the SEM, which excludes spatial lag ef-
fects on the dependent variable, the SDEM
permits spatial lag influences on the inde-
pendent variables while still accounting for
spatial error components.

𝑦 = 𝑋𝛽 +𝑊𝑋𝜃 + 𝑢, (2.5)

Where y is the observation data vector for
the dependent variable with a size of 𝑛 × 1
(OUR), 𝑋 is independent variables (LFPR,
PUMPR, PGR, GDI), 𝑢 is the error vec-
tor from the spatial regression model with
a size of 𝑛 × 1, 𝜆 is the spatial lag coeffi-
cient parameter for the error, and W is the
spatial weight matrix with a size of 𝑛 × 𝑛
is customized contiguity, 𝜃. The vector of
spatial lag parameters for the independent
variables has a size of 𝑝 × 1.

The selection of the SDEM model
over alternatives such as SAR and SEM
was based on the results of Lagrange Mul-
tiplier (LM) tests and the Akaike Informa-
tion Criterion (AIC). The customized con-
tiguity matrix was developed by modifying
the standard Queen contiguity approach to
better reflect inter-provincial economic re-
lationships that are not strictly geographic.

2.6 Estimation of SDEM parameters
The estimation of SDEM parameters

can be performed using theMaximumLike-
lihood Estimator (MLE) method, resulting
in the error term as shown in the following
equation:

𝑦 = 𝑍𝛽 + (𝐼 − 𝜆𝑊)−1𝜀

(𝐼 − 𝜆𝑊)𝑦 = (𝐼 − 𝜆𝑊)𝑍𝛽 + 𝜀

𝜀 = (𝐼 − 𝜆𝑊)𝑦 − (𝐼 − 𝜆𝑊)𝑍𝛽
𝜀 = (𝐼 − 𝜆𝑊) (𝑦 − 𝑍𝛽). (2.6)

To estimate the parameters, the like-

lihood function below is maximized:

𝐿 (𝜆, 𝛽, 𝜎2; 𝑦) = 1
(2𝜋𝜎2) 𝑛

2
exp[− 𝜀𝑇𝜀

2𝜎2 ] .

(2.7)

The log-likelihood equation that can
be used to estimate each parameter is as fol-
lows:

ln 𝐿 =
𝑛

2
ln

(
1

2𝜋𝜎2

)
+ ln(|𝐼 − 𝜆𝑊 |)

− 1
𝜎2 (((𝐼 − 𝜆𝑊)𝑦 − 𝑍𝛽)𝑇 (𝐼 − 𝜆𝑊)𝑦 − 𝑍𝛽).

(2.8)

From this equation, we can calculate
the estimates for each parameter in SDEM.

3. Results and Discussion
3.1 Descriptive statistical analysis

The calculation of descriptive statis-
tical analysis, performed using R software,
is presented in Table 1.

Table 1. Descriptive statistical analysis.
Variable mean Min Max Standard Deviation

𝑦 4,614 2,270 7,520 1,419
𝑥1 69,090 63,510 77,090 3,657
𝑥2 63,890 48,320 76,370 5,920
𝑥3 1,282 0,380 1,690 0,305
𝑥4 91,090 81,640 95,240 3,049

The average Open Unemployment
Rate (OUR) (y) in Indonesia in 2023 was
4.614%, with a minimum value of 2.270%,
a maximum of 7.520%, and a standard
deviation of 1.420%. The average La-
bor Force Participation Rate (LFPR) (𝑥1)
was 69.090%, with a minimum value of
63.510%, a maximum of 77.090%, and a
standard deviation of 3.657%. The Pure
Upper Middle Participation Rate (PUMPR)
(𝑥2) was 63.890%, with a minimum value
of 48.320%, a maximum of 76.370%, and a
standard deviation of 5.920%. The average
Population Growth Rate (PGR) (𝑥3) was
1.282%, with a minimum value of 0.380%,

192



A.M.N. Hayati and S. Mahmuda | Science & Technology Asia | Vol.30 No.3 July - September 2025

a maximum of 1.690%, and a standard de-
viation of 0.305%. The average Gender De-
velopment Index (GDI) (𝑥4) was 91.090,
with a minimum value of 81.640, a maxi-
mum of 95.240, and a standard deviation of
3.049.

The description of the dependent
and independent variables is also presented
through thematic maps of 34 provinces in
2023, created using QGIS software. The
classification on each map was done by
grouping the data into two categories based
on the average value, as shown in the fol-
lowing figure.

Fig. 1. Thematic Map of OUR.

Fig. 1 shows the classification of the
OUR in each province of Indonesia, rep-
resented by different colors; yellow col-
ors indicate provinces with OUR below
the average, while red colors represent
provinces with OUR above the average.
There are 20 provinces with OUR below
the average, South Sulawesi, North Kali-
mantan, North Sumatra, South Kaliman-
tan, Gorontalo, Bengkulu, East Kalimantan,
West Sulawesi, Riau, Jambi, Banten, DI
Yogyakarta, West Papua, East Nusa Teng-
gara, Central Sulawesi, Central Java, Cen-
tral Kalimantan, Southeast Sulawesi, Lam-
pung, and Bali. Meanwhile, 14 provinces
have OUR above the average, DKI Jakarta,
West Java, Riau Islands, East Java, North
Sulawesi, Papua, North Maluku, Aceh,
Maluku, West Kalimantan, South Sumatra,

West Nusa Tenggara, Bangka Belitung Is-
lands, and West Sumatra.

3.2 Analysis MLR
In MLR, a good independent vari-

able is one that has no correlation with other
independent variables. Therefore, multi-
collinearity detection is necessary to de-
termine whether there is a linear relation-
ship between independent variables in the
regression model. The results of multi-
collinearity detection are presented in Table
2.

Table 2. Multicollinearity Detection.

Variable VIF Indication of Multicollinearity
𝑥1 1,005 No Multicollinearity Detected
𝑥2 1,331 No Multicollinearity Detected
𝑥3 1,374 No Multicollinearity Detected
𝑥4 1,760 No Multicollinearity Detected

Based on the VIF values in Table 2,
it can be concluded that there is no mul-
ticollinearity among the independent vari-
ables. This is indicated by the VIF values
of each variable being less than 10, allow-
ing the regression modeling in this study to
include all four independent variables, 𝑥1 to
𝑥4.

MLRmodel formed for modeling the
OUR in 34 provinces of Indonesia in 2023
is as follows:

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + 𝛽3𝑥𝑖3 + 𝛽4𝑥𝑖4 + 𝜀𝑖 .
(3.1)

The estimation results that form the MLR
model are as follows:

𝑦𝑖 = 16, 668 + 0.254𝑥𝑖1 + 0.004𝑥𝑖2
+ 0.164𝑥𝑖3 + 0.065𝑥𝑖4. (3.2)

The simultaneous parameter test
aims to determine the significance of
the parameters on the dependent vari-
able as a whole. Based on the results
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of the simultaneous parameter test, at a
significance level of 0.05, the decision
is to reject 𝐻0. This is indicated by
𝐹𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 = 7.043 > 𝐹0,05:4:29=2.701
or 𝑝𝑣𝑎𝑙𝑢𝑒 = 4.329 × 10−4 < 𝛼 = 0, 05.
Thus, based on the hypothesis test results,
it is concluded that, simultaneously, the
variables 𝑥1 to 𝑥4 significantly influence
the dependent variable 𝑦.

The partial test is conducted on each
independent variable individually to deter-
mine whether a specific independent vari-
able has a significant effect on the depen-
dent variable. The results of the partial pa-
rameter test can be seen in Table 3.

Table 3. Hypothesis testing results.
Variable |𝑍𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 | 𝑍0.025 Decision

𝛽0 |2.033 | 2.045 H0 fails to be rejected
𝛽1 | − 4.941 | 2.045 H0 fails to be rejected
𝛽2 |0.129 | 2.045 H0 fails to be rejected
𝛽3 | − 0.852 | 2.045 H0 fails to be rejected
𝛽4 |0.806 | 1.960 H0 fails to be rejected

Based on Table 4, it is concluded that
𝑥1 has a significant partial effect on y in 34
provinces of Indonesia. This is because, at
a significance level of 0.05, the variable has
a |𝑡 | = 4.941 > 2.405, which is greater
than 2.405. Meanwhile, 𝑥2, 𝑥3𝑥4 do not
have a significant partial effect on y in 34
provinces of Indonesia, as their �t�|t| val-
ues are less than |𝑡 | < 𝑡0,025:29 = 2, 405.

AIC is a method used to obtain the
best regression model. The AIC value for
the MLR model is calculated using R soft-
ware. The AIC value obtained for the MLR
model is 107.280.

The next step is the autocorrelation
test, which aims to determine whether there
is a correlation between errors in the mul-
tiple linear regression model. The autocor-
relation test is conducted using the Durbin-
Watson method. At a significance level of
0.05, the test results lead to rejecting H0
since the obtained 𝑝𝑣𝑎𝑙𝑢𝑒 = 0.044 < 𝛼 =

0.05. This indicates that the error values
in the multiple linear regression model ex-
hibit autocorrelation at the observation lo-
cations. Thus, multiple linear regression
is suspected to be unsuitable for modeling
the OUR data in 34 provinces of Indone-
sia. Therefore, an alternative modeling ap-
proach is required. Consequently, the re-
searcher applies spatial regression to con-
tinue the modeling process.

3.3 Analysis spatial
The contiguity matrix used in the

spatial analysis is the queen contiguity
matrix, which has been modified into a
customized contiguity matrix. A brief
overview of the modified queen contiguity
matrix, now referred to as the customized
contiguity matrix, is presented in Table 4.

Table 4. Queen contiguity matrix and cus-
tomized contiguity matrix.

𝑗
C 1 2 3 · · · 15 16 · · · 34

1 0 1 0 0 0 0
2 1 0 1 0 0 0
3 0 1 0 0 0 0

𝑖
.
.
.
15 0 0 0 0 0 0
16 0 0 0 0 0 0
.
.
.
34 0 0 0 0 0 0

The weighting matrix used is the spa-
tial weighting matrix W, which is derived
from the standardized contiguity matrix. A
brief overview of the spatial weighting ma-
trix W is presented in Fig. 2.

Fig. 2. Matrix customized contiguity.
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The next step in the spatial analysis is
to examine spatial autocorrelation using the
Moran’s Index. The complete results of the
Moran’s Index calculation are presented in
Table 5.

Table 5. Moran’s index value.

Variable Moran’s Index
𝑥1 0.267
𝑥2 -0.003
𝑥3 0.340
𝑥4 0.467

𝜀 RLB 0.345

Table 5 presents the Moran’s Index
values for the independent variables and
error terms. Based on Table 6, variables
𝑥1, 𝑥3, 𝑥4, and the error term exhibit pos-
itive spatial autocorrelation, as all their
Moran’s Index values are greater than (𝐼 >
0). Meanwhile, variable 𝑥2 shows negative
spatial autocorrelation, as its Moran’s Index
value is less than 𝐼 < 0.

The next test performed is the spatial
dependency test. The spatial dependency
test results for the independent variables 𝑥1
to 𝑥4 and the error term are presented in Ta-
ble 6.

Table 6. Dependency test value.
Variable |𝑍𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 | 𝑍0.025 Decision

𝑥1 |1.772 | 1.960 H0 fails to be rejected
𝑥2 |0.162 | 1.960 H0 fails to be rejected
𝑥3 |2.263 | 1.960 H0 is rejected
𝑥4 |3.053 | 1.960 H0 is rejected

𝜀 RLB |2.241 | 1.960 H0 is rejected

It is concluded that the variables that
exhibit significant spatial dependency are
the error term, 𝑥3 and 𝑥4. Since there is spa-
tial dependency in both the error term and
the independent variables, the next step is to
perform the Lagrange Multiplier (LM) test.
Based on the LM test at a significance level
of 𝛼 = 0.05, the test result 𝑠ℎ𝑜𝑤𝑠𝑀𝑒𝑟𝑟𝑜𝑟 =
3.994 > 𝜒2

(0.05;1) = 3.841. Thus, the deci-
sion is to reject H0 indicating the presence
of spatial error dependence.

Considering the results of the LM test
and Moran’s Index test, it is concluded that
the data can be modeled using the Spatial
Durbin Error Model (SDEM). The SDEM
model formulated for the Open Unemploy-
ment Rate data in 34 provinces of Indonesia
for the year 2023 is as follows:

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + 𝛽3𝑥𝑖3 + 𝛽4𝑥𝑖4

+ 𝜃1

34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗1 + 𝜃2

34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗2

+ 𝜃3

34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗3 + 𝜃4

34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗4

+ 𝜆
34∑
𝑗=1

𝑤𝑖 𝑗𝑢 𝑗 . (3.3)

The estimated parameters of the
SDEMmodel can be seen in Table 7. Based

Table 7. Estimation of SDEM parameters.

Parameters Estimation
𝛽0 27.676
𝛽1 −0.219
𝛽2 −0.006
𝛽3 0.387
𝛽4 0.173
𝜃1 -0.060
𝜃2 0.002
𝜃3 -2.129
𝜃4 -0.187
𝜆 0.371

on Table 7, the estimated results form the
following SDEM model:

𝑦𝑖 = 27.676 − 0.219𝑥𝑖1 − 0.006𝑥𝑖2 + 0.387𝑥𝑖3

+ 0.173𝑥𝑖4 − 0.060
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗1

+ 0.002
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗2 − 2.129
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗3

− 0.187
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗4 + 0.371
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗𝑖

(3.4)
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The significance test for the param-
eters of the SDEM model was conducted
using the Wald test. The partial signifi-
cance test result for the parameter 𝜆 at a
significance level of 𝛼 = 0.05 shows that
𝑊𝑎𝑙𝑑 = 6.882 > 𝜒2

(0.05;1) = 3.841. Thus,
the decision is to reject H0, concluding that
there is a significant spatial error effect in
the SDEM model. The partial significance
test results for the parameter 𝛽𝑘 or indepen-
dent variables can be seen in Table 8.

Table 8. Wald test value for parameters 𝛽𝑘 .

Parameter value Wald 𝜒2
0.05;1 Decision

𝛽0 6.261 3.841 H0 is rejected
𝛽1 23.486 3.841 H0 is rejected
𝛽2 0.047 3.841 H0 fails to be rejected
𝛽3 0.441 3.841 H0 fails to be rejected
𝛽4 6.526 3.841 H0 is rejected

Based on Table 8, with a significance
level of 𝛼 = 0.05 and the decision rule to
reject H0 if𝑊𝑎𝑙𝑑 𝛽𝑘 > 𝜒2

(0.05;1) , the Wald
values for 𝛽0, 𝛽1 and 𝛽4 are 6.261, 23.980
and 6.526 Berdasarkan nilai Wald, respec-
tively. Based on these Wald values, the de-
cision is to reject H0 concluding that the in-
dependent variable 𝑘 has a significant ef-
fect on the dependent variable in the SDEM
model. The significance test results for the
parameter 𝜃𝑘 which represents the spatially
lagged effect, can be seen in Table 9.

Table 9. Wald test value for parameters 𝜃𝑘 .

Parameter value Wald 𝜒2
0.05;1 Decision

𝜃1 1.219 3.841 H0 fails to be rejected
𝜃2 0.002 3.841 H0 fails to be rejected
𝜃3 4.349 3.841 H0 is rejected
𝜃4 4.442 3.841 H0 is rejected

Based on Table 9, with a significance
level of 𝛼 = 0.05 and the decision rule to
reject H0 if 𝑊𝑎𝑙𝑑 𝜃𝑘 > 𝜒2

(0.05;1) , the Wald
values for 𝜃3 and 𝜃4 are 4.349 and 4.442.
respectively. Based on these Wald values
H0 is rejected, leading to the conclusion that

the spatial lag parameters 𝜃𝑘 (lag spatial) is
𝜃3 and 𝜃4 have an effect on the dependent
variable.

The AIC value is obtained from
Equation (13). The AIC calculation for
the SDEM model was performed using R
software. The AIC value obtained for the
SDEM model is 104.750, which is lower
than the AIC value of the MLR model, in-
dicating that the SDEMmodel is more suit-
able for this study.

After conducting the SDEM parame-
ter tests, it can be concluded that the vari-
ables influencing OUR from the indepen-
dent variables and spatial lags are 𝑥1, 𝑥4, 𝜃3
and 𝜃4. The spatial error coefficient 𝜆 of
0.371 indicates the presence of spatial er-
ror dependence, or the influence of the lo-
cation of each neighboring province on the
observed OUR variable.

The coefficient for LFPR (𝛽1 =
−0.219) indicates that a 1% increase in
LFPR is associated with a 0.219% decrease
in OUR, suggesting that more labor market
participation reduces unemployment. GDI
(𝛽4 = 0.173) shows a positive direct im-
pact, implying gender equity improvements
may initially increase measured unemploy-
ment due to higher female participation.

The significant negative spatial lag
of PGR (𝜃3 = −2.129) implies that a 1%
increase in PGR in neighboring provinces
significantly reduces local OUR, possibly
due to labor outmigration or job creation in
adjacent regions. GDI’s spatial lag (𝜃4 =
−0.187) similarly suggests positive gender
development in neighboring regions has a
suppressing effect on local unemployment.

4. Conclusion
The results of the Spatial Durbin Er-

ror Model (SDEM) that can be applied to
the Open Unemployment Rate data in In-
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donesia for the year 2023 are as follows:

𝑦𝑖 = 27.676 − 0.219𝑥𝑖10.006𝑥𝑖2 + 0.387𝑥𝑖3

+ 0.173𝑥𝑖4 − 0.060
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗1

+ 0.002
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗2 − 2.129
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗3

− 0.187
34∑
𝑗=1

𝑤𝑖 𝑗𝑥 𝑗4 + 0.371
34∑
𝑗=1

𝑤𝑖 𝑗𝑢 𝑗𝑖 .

(4.1)

The estimation results using the
SDEM model indicate that the factors sig-
nificantly influencing the Open Unemploy-
ment Rate in 34 provinces of Indonesia in
2023 are the Labor Force Participation Rate
(𝑥1) and the Gender Development Index
(𝑥4) for direct effects. Meanwhile, through
indirect effects or spatial lags, the Popula-
tion Growth Rate (𝜃3) and the Gender De-
velopment Index (𝜃4) have a significant im-
pact on OUR.

This study confirms the significance
of spatial effects in modeling unemploy-
ment. Policymakers should consider inter-
regional collaboration to tackle unemploy-
ment. Improvements in education and gen-
der development in one province can bene-
fit neighboring provinces, highlighting the
importance of coordinated regional devel-
opment programs.
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