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Abstract
Two types of noises can exist in an electrical circuit: external noise and internal noise. The

effects of both types of noises in electrical circuits are ignored when using a deterministic differential
equation for their modeling. The deterministic model of the circuit is replaced by a stochastic model by

adding a noise term in both the potential source (external noise) and the resistance (internal noise).

Stochastic models are more appropriate to describe for instance the outcome of repeated experiments.
The noise added in the potential source is assumed to be a white noise and that added in the resistance
is assumtd to be a correlated process. A first-order ordinary differential equation and its stochastic

analogues is used for the DC response analysis of an RC circuit. The first-order differential equation,
which describes the concentration of charge in an the capacitor, is solved explicitly in both the

deterministic and stochastic case. This method gives an explicit relation expressing the sensitivity of
the performance with respect to input parameters and their tolerances so it can be used for design
optimization. Numerical simulations in MATLAB are obtained using the Euler-Maruyama method.

Keywords: RC electrical circuit, ordinary differential equation, stochastic differential equation,
Brownian motion process, Euler-Maruyama method.

1. Introduction
Two types of noises can exist in an

electrical circuit: external noise and internal
noise. Extemal noise denotes fluctuations in an
otherwise deterministic system to which external
forces are applied. An example that has wide
applications in engineering consists of adding a
noise term to the right side of a deterministic
equation. Langevin formulated the first such
model in 1908 to describe the velocity of a
particle moving in a random force field. A well
known example of internal noise in an electrical
circuit is thermal noise, caused by the
discreteness of electric charges [][2]. Many
other types of internal noise in electrical circuits
are: shot noise, low frequency noise, burst noise
etc. [3]. Obviously, at a finite temperature, there
is no dissipative electrical circuit without
thermal noise.

The effects of both types of noises in
electrical circuits are ignored when using a
deterministic differential equation for their
modeling. Random effects due to both external
and internal noise can be included by replacing

the input and intemal parameters in the
deterministic model by random processes.
Random differential equations of this type can
be interpreted as ,stochastic differential
equations, following Ito's basic work in the
early 1940s [a][5]. Solutions of such equations
represent Markov diffusion processes, the
prototype of which is the Brownian motion
process alternatively called the Wiener process

t6l-tel
The literature mainly distinguishes between

sampling and non-sampling methods for the
purpose of stochastic analysis. Sampling is done
with the Monte Carlo method tl0l t l l l
Stochastic information on circuits without
sampling is obtained with Hermite-Polynomia
chaos ll2l. Our method falls in the later
category.

In this paper, the ordinary differentia-
equation and its stochastic analogous, which
describes the concentration of charge in the
capacitor of a RC circuit, is solved explicitly for
both the deterministic and stochastic cases. This
method is based on results from the theory of
stochastic differential equations (SDE) [5]. The
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method is general.in the following sense. Any
electrical circuit which consists of resistor,
inductor and capacitor can be modeled by an
ordinary differential equation in which the
parameters of the differential operators are
functions of circuit elements. The deterministic
ordinary differential equation can be converted
into a stochastic differential equation by adding
noise to the input potential source and to the
circuit elements. The noise added in the
potential source is assumed to be a white noise
and that added in the parameters is assumed to
be a correlated process because these parameters
change very slowly with time and hence must be
modeled as a correlated process (Appendix A).
The resulting SDE is solved by using a non-
Monte Carlo method. MATLAB simulations are
used to verify analytical results.

In the next section, the stochastic calculus
theory is reviewed. Sections 3 and 4 describe the
modeling of an RC circuit using an ordinary
differential equation (ODE) and an SDE,
respectively, and their analytical solution is also
presented. In Section 5, the Euler-Maruyama
scheme is reviewed for the numerical solution of
SDE. Finally, the analytical results obtained in
Sections 3 & 4 are verified with MATLAB
simulations in Section 6 followed by the
conclus ions in  Sect ion 7.

2. Stochastic Differential Equation and

Stochastic Calculus
Consider a SDE;

dX(t1 = t(x(t), t)dt + G(x(r),/)dB(/) ( l)

where f is an r - vector valued function, G is

an nxm matrix valued function, B(/) is an

rn - dimensional Brownian motion process or

Wiener process, and the solution X(/) is an

n-vector process. By a solution X(l) of the

stochastic differential equation (1), is meant a

process X(l) , for all t , in some intervaf [t' f ]
must satisfy the integral equation:

T.

x(/) : X(to ) + Jf (s, X(s))ds
,,, (21

T

+ JG1s, x(s))dB(s)

where X(rn ) is a specified initial value, the first

integral in (2) is an ordinary integral, and the
second integral in (2) is the stochastic integral.
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Stochastic integrals and differential
equations were introduced by Ito [4] and are
being widely used and, hence, are called the Ito
integral. Stratonovich [3] proposed another
representation for stochastic integrals and
differential equations under rather restrictive
conditions, which has a number of advantages in
computational techniques. Using this
representation, we can work with stochastic
integrals in the same way as with the ordinary
integrals of smooth functions, such as
integration by parts and changing of variables.
The Ito integral, however, has a mathematical
expectation which can be written more
concisely. Simple formulas for the transition
from one integral to the other allow at all times
for the selection of the representation which is
most convenient for any particular purpose. In
this section, we only explicitly summarize the
difference and the conversion between Ito and
Stratonovich integrals. More rigorously
mathematical treatments of this issue are given
in Ual-[6].

A. Stochasticlntegrals

Let  /u  < t ,  3  " '  l tn  =7 be a par t i t ion of
.  r  - l  / .  \

the in terval  f  0 .  /  I  and d,  = l r l?X( l ,  -  I ,  t  I .

Definition l: The Ito integral
T

JC1r, 
x1r;;an(s) is defined as the limit in the

quadratic mean (qm)
T

Y, (t) = JC1r, X1';1an1';
I o

d e f  q m - l i m  n

=  dn  - - )  o )c1x ,  , , t ,  r ) (8 , ,  -  8 , ,  ,  )  ( 3 )
i = l

If the integrand G is jointly measurable and
T

Jr1lc1r,x1s)) l ' �)ds < oo (4)
I 0

then the l imit  in (3) exists t14l [15].  I f  G
satisfies, instead of (4), the weaker condition
T

Jlc t t ,x{ t ) )  l t  , l t  <ct t  ,  a lmost  sure lv-  (5)

the stochastic integral in (3) is defined as the
hmit in probabili4t.
DeJinition 2; The Stratonovich integral is
defined by :
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r, (r) = Jc1", x1";;ar1";
t0

der qm-r im - \  (  X,  + X,  )=En rO)Gl  - t f  ' t , - '  l (8 , ,
i = l \ 4 )

" ' -  - :  ( r ) . r ) + ] t '  t 1  .x . ( r ) = x , ( r o ) +  J , t r r x  2 _ t = , _ ^ _ ,
(G, ,  (X , ( r ) .  r ) ) rG* , (X , (  r ) . r l )d r

-B', , ) +(1)f c(x ,(r),r)dB,
( l  l )

(6)
In addition to the conditions on the

existence ofthe Ito integral, it is required for the
existence ofthe Stratonovich integral in (6) that
the G(X(t),t) function be continuous in / and

have continuous partial derivatives with respect

to X,  [3 ] - [6] .
Under the existence of (6), Stratonovich

[13] provided the connection between these two
stochastic integrals by :
Y,0) : Y, (/)

l T - ,  ,  ( 7 )
* l  [ IT (c -  rX  . s ) )  c , , (X " , svs  \ '  I

) J - ? ^ ? \-  t  l = t  K = t

where the n-vector (G,^ ), is the /th column

of nxm matrix G,, \ae ,f axr). To

clearly illustrate these integration concepts, the
simple example in [13] using a one-dimensional

FT

stochastic integral 
l,.w(s)dw,,is 

considered.

Example 1. By using (3), we have [9]:
T
|  ,  .  )  )  ,  l ^y tQ) :  lw (s ldw ,  

= (w i  -w i , ) f  2 - (T  - to ) r2
,o

(8)
By using (6), we have [9]:

T
'  r  ?  - r r , 2 \ l )  { g t/ ,  (1)  = 

lw(s)dw, 
= (w,  , . , , ,  t t  -

r0

which aan be also obtained by a direct
integration by parts just as for ordinary integrals.

Since stochastic integrals can be computed
in two distinct ways, there are two different
solutions, Ito and Stratonovich solutions to (2),
and hence to (l). However these two different
solutions can be converted into each other by
using simple formulas [13] of :

r r .  I

x , ( r )  =  X , ( /n )+  |  [ r1x , ( r ) , r )  -+ t -  t "
J , ' -  2 z - / i = l / - / I - - l

. (G,,  (X,  ( r ) , ) ) ,G r , (X,(r) , )pr
d

+  ( S )  I  G ( X /  (  r \ , r l d B ,

or

where the last integrals of right side of (10) and
(11) are Stratonovich and Ito integrals,
respectively. From (10) and (1 l) the
Staratonovich differential equation:

(  1 ^ n  )
d x . = l  r - - I F r c  t  G , , l d r + G d B .,  |  , l u u .  \ r  r  " r  I

\  
z / = l r = l  

)
/r2)

corresponds to the Ito differential equation

dX ,  = fd t  +GdB,  (13 )

where ) ' , l i= , {c*) rc* ,  is  the so-cal led

correction term.

B. Interpretation
The paradox of obtaining two different

stochastic processes as solutions to the same
stochastic differential equation arises from the
pathological nature of white noise. Since all
sample functions of a Wiener process are
nowhere differentiable and of unbounded
variation, and hence, are not smooth, we can not
interpret the Ito integral as an ordinary
Riemann-Stieltjes integral. Therefore, Ito
calculus does not conform to the rules of
ordinary calculus, which can be easily seen in
example 1. The correction term is due to the fact

that dB, is always independent of 8,, and, dBi

is approximately dt .
In contrast to the above Ito description, in

(l) the white noise driving term is considered as
an approximation of a very wide band but
smooth colored process. The differential
equation can be solved exactly for each sample
function of the smooth process using classical
calculus. As driving noise approaches white, the
solved process does converge to the solution in
the Stratonovich sense. Thus, the rule of
ordinary calculus can be applied to a
Stratonovich equation. However, if the noise in
SDE is not state multiplicative, i.e., G in (l) is
independent of states, and only a nonrandom
function of time t , the correction term
disappears, which can be seen from (10)-(13).
That is, Ito interpretation and Stratonovich
intemretation coincides.

(10)
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The process defined by the Ito integral in (3)
is a Martingale, i.e., the conditional

expec ta t i onE lY ,  lY , , r  ( s< l ]= { ,  wh i l e  t he

Stratonovich integral { (l) is not. This property

provides the expectation computation advantage
for an Ito equation, which is very convenient for
theoretic moment stability analysis. Moreover,
because of more restrictive conditions on the
existence of Stratonovich integrals, an Ito
equation is suited for more general applications
than a Stratonovich equation.

3. Deterministic Modeling of an RC

Circuit
Let QQ) be the charge on the capacitor and

V (t) be the potential source applied to the input

of a RC circuit. Using Kirchoff s second law,

: - o f t \
L ' 1 t 1 =  l ( r ) R + = : -  ( 1 4 )

L

and since IQ) = a91,114, , the following
equation holds:
RQ'Q)+ C- 'QQ)  =V( t )  (15)

or

Q 'Q)+  (RC)- 'QQ)  =  R tVQ)  (16)

lf V (t) is a piecewise continuous function,
the solution of the first order linear differential
equation (16) is:

(  l7 )

0 1 0.3 0.9o.2 0 4  0 . 5  0 6  0 7
I

where p(0) is the initial charge stored in

the capacitor.

4. Stochastic Modeling of RC Circuit
The resistance and potential source may not

be deterministic but of the form :

R ' = R + " n o i s e " = R + a w ( t )
and

( 1 8 )

V'  ( t )  = V( t )  +"noise"  :V( t )  + BNr( t )  (19)

where w(l) is a zero mean, exponentially

correlated stationary process, and N, (l) is a

white noise process of mean zero and variance
one, and a, B are nonnegative constants,

Fig. 1 Brownian motion process B, (l)

0 6

0.4

-0
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Fig. 2 Brownian motion process B, (l)

known as the intensity of noise. Their
magnitudes determine the deviation of the
stochastic case from the deterministic one. The

correlated process w(t) , sometimes called

colored noise, can be generated by a linear
stochastic differential equation forced by white
noise. which is given as:

d,{t) = -pw(t)dt + o@B,(t) (20)

where B, (l) is a Brownian motion process with

unit variance parameter, P,o > 0 are fixed

constants and wo - N(0,o2 pf 2) is

independent of B, (l) . As we explained in

section 2, (20;) is the same in the Ito and
Stratonovich sense (since the coefficient of

dB,(t) is nonrandom), and can be manipulated

by formal rules as if Bt(t) were continuously

differentiable. Therefore equation (20) can be
rewritten as:

4

-0

Q(t\ =0(o)"-e[-#)

.*i.*(-?)nu,'"

,,o 1,ii;ri'

,  , i ! ' 1 n r
,,*1i 

- 'n,

, l  \
,li' i
j

it't
1

r i  Ir*i
I

+ J
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dw(t\

dt

where 1y', (r) is a zero mean, white Gaussian

noise with E[Nr (/)Nr G)]= 5(t - r) . The

correlation function of w(t)

isR.  ( r )  :  o2 1e-o '  For  large values of" 2

p,w(t) is a wide-band process that

approximates white noise. Substituting (18) and
(19 )  i n  (15 ) ,  we  ge t :

(n + aw(t))Q' Q) + C' QQ) = v (t) + BN,(t)
(22)

or
dQV) QU) v(t)

dt  C(R+aw(t))  R+aw(t)

, BN^t) 
Q3)

R + rxw(t)
or

O(t)
d O ( r \ : -  ' ' ' '  d t

C(R + dw(t))

v ( t )  ,  BdBr ( t )  
Q4)

-r  dt+
R+aw( t )  R+aw( t )

where dBr(t) = Nz(t)dt and Br(t) is the
Brownian motion process, independent of
B,(r) . Writing equations (20) and (24) in
matrix-vector form, we obtain :
dx(t) : A(t)x(t)dt + z(t)dt + K(/)dB(/)

(2s)
where

/wf f ) )
X ( r ) : l  I

\Qttt l

(- nw(t)
A(1 )= l  o

\

( 8 , ( r ) \
B ( r ) = l  I

\ 8 , ( / ) ,
The analytical solution of (25) is a
process.

X(r) = exp(ar){x1o;
, .  _

+ Jexp(-As l l4slas + K(s)dB(s)])

(30)

random

If E[X(0)Xr (0)] < - , the expectation

t[X(l)] = M(/) is the solution of the ordinary

differential equation:
riM(t\ = AM(r)  + EIZ(r \ l  (32)

dt
Taking the expectation of (3 1), we get:
EIX(/)I = EIX(g)Iexp(Ar)

+ [exp(A(r - s))E[z(s)lds 
(33)

;
for every / > 0. If the random variable X(0) is

constant then the expectation of the stochastic
solution is equal to the deterministic solution of
the circuit. The tunction M(/): E[X(/)] is

independent of the fluctuational part of the SDE.

5. Numerical Solutions of SDEs
The Euler-Maruyama numerical method is

used for the simulation of X(r) [5]. The Euler-

Maruyama scheme is based on numerical
methods for ordinary differential equations.

Let the stochastic process X,,t, < t < T

be the solution of the scalar SDE with M
Brownian motion processes,

M

dx, = f (X ,,t)dt +Zs, (x,,t)dB,j e4)
j = l

with an initial value X ,n = X o. Let us consider

an equidistant discretization of the time interval

I  n  =  ! o  +  nh ,  whe re  h  =  (T  -  r o ) f  n  =  t  n , t  
-  l n

t n - l

: 
)a, 

and the corresponding discretization of

the Brownian motion process
t , , t

LB!, = B,',., B;i, = 

,)dB! 
. to be able to

apply any stochastic numerical scheme, first one
has to generate, for all j, the random

increments of the Brownian motion process .Br

( 3  1 )

C(R + dw(t))

(26)

I ,,,,
)

z1r1=[ ,?,, I
tR.  - " ( r ) l
(op o )K( / )= l  o  P  I
I  R + a w ( t ) )

and

(28)

(2e)
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E l l x ,  -  x i n <  K h l  / z e ( 0 , d )
where the numerical solution is denoted by

The Euler-Maruyama scheme converges
1 /

strongordsr y:  /Z

(36)

xi
with

Fig. 3 The deterministic solution and sample
path of the stochastic solution with
stochastic resistance and stochastic
potential source (noise intensity
a  = l , F : l ) .

as independent Gaussian random variables with

mean EfLBll = 0 and Et(LB;;'l: h.
The Euler-Maruyama scheme for this SDE has
the form:

M

x  n , t  =  x , ,  +  f  (x , , t , )h+ lg ,  {x , , , t , )LB1

(35 )
For measuring the accuracy of a numerical
solution to an SDE, we use the strong order of
convergence. A stochastic numerical scheme
converges with strong order y, if there exist real

cons tan ts  K>0  and  d>0  [5 ] , so tha t :

Fig. 4 The deterministic solution and sample
path of the stochastic solution with
stochastic resistance (noise intensitv

a : l \ .

2 5 _

2 -

1 5

Fig. 5 The deterministic solution and sample
path of the stochastic solution with
stochastic potential source (noise
in tens i tY  P : l ) .

6. Simulation Results
The Brownian motion processes that we

use for the simulation of the stochastic solution
are shown in Fig. I and Fig. 2. Assume
R = 1 0 O ,  C = 0 . 1 F ,  V ( t ) = V  = 2 0 V ,  a n d

X(0) = 0 .The results of the stochastic solution

of the circuit with both stochastic resistance and
stochast ic  potent ia l  source (a=7,B=l)  is

shown in Fig. 3. A random behavior which
depends on the intensity of noise is observed in
Fig. 3. If the resistance is modeled as a
superposition of mean value plus a zero mean
correlated process, then an impact on the DC
response is observed in Fig. 4. A random
behavior is observed in Fig. 5, if the potential
source is modeled as a superposition of mean
value plus a noise, where the noise is modeled
as a white Gaussian noise.

7. Conclusion
We have seen that deterministic models are

alvi'ays accompanied by stochastic ones, which
arise whenever we plug in random variables.
These stochastic models are more appropriate to
describe, for instance, the outcome of repeated
experiments. This paper shows an application of
the Ito stochastic calculus to the problem of
modeling a series RC electrical circuit, including

a l
1 :

I
l

I
0
0 5 0

o

l

0

..-,.",. .. ' l
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both analytical and numerical solutions. The
stochastic model is obtained from the
deterministic model by adding noise in both the
potential source and the resistance. The noise
added in the potential source is assumed to be a
white noise and that added in the resistance is
assumed to be a correlated process. The
resulting SDE is solved using a non-Monte
Carlo method. A monte Carlo method does not
give explicit relation an expressing the
sensitivity of the perfoffnance with respect to
input parameters and their tolerances. So, our
method can be used for design optimization.

Appendix
A. Generalization o./ the Method

Consider a linear circuit that is built out of
resistors. capacitors and inductors. v(f) is the

input pr6cess and ,t(t) the output process. r(t)

satisfies the differential equation :
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by formal rules as if Btft) were continuously

differentiable. Therefore equation (39) can be
rewritten as:

dw,( t \ -  -  p , w , ( t l  +  o , P ,  N  , ( t )  ( 4 0 )
dt

where ly', (l) is a zero mean, white Gaussian

noise wi th EIN tQ)N tG) l= 6( t  -  r )  .  The

correlation function of w,(t)

isR, .  ( r )  = o, t  4e 
"  '  For  large values of' 2

(37)

The parameters Qt .a. , " ' ,au are tunct lons

of the circuit elements. These parameters
become random variables if they are influenced
by random parameters such as surrounding
temperature. These parameters, with the random
variations can be written as :

u )  =  a ,  +  a ,w , ( t )  ( 38 )

where w,(/)s are zero mean exponentially

con'elated processes and a, s are nonnegatlve

constants known as the intensity of noise. Their
magnitude determines the deviation of the
stochastic case from the deterministic one. The

corelated proccss u', (t) , sometimes called

colored noise, can be generated by a linear SDE
tbrced by white noise [9].
t h r , ( t )  =  -p r | | iQ )d t  +  o ,p ,dB , ( t )  1<  i<  n

(39)

where B,(l) is a Brownian motion process

with unit variance parameter, p,,o,>0 are

f i red constants and w,(0)  - -  1V(0.  ot  p,  f  21 ; t

independent  of  B,  ( t ) .  As we cxpla ined in

section 2. (39) is thc same in the lto and
Stratonovich sense (since the coefficient of

dB (t) is nonrandom). and can be rnan:ipulated

process that

X(t) be the state

r, (/) '  .  .x,, (/) l '
(41)

If the potential source is modeled as a
superposition of mean value plus a white noise,
then this state vector satisfies the following
S D E s :
dw, ( t ) :  *p twt | )d t  +  o ,p ,dB, ( t )

dw,,( t)  = |  p, ,* , , ( t )dt  + o, p,dB,(t)

dx,( t)  = x.( t)dt

dxr(t) :  x1ft)dt

:
dx,,  , ( t )  = x, ,( t )dt

clx, ,  ( t  )  = -bi  r , ,  ( t )  + al  x, , ,  (  t  )  + '  "  + ai ,  x,  f t  \pt

+ v(t)dt + BdB(t)

p,,w(t) is a wide-band

approximates white noise. Let

vector, which is defined as :

X(r) :  [w, (r) ]r:  (/).  .  .w,,(t)
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