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Abstract
A workflow is a business process automated by computers. The instance of workflow is called case.

Companies need to refine their current workflows in orderto adapt them to meet various requirements. The

change of a current workflow is called dynanric change of the workflow. E,llis et al. have proposed three

change types, Flush, Abort, and Synthetic Cut-Over (SCO) , in I 995. As a remarkable change type, Sadiq

et al. has proposed Migyate. Migrate is a change type that changes the workflow definition immediatell.

and minimizes the reprocessing of cases. A workflow can be modeled as a Petri net, called workflow net.

The workflow net model ofMigrate has been proposed. Furthermore the method oftransferring cases from

an old workflow to a new workflow is also proposed. In this paper, we are to do the performance evaluatton

on change time for dynamic changes of various and complex workflow nets by Migrate. Change time is

a measure for evaluating dynamic changes quantitatively. We first propose operations to change workflow

nets, called change-operations, and a method of generating various and complex workflow nets by usi ng

the change-operations. Then we propose a method of computing change time for dynamic changes by

Migrate. Applying the computation method, we do the performance evaluation on change time for

dynamic changes of 270 generated workflow nets by Migrate. Furthermore we compare Migrate with Ellis

et al.'s three change fypes.
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1. Introduction
In most of office businesses, information is

generally computerized and handled through
computer networks in recent years. As a core
technology to support the businesses in next
generation, workflow management systems llf
have been receiving increasing attention. A

workflow is a business process automated by

computers, and workflow management systems

are systems to realize managing and automating

the flow of work. The instance of workflow is

called case. Introducing the workflow
management system has the advantage of
reduction of waiting time, prevention of human
error and work progress that is easily understood.

In order to adapt to new technology, demand

in market, and amended laws, companies need to

continually refine their workflows. To change the
current workflows with the system running is
called dynamic change of the workflow. In the
current environments changing quickly, it is very
important factor to change workflows
dynamically. There are cases in change region
when a dynamic change of a workflow is required,

then it causes a troublesome problem: how do we

handle the cases? Dynamic change may cause

dynamic change bugs l2], which are errors caused

by dynamic change which included some tasks
being skipped. It is necessary to use the dynamic
change type that does not cause dynamic change
bug.

Some studies have been addressed on the

dynamic change ofworkflows [3,4,5,6]. Ell is etal.

[3] proposed three types of dynamic changes,
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Flush, Abort, and Synthetic Cut-Over (SCO) that

are modeled by Petri nets and keep consistency of
workflows in 1995. Performance evaluations on

change time [7] and transient time [8], which are

measures of evaluating dynamic changes
quantitatively, have been done to these three

dynamic change types, and the following results
are obtained.

. SCO is the best of them all.
r Abort is better than Flush unless the arrival

interval of input cases is short.

As a remarkable change type, Sadiq et al. [4]
proposed Migrate dynamic change. Migrate is a

change type that changes the workflow definitions
immediately, and minimizes redoing works for

running cases. Sadiq et al. gave the concept of

Migrate, but did not give a formal model of

Migrate. Then, in [5], we proposed the formal

model of Migrate and how to map cases from the

old workflow to the new workflow. Here, it is

necessary to do the performance evaluation of

Migrate. It is our purpose to do the performance

evaluation of Migrate on change time and

compare Migrate change type with Ellis et al.'s

change types.
To do the performance evaluation, we need

complex and various types of examples of

dynamic changes. In this paper, we propose a

method of generating such workflow nets after

change. First we propose basic operations to

change workflow nets, called change-operations.
Then we apply them to change old workflow netto

new workflow net. After that we present a method

of computing change time of Migrate based on the

already proposed Petri net model. Finally we

applythese methods to 270 examples generated by

using change-operations, and show experimental

results. From the experimental results, we

evaluate Migrate dynamic change by comparing

with Ellis et al.'s three change types.

2. WF-Nets and Dynamic Changes
A workflow is a business process automated

by computers. Plural people are engaged in the

work, and flow of work is a series, parallel, or

mixed structure of them. A unit of work within

workflow is called an activity, and an instance
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running in accordance with the definition of
workflow is called a case. In general, there are
many cases which are handled according to the
same workflow definition. These cases are
handled in the order of First-In First-Out (FIFO).

2.1 Workflow Net
A workflow modeled by Petri net is called

workflow ner (WF-net) [9]. In this paper, we use
extended WF-net by introducing time in order to
do time-dependent analysis. The extended WF-net

is defrned as follows:

Definition 1: A timed WF-net is atimed Petri net

TPN = (P,T,A,D) which satisfies the
following:

(i) P is a set of places, Z is a set of
transitions, I isasetofarcs,and D isa

set of the delay-time of transitions.
Furthermore, d is a mapping from each
transition t, to delay-time d, .

(ii) ZPN has one input (source) place p,

and one output (sink) place Pn.
(iii) Every place and transition is located on a

path from pt to po.

In WF-nets, a place, a transition, an arc, and
a delay-time of transition represent state of
process, an activity, a flow relation, and the
processing time of the activity, respectively.
Further, a token represents a case. To simplifu our
performance evaluation, this paper assumes that
WF-nets are acyclic marked graphs, and the

arrival interval d- of input cases is constant and

not less than pry{d,} . To express branch and
d , e D

merging of process, in this paper, we introduce
split transition and join transition which have no
delay-time, respectively. Split and join transitions
are denoted by bars "1" in figures.

As an example, we show the WF-net model of

the workflow for the bank loan business process,

shown in [10], in Fig.l(a). When a customer

applies for a loan, a new case is generated. After

that, a person in charge checks the contents, and

registers the case. Then the round robin for the

case is created, and the incidental documents are

created based on credit investigation and security

investigation of an applicant in parallel. Then a

branch office, a head office, and officer
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Figure 1. Dynamic change of the workflow forthe bank loan business process

examination perform based on the round robin and

the incidental documents, and the case is

approved.

2.2 Dynamic Change of Workflows

In terms of WF-nets, a dynamic change is to

replace a subnet N ad = (P" ,7" , A" , D" ) in the

original net with a new subnet

N n", = (Pn ,T' , A' , Dn ) , which results in anew

net [7]. ly',,,, is called old change-region, N,",

is called new change-region.In N n", and N,,p,

places, transitions, arcs, and delay-times are

generallydifferent,but p, and po arecommon.

The change types treated in this paper are as

follows:

( l )  F lush
No,, is replaced by N n,* later after all tokens in

N,,,u are outputted to p,, . Tokens newly arriving

at p I are kept waiting until the replacement of

N,u by N,", finishes.

(2) Abort
N,,,, is immediately replaced by Nno*, and all

tokens in No,, are put back to Pt Then all

tokens including newly arriving ones are handled

in  N r " * .

(3) SCO (Synthetic Cut-Over)

-N',,, is immediately added to the original net

without removing N,,,u. Tokens newly arriving at

p t can only go through N n"* . N nu is removed

after all tokens on N,,,u are outputted 1o Po .

Therefore, after the dynamic change is required,

both N,,,, and N,", existforsometime. Further,

the tokens handled according to N n". cannot be

outputted to p,, until all tokens in No,u are

outputted to p6 , because all tokens are handled in

the order of FIFO.

(4) Migrate
ly',,,, is immediately replaced by ly',", The

transitions which fired in ly',,,, are treated as fired

in N,", and cases are transferred to the suitable
places of ly',u* , which make redoing the activities

minimum. Then all tokens including newly

arriving ones are handled in N,", [5].

As an example, we consider a dYnamic

change ofthe workflow for the bank loan business

process mentioned above. Here we suppose that

the bank decides to add an activity of checking

round robin after creating and to perform credit

investigation and security investigation in parallel.

Figure 1(b) shows the WT-net model after the

dynamic change of the workflow.

pi tl pi,l

(>tl*o
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2.3 Change Time
When dynamic change is required, there most

probably exists tokens in the change-region No,, .
These tokens must be handled according to either
l{o,u or y'y',,, Because all tokens must be
handled in the order of FIFO, the waiting time
occurs before the token newly arrivingat pr is
outputted to p,, af\er dynamic change is required
Such a waiting time is called change time l7l. ln
order to simplify our performance evaluation, we
assume that time needed for the removal of ly',,,,
and the addition of .N,n, is 0, because these times
are the same for any dynamic changes. The
definit ion of change time is given as follows:

Definit ion 2t Let T ,, , T n,,, and Arn.,",, be time
when the first token is inputted to p, af\er a
dynamic change is required, t ime when the token
is outputted to p 6 , and the minimum period for a
token to move from pt to P. in Nn"* with no
waiting time, respectively. Change time 7 is
given by T = (T p,, - T ,, ) 

- Lr ,,",, .

3. Generating Changed WF-nets
In this section, we propose a method of

generating examples of dynamic change of
WF-nets in order to do the evaluation experiment.
In our experiments, we should have more complex
and various changes for an example of dynamic
change ofworkflow. Changing WF-net, in general,
we apply some operations to old WF-net, and
obtain new WF-net. Here, we call a set of basic
operations added to old WF-net change-
operations, and propose change-operations by
which most changes of workflows can be

expressed in combinations repeatedly.
The primitive operations applied to workflow

nets are only four: addition of node (place or
transition), deletion of node, addition of arc, and
deletion of arc. Any change can be realized by
repeatedly combining the primitive operations. As

the operations that may be frequently applied to an
old workflow, we propose change- operations that
are taken in the view ofseries and parallel and are
combined with these primitive operations. The
change-operations proposed in this paper are as
follows:
Opl: Sequential insertion of activity.
Op2: Parallel insertion of activity.
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(a) a subnet of old WF-net

p'

(b) the new subnet

Figure 2. Sequential insertion of activity.

Op3:  Delet ion of  act iv i ty .
Op4: Replacement of activity.
Op5: Sequential exchange of activit ies.
Op6: Parallel exchange of activit ies.
Op7: Parallelization of activit ies.
Op8: Serialization of activit ies.
Op9: Addition of order-relation between
activit ies.
Op10:Delet ion
activit ies.

Change of most workflows can be realized by
combinatively applying the above change-
operations repeatedly. Of course, after applying
change-operations, the changed nets must keep
the consistency of WF-nets. Because WF-nets
after applying change-operations must be acyclic
marked graphs, split transitions and join

t ransi t ionssuchasor ( l  t '  l>2or  |  
' r  

l>  2)  must
be excepted from target ofapplying operations.

We apply change-operations to an old
WF-net N ora : (P" ,To , A" , D" ) , and obtain a
new WF-ne t  N r *  = (Pn ,T ' ,An ,D ' )  The
formal definitions of each change-operation are
given in the following. Here, examples of
applying the change-operations are also
illustrated.

( 1 ) Sequential insertion of activity
"Sequential insertion ofactivity" is to choose one
place p' in No,u,andconnectnewtransition / '
behind p' if p' * po, otherwise connect /' in
front of p' . The formal definition is as follows.

Definit ion 3: Let p', l '  be any place in No,r,
transition added newly, respectively. After
applying "Sequential insertion ofactivity", N n*
is as follows. (See Fig.2)

of order-relation between
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( i ) i f  p '  +  p o ,
P '  =  P ' '  w { p ' l ,
T n  = 7 "  u  { / ' } ,

p- p^-c-
(a) a subnet of old WF-net

(b) the new subnet

Figure 3. Parallel insertion of activity.

An  =  A "  w  { (p '  , t ' ) , ( t .  ,  p .  ) }
v  { ( p . , t ) l  t  e  p ' ' }  -  { ( p ' , t ) l  t  e  p ' ' } ,

Dn = Do w {d'}, d- =D(t').

( i i )  i f  p '  = pr , ,
P n  =  P "  u { p - } ,
T n  = T "  u { / ' } ,
An  =  A "  w  { (p r  , t -  ) , ( i  ,  p ) }

w  { ( t ,  p '  ) l  t  e '  p u }  -  { ( t ,  p ) l  t  e '  p n } ,

Dn = Do w {d'), d- =D({).

(2) Parallel insertion of activity
"Parallel insertion of activity" is to connect new
transition I ' to sub-WF-net N',,,u in parallel. The
formal definit ion is as follows.

Definit ion 4:Let N',,,u, t. beanysubnetin N,11 ,
transition added newly, respectively. Further, p',,

pi, is the input place, the output place of N'",u,
respectively. After applying "Parallel insertion of
activity", -ly',,, is as follows. (See Fig.3)

pn = p"  v  {p i  ,  p i ,  p i ,  por t ,
T' = T" w 1i , t i , t l \ ,
A '  =  A"  w  l (p ' , , t : ) ,Q : ,  p ) ,Q : ,  p ; ) ,@i , i  ) ,

( i  ,  p) ,@i , i , ) , (p ; , t ' , ) , ( t ' t ,  p) \
u  { (p , , t )  l  r  e  p ' ;  )  w  { ( t ,  p ) l  t  . '  p | , 1
-  { ( p ' , , t ) l t  .  p i ' }  -  { ( t , p ' , , ) l t  e ' p L } ,

Dn = Do w {d. ,di,d)},  d- = D(t ') ,

d: -- D(t:) = o, d; = D(t;) = o.
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(3) Deletion of activity
"Deletion of activity" is to delete any transition I'
in N ",u. The formal definit ion is as follows.

i

(a) a subnet of old WF-net

(b) the new subnet

Figure 4. Deletion of activity.

Definition 5r Let /' be any transition in N,,,u .
After applying "Deletion of activity", -Ay',", is as
follows. (See Fig.4)

( i ) i f  p o  e t ' ' ,
P '  =  P o  - t ' '  ,
T ' = 7 "  - { t ' 1 ,
A n  =  A "  v  { ( p , t ) l  p  e '  t ' , t  €  ( / " ) ' }

-  { ( p , t ' )  |  p  e '  t ' }  -  { ( t ' ,  p )  |  p  e  t ' '  \
-  { ( p , t ) |  p  e  t ' '  , t  €  ( / "  ) ' } ,

D'� = D' - {d'�>, d' = D(t').

(i i) i f po e t ' '  ,
P '  =  P o  - ' t ' ,

T '  = 7 "  -  { t ' } ,
A '  =  A "  v { ( t , p o ) l t  e ' ( ' t ' ) }

-  { ( r ,  p )  I  t  e '  ( ' t ' ) ,  p  e '  t ' \
-  { ( p , t ' )  |  p  e '  t ' )  -  { ( t ' ,  po ) } ,

D' = D" - {d'�}, d' = D(t').

(4) Replacement of activity
"Replacement of activity" is to replace any
transition t ' in No,u withnewtransition / '. The
formal definition is as follows.

Definition 6:Let t' , I" be any transition in No,, ,
new transition added instead of /', respectively.
After applying "Replacement of activity", N n"n
is as follows. (See Fig.5)

P '  =  P " ,
T '  = T "  u { / ' } - { / ' } ,
A "  :  A "  w  { ( p , t .  ) l  p  e ' t ' } w  l ( t .  ,  p ) l  p  e  t ' ' }

-  { (p , t ' )  |  p  e '  t ' }  -  { ( t ' ,  p )  |  p  e  t ' '  l ,
Dn = Do w {d'} -  {d'},d'  = D(t-),d'  = D(t ') .

A)



(5) Sequential exchange of activities
"Sequortial exchange ofactivities" is to replace
the positions of two transitions t', and t', in
1y'o,, which have order relation. The formal
definit ion is as follows.

(a) a subnet of old WF-net

t

ffi
(b) the new subnet

Figure 5. Replacement of act ivi ty.

(a) a subnet of old WF-nel

(b) the new subnet

Figure 6. Sequential exchange ofactivit ies.

Definition 7: Let ti and t', be any transitions in
N,,,, . Here, ti and t, are different transitions
and there exists at least one path from t', to t, or
from t, to ti . After applying "Sequential

exchange of activities", N,n, is as follows. (See

Fig.6)

P '  =  P n ,
T n  = 7 " ,

An  =  A "  w  { (p , t r ) l  p  e ' t i } v  { ( t r ,  p ) l  p  e  t i ' }
v  { (p , t ' , )  |  p  . '  t ' r \  w  { ( t i ,  D  I  p  e  t  r '  \
-  { ( p , t )  |  p  e '  t i \  -  { ( t ' , ,  p )  |  p  e  t ' , '  }
-  { (p , t r ) l  p  e '  t r )  -  { ( t i ,  D  I  p  e  t i '  } ,

D n  =  D o .

(6) Parallel exchange of activities
"Parallel exchange ofactivities" is to replace the
positions of two transitions t" and t', in N o,u
which have no order relation. The formal

definition is as follows.
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(a) a subnet of old WF-net

(b) the new subnet

Figure 7. Parallel exchange of activit ies

Definit ion 8: Let l j  and /j be any transitions in

N,,,, . Here, t', and t', are different transitions
andthereexistsnopathfrom ti to t ' , andfrorn l!
to t', . After applying "Parallel exchange of
activit ies", 1y',", is as follows. (See Fig.7)

P n  =  P " ,
' f n  -  T "

A '  =  A "  w  { ( p , t r )  l  p . '  t }  v  { ( t y  p ) l  p  .  t i ' }
v  { (p , t )  |  p  e '  t r \  v  { ( t i ,  D l  p  e  t r '  \
-  { (p , t ) l  p  e ' t i }  -  { ( t ' , ,  p ) l  p  e  t ' , ' }
-  { (p , t r )  |  p  e '  t r l  -  { ( t ' r ,  p )  |  p  e  t  r '  } ,

D n  =  D o .
(7)  Paral le l izat ion of  act iv i t ies
'?arallelization of activities" is to connect in
parallel two sub-WF-nets connected in series
N'.,u, and N',,,u, in N o,, . The formal definition

is as follows.

^(;",

(a) a subnet of old WF-net

It'

Figure 8. Parallelization of activities.



Definition 9t Let N',,r, and N',,,u, be any
sub-WF-net in N o,u so that output place of y'y'1,,r'

and input place of l,'l'o,u, are the same place,

denoted as p'u. Furthermore, let p', and p'r, be
input place of N',,,0, and output place of lttr'",.r,
respectively. After applying "Parallelization of
activities", -Iy',", is as follows. (See Fig.8)

P' : P" w {pi , p), pi},
T "  = 7 "  u 1 r j , r , 1 ,
A '  =  A"  v  l (  p "  . r i  t .  t r ,  .  p i  ) .G. -  .  o ; \ . (  p ' ,  . t ' , ) .

Y r 2 .  -  - - -  - -  -  - -  -  -  -  - -  -  - -  - -

I( 'u'

(a) a subnet of old WF-net

(b) the new subnet

Figure 9. Serialization of activities.

(p \ , i , ) , ( i , ,  p ) \w  { (p i  , t ) l  r  e  p ' , ' }
v  { (p i , t )  l  t  e  p ' r '  }  w { ( t ,  pr )  l  t  e '  pL)
-  t  ( p ' , , t ) |  t  .  p ' i  \  -  { (p r , t ) |  t  e  p ' r '  }
- { ( t , p n ) l t  e ' p o } ,

D'  =  D"  w  {d ,  , d ' i \ ,
d :  =D( t : )=0 ,  d ;  =D( t ; )=0 .

(8) Serialization of activit ies
"serialization ofactivities" is to connect in series

two sub-WF-nets connected in parallel N',,,u, and

N',,u, in No,, . The formal definition is as

follows.

Definition l0: Let Nj,r, and l''l'.,r, be any

sub-WF-nets in N,,,u connected in parallel. Here,

let p',, ,1,, be input place of Ni,rat , N'.raz, and
pL, , pL, be output place of Nl,,r, , N'",r, ,
respectively. Furthermore, let t'" , rl be split
transition, join transition which connect ly'i,,r'

and N'",u, in parallel, respectively. After
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applying "serialization of activities", N,,* is as
follows. (See Fig.9)

P "  =  P "  - { p ' , r |  ,
T N  _  T "

An =  Ao v  { (pont ) l t  e  p ' , r ' }
-  { ( t ' , ,  p i  r ) , (pL l , t '  i ) }
-  {(P' , ' , , t )  |  t  e P' ,  r '  \ ,

D n  =  D " .

After applying "Serialization of activities", if

I  
' r l  

l = l r l '  l =  1  ,  l ' t ' , 1= l t ' , '  l =  1  ,  t hen  app ly
"Deletion of activity" to t', , /j to reduction,
respectively.

(a) a subnet of old WF-net

' l

(b) the new subnet

Figure 10. Addition of order-relation between
activit ies.

(9) Addition of order-relation between activities
"Addition of order-relation between activities" is

to add order-relation to two transitions t'r, t', in
N o,, that li cannot fire if t', doesn't fire. The
formal definition is as follows.

Definition 1l: Let t', and t', be anytransitions in

N,,,u . Here, ti and t', are different transitions

andthereexistsnopathfrom ti to t ' , andfrom /!

to /i . After applying "Addition of order-relation

between activities", y'y',", is as follows. (See

F ig .10 )

p"  =  p"  u {p i ,p i ,p i } ,
T '  = T "  u { r , , r l ; ,
A '  =  A , '  w  l t r  r .  p i ) , ( p ,  . / : ) . t r , . p ,  \ . (  p i . r . , 1 .

( , ,p ) ,@: , r i ) )u  \ ( t , ,p ) l  p  e t r ' I

E 2-Hr--o



v { (p, r ' , )  |  p  . '  t i }  -  { ( t ,  p) l  p  e r r '  \
-  { (p , t i ) l  p  . ' t ' , } ,

D n  = D " w { d i , d . 1 \ ,

d ;  = D ( t : ) = 0 ,  d ;  = D ( t ; ) = 0 .

(a) a subnet of old WF-net

f

(b) the new subnet

Figure 1 1. Deletion of order-relation between

activit ies.

( l0) Deletion of order-relation between activities
"Deletion of order-relation between activities" is

to delete order-relation to two transitions ti, t,

in N,,,, that lj cannot fire if /l doesn't fire.

The formal definition is as follows.

Definition L2: Let ti and t', be any transitions

in ll ,,,u there exists a place p' whose input

transition is a split transition and output

transition is a join transition. After applying
"Deletion of order-relation between activities",

1y',,, is as follows. (See Fig.11)

P '  =  P "  - { p ' } ,

T n  = 7 " ,

A n  =  A "  - { ( t , p ' ) l t . ' p ' }
-  { (p '  , t ) l  r  e  p ' '  ) ,

D n  =  D " .

After "Deletion of order-relation between

a c t i v i t i e s " ,  i f  l ' ( ' p ' )  1 = l ( ' p ' ) ' l =  I

l ' ( p ' ' ) l  = l  ( p " ) '  |  =  l ,  t hen  app l v  "De le t i on  o f

activity" to 
' p' , p'' to reduction, respectively.
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.dil ss Jnt' lmd.nd

- " l::1":'1T - ::Till':i - - -T:1"r'-:Y-': -

(a) old change region.

Cr.dil S.cdty ki6d

Inv.siSdd lnv.idS.rion Dcu@nBCEdion

(b) change region after applying "Sequential

insertion of activity".

(c) change region after applying "Paralleization

of activities".

Figure 12. An example of applying change-

operations.

Here we give an examPle of aPPlYing

change-operations to a WF-net. We consider a

dynamic change of the workflow for the bank loan

business process shown in Fig.1. The old change

region is shown in Fig.l2(a). First, we apply
"sequential insertion of activity" to the old

WF-net. We insert new activity "Round- Robin

Check" after "Round-Robin Creation". The

WF-net after applying "sequential insertion of

activity" is shown in Fig.12(b). Then we apply
"Parallelization of activities" to the changed

WF-net. We connect in parallel "Credit

Investigation" and "security Investigation". The

WF-net generated by applying "Parallelization of

activit ies" is shown in Fig.12(c). Thus, dynamic
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change of the workflows can be realized by
combinatively applying the change-operations
repeatedly.

4, Computation of Change Time of

Migrate
The change time of Flush and Aborl can be

analyically calculated by a formula Ul
Concerning SCO, the computing method by
algorithm has been proposed because it is diff icult
to compute change time by a formula [7].
Similarly as SCO, it is diff icult to compute change

time of Migrate by a formula due to the
complicated markings generated by Migrate.
Therefore, we propose an algorithm to compute
change time of Migrate.

In order to compute the change tirne of Migrate

T o,,g,o,", we use the formula of Definition 2. For

T ,n ,*E propose the following algorithm.

((Computat ion of  r ,  , ,
Procedure Compute-t o,
/* Input:

N,., i new change-regioni

M'i marking of l,{n"*;

Tr, set of transitions having decided

to firei

R : array of remain-times until firei

r ,., I start time of dynamic change i

d *'. arrival interval of input casesi

Output: ,,r, *l

begin

/* 1" Init ialization of x, r, o,. 
*l

r  ( -  r . ,  i  r  n ,  <_� l r , ,  l  d  *p+;

l* 2" Repeat the followings until the

first token arrived N,", is

outputted to pr, . * I

while ((tr, > t) or

( I "  " ,  , M ' ( p ' ) > o ; ; a o
P  e p ' - l p o l

begin

l* 2.t" Fire transitions for

non-activit ies. */

for I <- 1 to lZ'l do

if ((d: = 0) anc
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(Ype't i  ,u ' (p)> 0)) then
begin

Y pe'  t i ,  M' (p) <- M n (p) - t ;

Yp  e t i '  ,M ' (p )<-  Mn (p) * t ;

end
l* 2.2" Fire transitions for activities.*/

for i <- t to lr' l do
begin

if ((ti e Io) and
(Ype't i  ,M'\p) > 0)) then
begin

R[t: I <- d: ;
T ,  < - 7 ,  v  { t i l ;

end
i f  R [ / i ]=  0  then
begin

Y pe'  r i ,  M' (p) +- M' (p)-  t ;
Yp e ti ', lr[ " (p) <- M' (p) + 1;

T, <- T,' - {ti};
end

end
l* 2.3" Input the first token newly

arriving at p, aftet x",.*l
i f  t=tpr then

M ' ( p , ) < -  M ' ( p , ) + r ;
l*  2.4'  Update t .  * /

if ((r r, > t) or
(L 

rn.r,-loo\M'\p" )> o;; trt"tt
begin

r < - r + 1 ;
Y t '  e To, R[r ' ]  <- R[/ ' ]  -  l ;

end
end
/*  3 '  Outpu t  t  as  ,  ,o . * l

x p o + - 7 i .
end

t po is available by the above algorithm.
Therefore, T ̂ ig,ot" can be obtained from the

formula T nigrate : (T oo 
- r e,) 

- Lt N,,, . Here,

Ar r_. =2,,-^,d: ,  and pn is the longest path

of N),u fro.ir'p, to po with delay time di as

its weight. The time complexity of this algorithm

is O((r r" 
-r, ,) l  P' l lT' l)  .
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5. Performance Evaluation
In our evaluation experiment, we generate the

new WF-nets by applying change-operations
proposed in section 3 to the prepared old WF-nets.
We apply randomly selected change- operations to
an old WF-net for I - 5 times. For each changed
new WF-net, we transfer cases from an old WF-net
to the new WF-net accordins to the method
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proposed in [5], and compute change time of
Migrate and Ellis et al.'s three change types by the
computing method proposed in section 4. In the
following, we first discuss the effect of individual
change- operations, then investigate the change
time of 270 examples respectively for each change
type and finally compare Migrate with Ellis et al.'s
three change types

From Table I, it is clear that /nigrate in
"Sequential insertion of activity", "Parallel

insertion of activity", "Replacement of activity"
and "Sequential exchange ofactivities" are longer
than any other change-operations. Because, in a
new WF-net applying such change-operations, a
process must be redone in front of the activity not
completed in N o,, . Therefore, change times
related to such change-operations tend to be long.
Other change- operations on the contrary have
very short change times.

5.2 Results and Discussion about Migrate and
Other Change Types
From the above experimental results, it is

clear that there is a large difference on change time
of Migrate between change-operations. Therefore,
to take the average, we applied randomly selected
change-operations to an old WF-net and obtained
270 examples. Concretely, for each old WF-net

5.1 Experimental result on individual
operation

We first generated 9 old WF-nets N ,,14,, . .. ,
N uta., where N uta, , N,t,t, , N n17. have 10
transitions (r' l= I0), l{ ,,ta, , N ot,t, , N ,,ra,, have

30 transitions (l Z' l= 30) , and
N ot,t, , N ut,lr , N,,r,ro have 50 transitions
(l f ' 

l= 50) . Then, in order to survey how
individual change-operations have an effect on
change time in Migrate, we generated 10 new
WF-nets by applying an only change-operation to
each old WF-net. Namely, we generated totally 90
(= 9 x l0) new WF-nets N^,,, . ... . N,,,.,,, . We
increased arrival interval d' ofinputtokens from
10 to 20, and computed y,,",o,o of these examples
for each d- . As a result, we show the average of

/,,g,o," to examples of lT" l= 50 ln Table I '
Here, the first row and the first column express the
arrival interval d- of input token and the
proposed change-operations, respectively.

Table 1. Computation results of \ ,,n,o," when applying a change-operation.

10 11  L2  13  14  15  16  17  18  19  20

79.5 63.8 50.8 42.7 36.7 31.4 26.8 22.7 19.0 r5.7 12.7

95.2 79.5 66.3 55.0 45.4 38.5 33.8 29.7 26.0 22.7 20.2

11.6  3 .6  1 .6  0 .8  0 .4  0 .2  0 .1  0 .  i  0 .0  0 .0  0 .0

48.4 33.3 25.2 20.9 17.5 14.6 r2.0 9.8 7.8 5.9 4.3

84.2 70.7 59.4 49.7 4r.4 34. i 27 .7 21.9 16.8 r2.r 8.4

8 .1  3 .4  1 .6  0 .8  0 .4  0 .2  0 .1  0 .1  0 .0  0 .0  0 .0

17.6  9 .0  4 .4  2 .6  1 .3  0 .5  0 .3  0 .1  0 .0  0 .0  0 .0

7 .7  3 .4  1 .6  0 .8  0 .4  0 .2  0 .1  0 .1  0 .0  0 .0  0 .0

7  .9  3 .4  1 .6  0 .8  0 .4  0 .2  0 .1  0 .1  0 .0  0 .0  0 .0

9 .9  5 .2  3 .0  1 .5  0 .8  0 .5  0 .2  0 .1  0 .0  0 .0  0 .0

37.0 27 .5  2r .6  r7 .6  r4.5 r2.0 10.1 8.5 7 .0  5.6 4.6
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mentioned above, we generated 30 new WF-nets

by applying change-operations randomly I - 5

times, i.e. we generated totally 270 (: 9 x 30)

new WF-nets N n"*, , "' , N n"u,rru . Then we

computed change time of each change fype to all

the examples and compared Migrate with Ell is et

al. 's three change types. As a result, we show the

comparison results on change time for the four

change types in  F ig.1 3.
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We found from Fig. 13 that change times of

any change types decrease with the increas e of d' .

However, the degree of slope changes with change

types. The change t ime of Flush decreases almost

l inearly. On the other hand the change t ime of

Abort and Migrate decrease nonlinearly and the

slope is large when d- becomes short.  This is

related to, according to which WF-net (either

4I,,,,, or A',,..u ) the cases irr -\r,,,, are handled

after dynarnic changed. In fact. these cases are

hand led  accord ing to  N, , , ,  in  F lush  and SCO.  bu t

are handled according to l / ,o, in Aborl and

Migrate.

Moreover, we found that Migrate has shoftcr

change t imes than Flush and Abort,  and SCO has

shorter change times than Migrate. The diff-erence

of change t imes of Migrate and Abort depends on

the number of act ivi t ies not redone. In SCO. cases

in AI,",  cannot be completed and kept wait ing in

front of the output place p,, until all cases irt

.\r,,,, are completed, in order to keep the order of

FIFO. Therefore the change t ime of SCO takes a

small  value. unless the whole execution t ime is

greatly improved by the change.

6. Concluding Remarks
ln this paper, we have done the performance

evaluation of Migrate on change time. We have
firstly proposed a method ofgenerating changed
workflow nets. Concretely, we have proposed a set
of basic operations to change workflow nets,
called change-operations, and show the way to

apply them to generate new workflow nets from

old workflow nets. Then we have presented a

method of computing change time of Migrate

based on a previously proposed Petri net model.

Finally we have done experiment of computer
simulation for 210 examples generated by our

change-operations. Our experiment shows that

(i) Migrate is better than Flush and Abort.
(ii) SCO is better than Migrate.

SCO is the best on change time among the

four change types. However, SCO has a problem

of conflict of resource, because both No,, and
ly',,o exist for some time after the dynamic
change is required. Moreover, it may be

impossible to use both old workflow and new
workflow together depending on business and

E

, ' ' - _ l

_ so,I
r ' r \  7 - ' - t n

SCO '

( c )  l z "  l = s 0 .

Figure 13. Comparison on change time of

Migrate and Ellis's three change types.
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thus in such cases SCO cannot be applied. In this

meaning, Migrate is not so bad compared with

SCO. Therefore Migrate is a reasonably good type

for dynamic changes.
As a future work, we will do the performance

evaluation of Migrate on another evaluation
measure. transient t ime [8], and compare Migrate
wi th El l is  et  a l . 's  three change tvpes.
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