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ABSTRACT 
As part of an attempt to improve computer-based test scoring on traditional grid answer 

sheets, which are used by 76.36% of interrogated schools in Thailand, this paper proposes an 

algorithm to segment the problematic handwritten-style student identification number. The 

method used is based on profile features supported by digit width-height ratio analysis. Non-

touching digits are segmented by vertical histograms and the flood fill algorithm. Touching 

digits are segmented by considering the distances between upper and lower profiles as well as 

the derivatives of consecutive points of their profiles. Among 231 six-digit image sequences, 

the average segmentation accuracy rate was 98.20%, which is considered satisfactory.  The 

results showed that an increased number of consecutive cursive digits decreased the 

segmentation accuracy, and was significant from 5 connecting digits.
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Introduction 
It is undeniable that multiple-choice 

tests are commonly utilized to evaluate 

students in most schools in Thailand. 

Although automatic Optical Mark 

Recognition (OMR) solutions have been 

commercially available in Thailand for years, 

they have not been commonly used. Only 26 

out of 110 interrogated secondary schools in 

Thailand have them according to surveys of 

the usage of OMR in 2012 [1] and 2015. In 

contrast, the majority of schools have been 

using traditional grid answer sheets as shown 

in Fig. 1. The answer sheet requires 

instructors to grade their students manually, 

which is labor intensive and time consuming. 

Therefore, developing computer-based test 

scoring with a low-cost answer sheet is our 

main objective. 

Grading tasks consist of scoring the 

correct answers marked on the sheet and 

identifying the student who owns the answer 

sheet. For computer-based processing, the 

first step involves mark recognition in the 

answer grid. This task was achieved with an 

accuracy of 99.91% [1]. The next step is to 

make character recognition of student 

information, which is presented at the top of 

the answer sheet. However, extracting 

student information from the form will make 
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the task particularly complicated since the 

information comes from either the 

combination of more than one separated 

fields in the form, e.g. class and number, or 

the recognition of Thai characters. To 

simplify the problem, we proposed letting the 

student write his or her student identification 

number (SIDN) at the top-left corner of the 

answer sheet [2]. Consequently, Thai 

character recognition is substituted with digit 

recognition. Nevertheless, the accuracy rate 

of 77.50% for digit recognition still needs to 

be improved [2]. 

The main processes of Optical 

Character Recognition (OCR) are image pre-

processing, image segmentation and image 

recognition. From our analysis, image 

segmentation in previous work [2] can only 

be applied to well-written digits consisting of 

a continued stroke for each digit and simple 

two touching digits. However, this may not 

consistently happen. Therefore, this research 

has focused on image segmentation of digits 

on traditional grid answer sheets in order to 

improve computer-based test grading.  

Fig. 1. Example of a traditional grid answer 

sheet in Thailand. 

(a)  (b)  (c)  (d)  (e) 

Fig. 2. Different problem types for digit 

segmentation: (a) touching, (b) overlapping, 

(c) surplus stroke connection, (d) broken, and 

(e) slanted digits. 

The following sections are organized 

as follows. An overview of handwritten digit 

segmentation is in section 2. Section 3 

explains the source of our dataset and gives 

details of our proposal. The results and 

conclusion are presented in sections 4 and 5, 

respectively.  

Handwritten Digit Segmentation 

Digit segmentation is the process of 

isolating each digit into a sub-sequence, 

given a single sequence of digits. It is one of 

the main challenges in the OCR problem; 

however, some recognition algorithms 

bypass this step [3]. These can be called 

segmentation-free methods. Segmentation 

can be classified into two types: explicit and 

implicit [4-5]. Explicit segmentation means 

that candidate characters are segmented a 

priori and provided to the recognizer 

afterwards. Implicit segmentation means the 

process is done simultaneously with 

recognition. Explicit segmentation seemed to 

achieve better results [4]; thus, explicit 

segmentation is our main focus. 

Segmentation problems 

Handwritten digit segmentation 

problems arise from the fact that the 

sequence of digits can be written in an 

unconstrained way. Most handwritten digit 

segmentation algorithms tried to solve two or 

more cursive digits or sometimes 

overlapping ones [4-7], as illustrated in Fig. 

2(a) and Fig. 2(b). Two-touching numerals, 

which represent 80% of all touching 

components [8], are the most common. 

Connected digits can also emerge from the 

running hand making an additional stroke on 

the hand’s motion up connecting two or more 
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digits as shown in Fig. 2(c). This type of 

connection is less mentioned than others; 

however, such a useless stroke can be 

eliminated by the method proposed by 

Elnagar and Alhajj [9]. Broken digits as 

shown in Fig. 2(d) can also cause the 

segmentation to fail. This problem can be 

solved by reconstructing the digits, i.e. filling 

in discontinued strokes, or by just clustering 

back all the separated segments of the same 

digit into one segment [10-11]. Illustrated in 

Fig. 2(e), slanted digits can also pose some 

problems in segmentation and recognition. 

This can be corrected by the slant removal 

algorithm [12]. However, sometimes, in spite 

of the existence of touching skewed digits, 

segmentation can be done using skeleton 

analysis or oriented sliding windows [13-14]. 

In the proposed algorithm, we have 

focused on slightly slanted or upright 

touching digits (as in Fig. 2(a) and 2(c)), 

broken digits (as in Fig. 2(d)) and non-

cursive slanted digits (as in Fig. 2(e)). 

Furthermore, our techniques, in particular for 

broken and slanted digits, are different from 

the mentioned literatures.  

Segmentation features 

All algorithms are initially defined 

based on segmentation features, which 

influence not only subsequent steps of the 

process but also the pre-processing one. The 

latter includes smoothing, thinning, 

normalization, slant correction, etc. The 

features the most adopted are profile, contour 

and skeleton analysis [2, 5, 6, 9, 13, 14, 15, 

16]. Some methods are based on a single 

feature [2, 5, 6, 9, 15], others on multiple 

features [13, 14, 16].  

Isolated or touching digits can be 

first classified by a vertical projection 

profile. Furthermore, the distance between 

lower and upper profiles can be used to 

determine touching zones of digits. The 

upper profile is formed by the distances 

between the upper boundary and the first 

foreground pixel in each column while the 

last foreground pixel is used instead for the 

lower profile. Image contour is like an 

envelope of the image. By considering some 

contour points, segmentation points can be 

determined [13, 15]. A skeleton of the image 

can be processed by the thinning algorithm, 

making the stroke of the image one pixel 

wide while preserving its structure. It is 

generally used to find the junctions of the 

strokes, which have potential to be 

segmentation points [5, 6, 9, 13]. 

Subsequently, the concept of a water 

“reservoir”, a large space between touching 

digits, was proposed for finding touching 

points [17]. Segmentation is done by using 

the structure of the reservoirs and analyzing 

their sizes and their heights. Another 

interesting approach is graph representation 

of touching patterns of digits [16]. Matrices 

relating to the connected graph are calculated 

and segmentation is then performed by 

applying graph theory and heuristic rules. 

Based on these features, each 

algorithm was achieved by combining 

morphological analysis, neural network, 

heuristics, or other different methods. 

Materials and Methods 
Image samples 

Although there are several standard 

databases of handwritten digits for 

segmentation and recognition [4], the main 

purpose of this research is not only to process 

image segmentation, but also student 

identification from the answer sheets. As a 

result, the source of image samples should be 

selected from writing on traditional grid 

answer sheets because pre-processing of 

low-quality paper should be done to find the 

image region of the SIDN. 

Image samples collected from a 

school were used in our previous study [2]. 

However, the way the students wrote their 

SIDNs was so neat that segmentation could 

be done easily. This may not be the case 

when the students are taking the actual 

examination. 

Consequently, the samples mainly 

studied in this work were newly collected 

from 118 students at the Faculty of 
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Engineering at Kamphaengsaen, Kasetsart 

University. Each student wrote his or her six-

digit number twice, once under normal 

conditions and another in a rush. SIDNs were 

written in pencil or blue or black ballpoint 

pen at the top-left corner of the answer 

sheets. The sample images were acquired 

using an auto-feed scanner with 300 dpi 

resolution. After eliminating inadequate 

writing samples, which did not contain six-

digit SIDNs, there were a total of 231 usable 

images. 

Answer sheet 

pre-processing

Student Identification Number 

Pre-Segmentation

Student Identification Number 

Segmentation

Fig. 3. Flowchart of SIDN segmentation on 

traditional grid answer sheet. 

Fig. 4. SIDN area in the answer sheet. 

Proposed method 

The proposed method tries to 

improve the segmentation process in our 

previous work [2] and is still based on 

structural analysis. A correlated structure of 

characters of a person’s writing leads to the 

proposed technique of cursive digit 

segmentation which is the main 

segmentation problem. Furthermore, in our 

opinion, segmentation does not need to be 

perfect as long as the segmented digits can 

still be recognized by humans. 

The overall structure of numeral 

segmentation is shown in Fig 3. There are 

three main steps which are described below. 

Answer sheet pre-processing 

Image pre-processing is performed in a 

manner similar to the one utilized in our 

previous work [2] and consists of image 

cropping, binarization and median 

smoothing. First 50% of the width and 5.3% 

of the height of the answer sheet image is 

cropped from the top left corner. The 

resulting image is the top left rectangle area 

in Fig. 4. This region is supposed to contain 

the SIDN whose length and height will not 

exceed that region, considering normal 

writing of 0.3 – 0.5 cm high characters. 

Previously, colored images were converted 

to gray scale and binary ones, using a 

specified threshold [2]. Much noise from the 

background still remained in the cropped 

zone using this method. As a result, the 

binarization process should be improved. 

The color of the line and text of the 

answer sheet is RGB (231,141,114), which is 

a dark orange tone. Moreover, the 

background color is light cream with about 

RGB (249,249,237). From experimentation, 

it was found that YCbCr color space and 

Otsu’s threshold [18] could be used to 

separate the foreground and the background 

while cleaning up noise pixels very well. 

Nevertheless, the stroke of the foreground 

was also expanded, sometimes making 

originally non-touching digits become 

touching ones. Analyzing the colors of the 

background and foreground, the threshold of 

200 in only the R channel was opted to 

separate background and foreground as 

shown in Fig. 5. This figure presents the 
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average of R values of student number zones 

from a random one-third of image samples. 

The reason why this value was selected is 

because from the value 255 down, the 

frequencies of R values become roughly 

constant below the value 210 before slightly 

increasing from 170 down. We can see that 

the frequencies are very high when R values 

are above 240 because most of the area is the 

background. After that, median smooth and 

noise reduction are applied to the image. An 

example image of this step is illustrated in 

Fig. 7(b). 

Fig. 5. R channel frequency for image 

binarization threshold. 

SIDN pre-segmentation 

After the first step, sometimes some noise 

still remains on the binary image due to non-

uniform background color of the answer 

sheet; moreover, large white space around 

the digits still exists. This step is concerned 

with cropping the image to get only the 

sequence of digits area as in Fig. 8. This is 

done by gradually trimming the image edge 

where black pixels are sparse using vertical 

and horizontal projection profile.  

SIDN segmentation 

The aim of this step is to get sub-

sequences of isolated digits. The assumption 

under this approach was that each person had 

his particular style to write characters, but 

differed among one another. Some may write 

high-thin characters, others may write wide 

characters, but they rarely change from one 

way to another when writing characters at 

once. Observing this, the characters of the 

handwriting of a person are correlated. This 

leads to the procedure we use to determine 

and segment cursive digits. Yet, the desired 

number of digits in the sequence, noted as 

DD, must be specified and is configurable in 

this proposed method. This process is 

summarized in Fig. 6 and detailed in the 

following sub-sections.  

Vertical Histogram Projection and Noise Segments Removal 

(vertical non-touching digit segmentation)

Upper-Lower Profile and Width-Height Ratio
(Cursive Digit Segmentation)

Digit Flood Fill

(non-touching digit segmentation)

Feature Extraction

desired number of segments reached

End

Upper and Lower Profiles Slopes

(digit 1 segmentation)

desired number of segments reached

desired number of segments reached

yes

no

no

no

yes

yes

Fig. 6. Flowchart of SIDN segmentation. 

Moreover, in order to show the 

meaning and the continuation of each step, 

only one example, which can illustrate all the 

steps, is selected. This latter is the sequence 

251753 as shown in Fig. 7(b) although it may 

be recognized as 2157153 at first glance. 

This can be clearly seen in the colored image 

as shown in Fig. 7(a) where the upper 

horizontal stroke of digit 5 is extended to the 

front. We can see that the weight of those 

front strokes of digits 5 is lighter than the one 

of the real digit 1. 
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1) Vertical histogram projection

and noise segments removal 

Vertical histograms help isolate non-

touching digit components. The resulting 

sub-images are then analyzed to check if they 

are noise segments or candidate digit 

segments by considering the width and 

height of each segment. Noise segments are 

identified when they are 30% below the 

width and height thresholds formed by the 

average and standard deviation (S.D.) of the 

widths and heights of all obtained segments. 

Detected noises are then removed. 

(a) 

(b) 

Fig. 7. Sample image from answer sheet pre-

processing: (a) in RGB, and (b) in black and 

white. 

Fig. 8. Sample image from pre-segmentation. 

Fig. 9. Result from vertical projection 

segmentation of Fig. 8. 

(a) (b)

Fig. 10. Digit flood fill of Fig. 9: (a) 

successful case, and (b) unapplicable case. 

Fig. 11. Cursive digit segmentation of Fig. 

10(b). 

Fig. 12. Segmentation from analysis of upper 

and lower profiles slopes. 

Fig. 13 shows a vertical histogram of 

Fig. 8. We can see that no black pixel is 

presented from positions 64 to 68. The single 

sequence is then divided into two sub-

sequences presented in Fig. 9 after vertical 

segmentation has been performed. 

2) Feature extraction

After eliminating the noise 

segments, if the number of sub-images is 

equal to DD, the process of segmentation is 

finished.  If there are a greater than expected 

number of sub-images, there must be big 

noise segments. Fewer number of sub-

images indicates touching digits. In both 

cases, simple correlation features of the 

digits are extracted. These features as well as 

their notations are listed below:  

 W:= width per digit in a segment;

 Wavg, WS.D., Wmin:= average, S.D.

and minimum of W of all segments

respectively;

 H:= height per digit in a segment;

 Havg:= average of H of all segments;

 WHR:= width-height ratio of a digit,

calculated by W/H;

 WHRavg, WHRS.D., WHRmin:=

average, S.D. and minimum of WHR

of all segments respectively;

 EXPD:= expected number of digits

in a segment, calculated from the

rounded value of the segment width

divided by its W;

 RDis:= difference between WHR

and WHRavg of a segment.



Vol.22, No.1, January-March 2017  Thammasat International Journal of Science and Technology

81 

RDis is collected only if the EXPD 

of the segment is more than one. 

Furthermore, if the sum of EXPD of all 

segments exceeds DD, the EXPD of the 

segment, whose floating point value of 

expected digits is the furthest from its EXPD, 

is decremented by one. This is repeated until 

the sum is not above DD. An illustration of 

some features extracted in the case of Fig. 9, 

which contains two segments, is shown in 

Fig. 14, where DD is set to be six and the sum 

of EXPDs is only five. 

Fig. 13. Vertical histogram projection 

demonstration. 

width1

h
eig

h
t1

width2
h
eig

h
t2

Wavg = (width1+width2)/DD

EXPD = [width1/ Wavg] = 2

W = width1/EXPD

H = height1

WHR = W/H

EXPD = [width2/Wavg] = 3

W = width2/EXPD

H = height2

WHR = W/H

(a)

(b)

 Fig. 14. Some extracted features of Fig. 9. 

3) Digit flood fill segmentation

The flood fill algorithm is applied 

after the segments with zero EXPD are 

removed. This procedure will only take 

action on the segments reported to have more 

than one EXPD. Segmentation by flood fill is 

done by following 8-direction consecutive 

black pixels. Black pixels are copied to a new 

image and replaced by the white ones until 

no consecutive black pixel is found. This can 

isolate the digits that are vertically 

overlapping but not touching, especially for 

slanted digits as shown in Fig. 2(e). 

In fact, once flood filling is done, the 

size and black traits of the flood filled area 

are also evaluated in order to remove it if it is 

considered a noisy area. The removal occurs 

when black pixels of the newly flood filled 

area are less than 5% of black pixels of the 

previous segment. This is illustrated in Fig. 

10(a) where sub-sequence 25 is isolated into 

segments of digit 2 and digit 5 while the 

broken head of digit 2 is removed by flood 

filling because the change is less than 5% and 

is considered to have no effect on the digit. 

However, the sub-sequence 1753 is not 

segmented as illustrated in Fig. 10(b) 

because removing the tail of digit 3 has a 

considerable effect. This method can deal 

well with broken digits.  

If the segment contains only 

connected digits, flood filling has no effect. 

Hence, segmentation of cursive digits is 

performed thereafter. 

4) Cursive digit segmentation

This is done by using the upper and 

lower vertical profiles. The range of 

positions of segmentation is pre-calculated 

from WHRavg and WHRS.D. according to Eq. 

(1) – Eq. (4). Eq. (1) and Eq. (2) give the 

target positions Pt1 and Pt2 around which 

segmentation will occur. In Eq. (2) width is 

the width of an entire segment. Eq. (3) and 

Eq. (4) give lower and upper positions along 

the horizontal axis for each estimated sub-

segment i, noted as 
il

P and 
iuP , where 

ibeginP

is the beginning position of the sub-segment, 

starting from 0 and incremented by Wavg. 








 
 H*

2

WHRWHRWHR
P

S.D.avgmin
t1  (1) 











EXPD

width
Pt2  (2) 

ii beginS.D.t2t1l PW)P,min(PP   (3) 

ii beginS.D.t2t1u PW)P,max(PP  (4) 

ji,ji,ji, uld   (5) 
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In a given sub-segment i, the 

distance between upper and lower profiles 

for each position j, noted as ji,d , is calculated 

according to Eq. (5), where ji,u is the upper 

profile and ji,l is the lower profile in a sub-

segment i at column j. The three positions 

with the shortest distance between the upper 

and lower profiles are considered to be the 

candidate positions, noted as C. The selected 

position,
iselP , is the one which meets the 

following conditions:  

 ))P(Pj(dargminP t2beginji,
Cj

sel ii




; 

 
);d(d

)d(dn)P(m:n)(m,

isel

iseli

Pi,ni,

Pi,mi,sel





 

 
.WHRWHR

WHRWHRWHR

S.D.avg

iS.D.avg




 

 

 
Fig. 15. Upper-lower profile using with 

width-height ratio demonstration. 
 

 
Fig. 16. Profile slope analysis demonstration. 

 

If this is the case, the input segment 

is cut into two separated segments, or the 

segmentation is rejected. Each time the 

segmentation is done, the features of the 

segments are re-calculated. This process is 

repeated until the EXPD of all segments is 

one. Presenting the sequence with an EXPD 

of 3, Fig. 15 shows the selected positions and 

the ranges of candidate segmentation 

positions from this methodology. Its result is 

illustrated in Fig. 11. 

5) Segmentation based on first 

order derivatives of profiles 

It can happen that after the cursive 

digit segmentation phase, the number of 

segments is still less than DD. In this case, 

the writer usually wrote some touching 

numerals in a non-uniform way, i.e. WHRs 

of some written digits are too small. Profile 

slope analysis is processed for each segment 

currently obtained. Connecting digits in a 

segment normally contain grooves, i.e. peaks 

or valleys, from upper or lower profiles. This 

is detected by calculating the derivatives of 

both profiles. The segmentation position is 

chosen from slope analysis as well as upper-

lower distance analysis. Eq. (6) calculates the 

slope sum (ss) of upper and lower slopes, 

denoted as us and ls respectively, at position j 

of the image segment. Eq. (7) shows the 

calculation of groove value (GV) for each 

position j, where dj is the distance calculated 

by Eq. (5) and dmax is the maximum of 

distances. 

 

jj luj ssss        (6) 

max

1jjmax

j
widthj0

j

j
d

2)d(dd

)(ssmax

ss
GV






   (7) 

 

Segmentation position selP  must 

meet the following conditions:  

 )(GVargmaxP j
widthj0

sel


 ; 

 
maxP d*0.6d

sel
 ; 

 The heights of two sub-segments are 

greater than Havg/2. 

 

Fig. 16 graphically demonstrates 

slope analysis of upper and lower profiles, 

which results in Fig. 12. From this example, 

the segment 17 was isolated into segments of 
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digit 1 and digit 7. It is notable that this step 

is used to segment digit 1 since it consumes 

less area than other digits.  

Finally, if the segmentation position 

cannot be identified from any segment, the 

digit segments are returned resulting in 

incomplete segmentation. 

 

Results and Discussion 
The first image set used in this 

experiment was previously studied [2]. The 

result of this proposed algorithm gave the 

segmentation rate of 100%, while 95.71% 

had been reported previously [2]. This 

resulted from the improvement of 

binarization method. Moreover, broken 

digits that our previous study [2] ignored 

were taken into account in this work. 

As explained previously, our study 

analyzed 231 digit sequence samples. Each 

sample contained six digits. Consequently, 

there were a total of 1,386 digits. For each 

isolated sub-sequence of digits in any 

sample, we classified the digits into six types: 

single digits, two cursive (2C) digits, three 

cursive (3C) digits, four cursive (4C) digits, 

five cursive (5C) digits and six cursive (6C) 

digits. The numbers of sub-sequences in each 

group are shown in Table 1. All cursive-digit 

sequences made up 252 digits, which 

represented only 22.22%. Moreover, among 

connected digits, two-cursive-digit 

sequences were the most common, 

representing 74.04%, which was comparable 

to the percentage observed by Wang et al. 

[8]. Yet, in the tested image set, there were 

14 broken digits, eight of which were digit 5 

and the rest were other digits. These were all 

correctly detected and segmented. Some 

examples of broken digits are shown in Fig. 

17. Correct and incorrect segmentation is 

illustrated in Fig. 18 and Fig. 19, 

respectively. Segmentation rates of each 

category are reported in Table 2. These 

percentages were calculated according to the 

correctness of each single segmented 

component. For instance, in Fig. 19(d), four-

digit sequence segmentation gave the first 

three digits correctly and one incorrectly. 

The highest percentage was certainly the 

single digit type with 99.91% accuracy. The 

errors found in the single and 2C segment 

groups usually came from a non-uniform 

width-height ratio between the incorrect 

digits and the others in the same sequence. 

Segmentation accuracy rates dropped 

significantly in types 5C and 6C since the 

sequences were very complex. In addition, 

this might be due to the fact that there were 

few cases of these types, so arising errors 

greatly affected the accuracy rates.  

 

 
Fig. 17. Examples of broken digits. 

 

(a)

(b)

(c)

(d)
 

Fig. 18. Examples of successful 

segmentation. 

 

(a)

(c)

(b)

(d)

(e)

(f)
 

Fig. 19. Examples of error cases separated by 

types: (a) single, (b) 2C, (c) 3C, (d) 4C, (e) 

5C, and (f) 6C. 

 

The researches for segmentation of 

more than 2 touching digits were less 

contributed in this problem domain, as 

reported only 5 out of 15 reviewed methods 

by Ribas et al. [4]. Nonetheless, our 
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performance in types 3C and 4C were 

85.42% and 92.86%, respectively, which 

were in the same range as other algorithms 

[4]. This segmentation method gave a 

combined segmentation accuracy rate of 

90.48% for touching digits and an overall 

average segmentation accuracy rate of 

98.20%. 

 

Table 1. Frequency of digit sequences in 

6 types. 

Single 2C 3C 4C 5C 6C 

1,134 77 16 7 2 2 

 

 

Table 2. Accuracy results of SIDN 

segmentation. 

Type 
Number 

of digits 

Number 

of 

correctly 

segmented 

digits 

Percentage 

Single 1,134 1,133 99.91 

2C 154 149 96.75 

3C 48 41 85.42 

4C 28 26 92.86 

5C 10 7 70.00 

6C 12 5 41.67 

Total 1,386 1,361 98.20 

 

Conclusion 

This paper proposes an algorithm for 

handwritten-style student identification 

number segmentation on traditional non-

optical grid answer sheets in Thailand. It is 

an improvement of the segmentation done in 

our previous work [2], which mainly focused 

on digit recognition. The algorithm is based 

on structural analysis, especially profile 

features. Under the assumption of a digit size 

correlation in a person’s writing, width-

height ratio analysis was considered to drive 

cursive digit segmentation.  

 

 

 

 

Furthermore, profile slope analysis 

could solve digit pair segmentation well in 

difficult cases. The number of digits in a 

sequence must be known a priori. This is 

reasonable because an SIDN contains a fixed 

number of digits. This pre-determination 

facilitates the number of segmentations in 

each sequence. However, it may also make 

the error of early-pass segmentation 

accumulate to the subsequent steps of 

partitioning since when the desired number 

of segments is reached, the algorithm ends. 

The experimentation on 231 SIDNs gave an 

average accuracy of 98.20%. 

The segmentation algorithm along 

the vertical axis makes some imperfect 

segments, particularly when the digits are 

overlapped. Finding segmentation points or 

segmentation using a slanted vertical line can 

be developed in future work in order to deal 

with connections of slanted digits. Moreover, 

segmentation without reconstruction cannot 

solve overlapping digits. Therefore, 

segmentation utilizing reconstruction should 

be studied to handle these cases. 
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