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บทคัดย่อ 

การพิจารณาเลือกดัชนีถ้อยค า (Hashtag) หรือการเลือกรูปภาพบนสื่อเครือข่ายสังคมทางอินเทอร์เน็ตให้เหมาะสม 
เป็นส่วนหนึ่งของการท าการตลาดออนไลน์ที่ดี แต่การพิจารณาว่าดัชนีถ้อยค า  (Hashtag) ใดมีความเหมาะสมนั้น มีความ
ยุ่งยากอยู่พอสมควร เนื่องจากการเลือกดัชนีถ้อยค า (Hashtag) มักใช้ประสบการณ์ของผู้ท าการตลาดออนไลน์เพียงอย่างเดียว 
โดยไม่ได้ค านึงถึงรูปภาพที่อยู่ภายใต้ดัชนีถ้อยค า (Hashtag) งานวิจัยชิ้นนี้เป็นการสร้างเครื่องมือในการวิเคราะห์รูปภาพที่อยู่
ภายใต้ดัชนีถ้อยค า (Hashtag) หรือรูปภาพบนสื่อเครือข่ายสังคมของผู้มีอิทธิพล ( Influencer) ในสื่อเครือข่ายสังคมทาง
อินเทอร์เน็ต เพื่อใช้ในการตัดสินใจเลือกดัชนีถ้อยค า (Hashtag) หรือสามารถประยุกต์ใช้เพื่อการหาผู้มีอิทธิพล (Influencer) 
ในสื่อเครือข่ายสังคมทางอินเทอร์เน็ตให้เหมาะสม และมีการน าระบบที่พัฒนาได้มาลองใช้เป็นกรณีศึกษาเพื่อใช้ในการตัดสนิใจ
เลือกหาผู้มีอิทธิพล (Influencer) ในสื่อเครือข่ายสังคมทางอินเทอร์เน็ต 

 
ค าส าคัญ: การเรียนรู้เชิงลึก, การวิเคราะห์ภาพ, เครือข่ายสังคมออนไลน์, แฮชแท็ก 
 

 
 
 
 
  

 
* Corresponding author. E-mail: prasit.chul@stu.nida.ac.th 
1 นักศึกษาปริญญาโท สาขาวิชาการวิเคราะห์ธุรกิจและวิทยาการข้อมูล คณะสถิติประยุกต์ สถาบันบัณฑิตพัฒนบริหารศาสตร์ 
2 อาจารย์ สาขาวิชาการวิเคราะห์ธุรกิจและวิทยาการข้อมูล คณะสถิติประยุกต์ สถาบันบัณฑิตพัฒนบริหารศาสตร์ 



Thai Journal of Operations Research: TJOR Vol 10 No 1 (January - June 2022) 

2 

 

The Development of the Sentiment and Visual Characterization Analyzer for 
the Social Media Images 

 

Prasit Chulanutrakul1 and Worapol Pongpech2  

Business Analytics and Data Science, BADS Graduate School of Applied Statistics  
National Institute of Development Administration (NIDA) 

148 Serithai Road, Klong-Chan, Bangkapi, Bangkok, Thailand, 10240 
 

Received: 18 June 2021; Revised: 21 December 2021; Accepted: 3 May 2022 
 

Abstract 
The consideration of Hashtag or choosing it appropriately to pictures on social media is one of a 

good strategy for online marketing. However, it is quite complicated to consider for a proper hashtag 
because it only requires the experience of online marketers regardless of the pictures under the hashtag. 
This research is made to generate a tool for analysis of pictures under a searched hashtag or pictures of 
influencers on social media. Moreover, it is used for making decision on the hashtag and be able to integrate 
in searching for the suitable influencers on social media. Moreover, the developed system is demonstrated 
as a case study for decision making in selecting influencers in social media networks on the Internet. 
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1. ที่มาและความส าคัญ 

ในปัจจุบันการตลาดออนไลน์เข้ามามีบทบาทในการ
ท ารายได้ของบริษัทต่างๆ ทั้งส่วนที่เป็นการโฆษณาสินค้า
ของบริษัทและส่วนของการสร้างการรับรู ้ของยี่ห้อสินค้า 
และการสร้างความน่าเชื่อถือให้กับสินค้า การโฆษณาในสื่อ
สังคมออนไลน์มีหลายปัจจัยที่เป็นปัจจัยส่งเสริมการขาย
สินค้า การเลือกดัชนีถ้อยค า (Hashtag) เป็นหนึ่งในปัญหา
หล ักของงานว ิจ ัยนี้  การพิจารณาเล ือกด ัชน ีถ ้อยค  า  
(Hashtag) ให้มีความเหมาะสมกับรูปภาพโฆษณาบนสื่อ
เครือข่ายสังคมทางอินเทอร์เน็ต เป็นส่วนที่มีความส าคัญ
อย่างหนึ ่ง โดยปกติการพิจารณาเล ือกนั ้นม ักมาจาก
ประสบการณ์ของผู้ท าการตลาดออนไลน์เพียงอย่างเดียวไม่
ได้มาจากการตัดสินใจบนพื้นฐานของข้อมูล เนื่องจากการที่
จะให้ได้มาซึ่งข้อมูลที่จะน ามาใช้ในการตัดสินใจนั้นท าได้ยาก
และอาจจะต้องใช้มนุษย์เพื่อท าการวิเคราะห์รูปภาพทีละรูป 
ท าให้ใช้ทั้งก าลังคนจ านวนมากและใช้เวลานาน ด้วยเหตุนี้
จ ึงอาจท าให้เกิดการตัดสินใจผิดพลาดได้ งานวิจัยนี ้ยัง
สามารถประยุกต์ใช้กับการเลือกหาผู้มีอิทธิพล (Influencer) 
ในสื่อเครือข่ายสังคมทางอินเทอร์เน็ตเพื่อเป็นผู้ส่งเสริมการ
ขายสินค้าได้อีกด้วยจาก ระบบที่สร้างขึ้น ดังนั้นจ าน าเสนอ
ทั ้ง การพิจารณาเลือกดัชนีถ้อยค า (Hashtag) และ การ
เลือกหาผู้มีอิทธิพล (Influencer) 

การวิเคราะห์ร ูปภาพที ่อย ู ่ภายใต ้ด ัชนีถ ้อยค า  
(Hashtag) ยังสามารถน าไปประยุกต์ใช้ในแง่มุมต่างๆได้อีก
มาก เช่นในบางหมวดหมู่ของดัชนีถ้อยค า (Hashtag) ที่เป็น
ยี ่ห ้อของสินค้า ร ูปภาพภายใต้ดัชนีถ้อยค า (Hashtag) 
เหล่านั้นจะเป็นการกล่าวถึงสินค้าของยี่ห้อเหล่านั้น การ
วิเคราะห์ในรายละเอียดจะเปิดเผยให้เห็นถึงเสียงของลูกค้า 
(Voice of Customers) ที่แท้จริง ผ่านลูกค้าที่ซื้อสินค้าหรือ
บริการ และน ามาลงในสื่อเครือข่ายสังคมทางอินเทอร์เน็ต  
ซึ่งสามารถน ามาใช้กับการวิเคราะห์ในช่วงเวลาใดเวลาหนึ่ง 
เพื่อวิเคราะห์ถึงกระแสที่เกิดขึ้นในช่วงนั้นได้อีกด้วย โดย
ปกติแล้วกระแสของสังคมเป็นสิ่งทีเ่ปลี่ยนแปลงตามเวลา ท า
ให้ต ้องท าการวิเคราะห์อย่างสม ่าเสมอ อย่างไรก็ตาม
เครื่องมือที่น าเสนอในงานวิจัยนี้จะสามารถน าเข้ามาช่วย
เพื่อใหก้ารวิเคราะห์เป็นไปอย่างอัตโนมัติ 

ในงานวิจัยนี้จะเป็นการสร้างเครื่องมือวิเคราะห์เพื่อ
วิเคราะห์รูปภาพจ านวนมากเพื่อหาลักษณะทางกายภาพ
ของภาพเบ ื ้องต ้น ค ือ ขนาด , การวางแนวภาพ และ 
อัตราส่วนภาพ กับการวิเคราะห์องค์ประกอบของรูปภาพเชิง
ลึก เช่นลักษณะของรูปภาพ (Image Style) , ความรู้สึกใน
รูปภาพ (Image Sentiment), ฉากหลังของรูปภาพ (Scene) 
และ วัตถุที ่อยู ่ในรูปภาพ (Object) พร้อมทั้งสรุปผลเป็น
คะแนนให้พร้อมส าหรับการตัดสินใจ 

เนื่องด้วยการวิเคราะห์ลักษณะของรูปภาพ (Image 
Style) ความรู้สึกในรูปภาพ (Image Sentiment), ฉากหลัง
ของรูปภาพ (Scene) และ วัตถุท่ีอยู่ในรูปภาพ (Object) ใช้
เทคนิคการวิเคราะห์เพื่อการจ าแนกประเภทรูปภาพ (Image 
Classification) เป็นพื้นฐาน ซึ่งการวิเคราะห์เพื่อการจ าแนก
ประเภทร ูปภาพ ( Image Classification) น ั ้น เป ็นการ
วิเคราะห์ข้อมูลที่ไม่มีโครงสร้าง (unstructured data) การ
วิเคราะห์ในรูปแบบนี ้จ าเป็นต้องมีสองกระบวนการคือ 
กระบวนการสกัดตัวแทนที ่ม ีล ักษณะเฉพาะ (Feature 
Extraction) และกระบวนการจ าแนกประเภทรูปภาพ 
(Image Classification) ในแนวทางดั ้งเดิมปัญหาหนึ ่งใน
การวิเคราะห์คือกระบวนการสกัดตัวแทนที่มีลักษณะเฉพาะ 
(Feature Extraction) แต่เดิมการจัดการกับรูปภาพ และ
การสร้างตัวแทนที่มีลักษณะเฉพาะมักเป็นการสร้างจาก
เทคนิคท ามือ (Hand-Crafted Feature Extraction) เพื่อ
เลือกหาวิธีการสกัดลักษณะเฉพาะ เช่น Haar-like feature, 
Histogram of Oriented Gradients (HOG), bag of visual 
words (BOVW), Scale-Invariant Feature Transform 
(SIFT) แ ล ะ  Speeded Up Robust Feature (SURF) 
กระบวนการเหล่านี้ใช้เวลามาก และต้องพึ่งพาผู้เช่ียวชาญ
เชิงลึกในศาสตร์สาขาใดสาขาหนึ่ง (Domain Expert) ใน
ประเภทของภาพที่ท าการแยก และความสามารถในการ
สกัดน าเอาตัวแทนที่มีลักษณะเฉพาะออกมาได้ดีหรือไม่นั้น 
จะข ึ ้นก ับความร ู ้ เช ิ งล ึก  (Domain Knowledge)  ของ
ผู้เชี่ยวชาญในศาสตร์สาขาใดสาขาหนึ่ง (Domain Expert)   
ของชนิดรูปภาพนั้นๆ ซึ่งผลของการท านายต่อด้วยตัวแบบ
การเรียนรู ้ของเครื ่องแบบดั้งเดิม (Traditional machine 
learning) เช่น SVM จะขึ้นกับขั้นตอนการสกัดตัวแทนที่มี
ลักษณะเฉพาะ (Feature Extraction) เป็นหลักด้วย 
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ต่อมามีการพัฒนาเทคนิคที่ใช้กระบวนการเรียนรู้เชิง
ล ึ ก  (Deep Learning) เ ข ้ า ม า เพื่ อ ส ก ั ด ต ั ว แทนท ี ่ มี
ลักษณะเฉพาะ (Feature Extraction) ได้อย่างรวดเร็ว โดย
ไม่จ าเป็นต้องใช้ผู ้เช่ียวชาญเชิงลึก (Domain Expert) มา
สกัดตัวแทนที่มีลักษณะเฉพาะ (feature) โดยเทคนิคที่นิยม
ใช้คือ Convolutional Neural Networks (CNN) ที่สามารถ
สกัดเอาตัวแทนที่ยังคงรักษาเอกลักษณ์เฉพาะของรูปไดเ้ป็น
อย่างด ีหร ือสามารถร ักษาความเหมือนกัน (Preserve 
Similarity) ของรูปแม้จะถูกแปลง (Map) จากปริภูมิรูปที่
ป้อนเข้า (Input Space) ไปอยู่บนโดเมนของปริภูมิมิติสูง 
(High Dimensional Space) ของปร ิ ภ ู ม ิ ต ั ว แทนท ี ่ มี
ล ักษณะเฉพาะ (Feature Space) แล้วก ็ตาม ท าให ้ใน
งานวิจัยนี ้จ ึงจะน าเอาตัวแบบประเภท Convolutional 
Neural Networks (CNN) มาใช้งานเพื่อให้ตอบโจทย์ของ
การวิเคราะห์ดังกล่าว 
 

2. ทฤษฎีและวรรณกรรมท่ีเกี่ยวข้อง 

โดยปกติงานวิจัยที ่ท าการวิเคราะห์ดัชนีถ้อยค า 
(Hashtag) ส่วนมากจะเป็นงานวิจัยที่ท ากับเครือข่ายสังคม
ประเภทท่ีเป็นข้อความ เช่น Twitter เป็นหลัก ส่วนงานวิจัย
ที ่ เก ี ่ยวข้องกับการวิเคราะห์เน ื ้อหาของดัชนีถ ้อยค า 
(Hashtag) ของร ูปภาพ หร ื อร ูปภาพท ี ่ ผ ู ้ ม ี อ ิ ทธ ิพล 
(Influencer) น ามาลงเครือข่ายสังคม (Social Network) มี
จ านวนไม่มาก หนึ่งในนั้นคืองานวิจัยของ Hu และ คณะ 
(2014) [1] ได้ศึกษาเกี่ยวกับการหาประเภทของรูปภาพที่
ผู้ใช้นิยมน าขึ้นไปยัง Instagram และจัดกลุ่มของผู้ใช้บริการ 
Instagram จากรูปที่น าข้ึนไปยัง Instagram ซึ่งการท าความ
เข้าใจกลไกของของเคร ือข่ายสังคม (Social Network) 
เหล่านี้หมายถึงการท างานกับพลวัตของมนุษย์ วัฒนธรรม 
สังคม และสิ่งแวดล้อมซึ่งจะท าให้เห็นถึงสถานการณ์ต่างๆ 
จากมุมมองทางธุรกิจ การสื่อสาร และการตลาด [2] 

ปัจจัยส าคัญอย่างหนึ่งของสื่อสังคมออนไลน์ที่เน้น
การให้ผู ้ใช้งานลงรูปภาพคือ ดัชนีถ้อยค า (Hashtag) ที่
ประกอบไปด้วย “#” และข้อความ เช่น “#อร่อย” เพื่อจัด
หมวดหมู ่ร ูปภาพในแอพลิเคชันสื ่อสังคมออนไลน์ เช่น 
Instagram [3]  ซึ่งดัชนีถ้อยค านี้มีหน้าท่ีเป็นตัวบอกลักษณะ

ของรูปภาพ หรือมีความเกี ่ยวข้องกับค าอธิบายรูปภาพ 
(Caption) เพื ่ออธิบายเนื้อหาให้ชัดเจนยิ่งขึ้น ดังนั ้นดัชนี
ถ้อยค า (Hashtag) จึงเป็นหนึ่งในวิธีการที ่ใช้ เพื ่อจัดการ
ข้อม ูลสารสนเทศ  [4] ในทางเด ียวกัน Ibba และ คณะ 
(2015) [2] ได้กล่าวว่า ดัชนีถ้อยค า (Hashtag)  คือ ระบบที่
คั่นหนังสือทางสังคม (Social Bookmarking System)  ซึ่ง
เป็นระบบที่ผู้ใช้สร้างขึ้นเองในการจ าแนกและจัดระเบียบ
เนื้อหาออนไลน์เป็นหมวดหมู่ต่างๆ โดยใช้ข้อมูลอภิพันธุ์ 
(Metadata) เช่นป้ายอิเล็กทรอนิกส์ (Electronic Tag) การ
ใช้ดัชนีถ้อยค า บางประเภทยังสามารถท าให้ชุมชนบาง
ประเภทก่อตัวขึ้น เช่นกลุ่มสาธารณะเฉพาะกิจที่สร้างขึ้น
อย่างรวดเร็ว เพื่อตอบสนองกับเหตุการณ์เฉพาะหรือปญัหา
เฉพาะหน้าได้ [5] ท าให้สามารถใช้ดัชนีถ้อยค า (Hashtag) 
เพื ่อติดตามกระแสสังคมได้  ดังนั ้นการหา ดัชนีถ้อยค า 
(Hashtag) ที ่เหมาะสมจะท าให้ผู ้ที ่เข้ามาใช้งานสามารถ
เข้าถึง สินค้าและบริการ ได้อย่างรวดเร็วเนื ่องจากถูกจัด
หมวดหมู่อย่างเหมาะสมแล้ว 

การใช้ผู้มีอิทธิพล (Influencer) อย่างมีประสิทธิภาพ 
ต้องท าความเข้าใจผู้ชม และการเข้าใจอินฟลูเอนเซอร์ด้วย 
จ านวนผู ้ติดตามที ่แท้จริงของผู ้มีอิทธิพลไม่จ าเป็นต้อง
แปลว่าบุคคลนั้นเหมาะสมส าหรับแบรนด์ใดแบรนด์หนึ่ง
เนื่องจากผู้มีอิทธิพล (Influencer) บน Social Media ต่าง
จากโฆษณาแบบดั้งเดิม หรือการใช้คนดังมาพูดแทนแบรนด์ 
คือ Influencer จะโต้ตอบและพูดคุยกับผู้ติดตามอยู่เป็น
ประจ า ด ังน ั ้นจะเป็นการเชื ่อมโยงกับกลุ ่มเป ้าหมาย 
(Relatability) และความเป็นเอกลักษณ์ (Authenticity) 
การเลือกหา ผู ้มีอิทธิพล (Influencer) บน Social Media 
จึงจ าเป็นต้องหาผู้ที่มีความเหมาะสมครบถ้วน 

การวิเคราะห์ลักษณะเฉพาะทางความรู ้ส ึกและ
ลักษณะทางกายภาพของดัชนีถ้อยค าของรูปภาพในสื่อ
เครือข่ายสังคมมีความจ าเป็นอย่างยิ่งที่ต้องใช้เทคนิคต่างๆ
มาประกอบกัน การจ าแนกความรู ้ส ึกร ูปภาพ ( Image 
Sentiment Classification) และกา รจ  า แนกประ เภท
ลักษณะรูปภาพ (Image Style Classification) จึงเป็นส่วน
หนึ ่งเพื ่อการวิเคราะห์นี ้ จากงานวิจ ัยที ่ผ ่านมา Satoh 
(2016) [6] ได ้สร ้างต ัวแบบส  าหร ับจ  าแนกความร ู ้สึก 
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(Sentiment Analysis) โดยใช้รูปภาพในโซเขียลมีเดียจาก
เว็บไซต์ Flickr และ Instagram ด้วยเทคนิค “ถุงของภาพ
ค าศัพท์ (Bag of visuals words)” นอกจากน้ี ในงานวิจัยที่
ผ่านมามีการใช้ตัวแบบ โครงข่ายประสาทเทียม (Artificial 
Neural Network: ANN) ประเภท Convolutional Neural 
Network (CNN) เพื ่อการจ าแนกประเภทรูปภาพ ( Image 
Classification) ที ่สามารถน ามาวิเคราะห์รูปภาพบนสื่อ
เครือข่ายสังคมได้ 

Gajarla และ Gupta (2011) [7] ได ้ท  าการใช ้ตัว
แ บ บ  โ ค ร ง ข ่ า ย ป ร ะ ส า ท เ ท ี ย ม แ บ บ ค อน โ ว ล ู ช่ั น 
(Convolutional Neural Networks, CNN) เพื่อการจ าแนก
ประเภท (Classification) สองตัวแบบเพื ่อการตรวจจับ
รูปภาพตามอารมณ์ (Emotional Detection) และ การ
วิเคราะห์ความรู้สึกในรูปภาพ (Sentiment Analysis) โดย
เก็บรวบรวมรูปภาพในโซเขียลมีเดียจากเว็บไซต์ Flickr 
นอกจากนี ้ Karayev และ คณะ (2014) [8] ได้ใช้ร ูปภาพ
จาก Flickr และ Wikipaintings เพื่อสร้างตัวแบบประเภท 
Convolutional Neural Network (CNN) เพื่อจ าแนกตาม
ตามสไตล์ของรูปภาพ (Recognizing Image Style) จากนั้น 
Zhou และ คณะ (2017) [9] ได้น าเสนอการจ าแนกพื้นหลัง
รูปภาพ (Image Scene Classification) ที่สามารถน ามาใช้
กับการวิเคราะห์พื้นหลังของภาพ   

การจ าแนกรูปภาพด้วยตัวแบบโครงข่ายประสาท
เท ี ยมแบบคอนโวล ู ช ั ่ นน ั ล  ( Convolutional Neural 
Networks, CNN) น ั ้น ม ีผ ู ้พ ัฒนาออกมาหลายตั ว แต่  
EfficientNet ที ่ถ ูกพัฒนาโดย Tan และ Le (2020) [10] 
เป็นตัวแบบ state-of-the-art ที่ให้ความแม่นย าถึง 84.3% 
สูงเป็นอันดับหนึ่งบนชุดข้อมูล ImageNet ซึ่งมีขนาดเล็ก
กว่า 8.4 เท่า และเร็วกว่า 6.1 เท่า เมื่อเทียบกับตัวแบบคอน
โวลูชั้นที่ดีที่สุด จึงเป็นตัวแบบที่เหมาะสมต่อการน ามาผ่าน
เทคน ิค กระบวนการถ ่ายทอดการเร ียนร ู ้  (Transfer 
Learning) เพ ื ่อการจ  าแนกร ูปภาพได ้ เป ็นอย ่างด ี  ซึ่ ง
กระบวนการถ่ายทอดการเรียนรู้ (Transfer Learning) คือ
เทคนิคการเรียนรู้ของเครื่อง (Machine Learning) โดยตัว
แบบได้รับการฝึกอบรมและพัฒนาส าหรับงานหนึ่งงาน แล้ว
สามารถน ากลับมาใช้ใหม่ในงานท่ีเกี่ยวข้องได้ [11] 

การตรวจจับวัตถุ (Object Detection) เป็นอีกส่วน
ส าคัญที่สามารถน ามาใช้กับการตรวจจับวัตถุที ่ต ้องการ
รวมถึงหาจ านวนวัตถุที่เกิดขึ้นในภาพ ซึ่งมีผู้พัฒนาออกมา
หลายตัวแต่  Redmon และ คณะ (2016) [12] ได้น าเสนอ
ตัวแบบ YOLO ที่สามารตรวจจับวัตถุได้อย่างรวดเร็วและใช้
ทรัพยากรการประมวลผลที่น้อย โดย YOLO ถูกสอนบนชุด
ข้อมูล COCO [13] เทคนิคที่กล่าวมาข้างต้นสามารถน ามา
ประยุกต์ให้รวมกันเพื่อวิเคราะห์ ลักษณะเฉพาะของดัชนี
ถ้อยค า (Hashtag) ได้ 

 

3. ระเบียบวิธีวิจัย 

การวิเคราะห์ลักษณะเฉพาะทางความรู ้ส ึกและ
ลักษณะทางกายภาพในงานวิจัยนี้สามารถแบ่งได้เป็นสอง
ส ่วนใหญ่ ค ือส ่วนแรก ล ักษณะทางกายภาพของภาพ
เบื้องต้น ได้แก่ ขนาด การวางแนวภาพ และ อัตราส่วนภาพ 
ที ่จะได้ผลลัพธ์เป็นค่าสถิติเชิงพรรณนาเพื ่อการอธิบาย
ลักษณะทางกายภาพเบื้องต้นของรูปภาพ 

ส่วนที่สอง การวิเคราะองค์ประกอบของรูปภาพเชิง
ลึก เช่นลักษณะของรูปภาพ ( Image Style) ความรู้สึกใน
รูปภาพ (Image Sentiment) ฉากหลังของรูปภาพ (Scene) 
และ ว ัตถุท ี ่อย ู ่ ในร ูปภาพ (Object)  ซึ ่งการว ิเคราะห์
องค์ประกอบของรูปภาพเชิงลึกจะใช้เทคนิคการประยุกต์ตัว
แบบสองรูปแบบคือ “ตัวแบบส าเร็จรูป” ซึ ่งหมายถึง ตัว
แบบที่ผ่านการสอนแล้ว (Pre-trained model) ที่ไม่ผ่าน
กระบวนการปรับปรุงตัวแบบใดๆ เนื่องจากมีความเหมาะสม
ที่จะน ามาใช้ “ตัวแบบใหม่” ที่เกิดจากการน าเอาตัวแบบที่
ผ ่ า น ก า ร ส อ น แ ล ้ ว  ( Pretrained-Model) ม า ผ ่ า น
กระบวนการถ่ายทอดการเรียนรู้ (Transfer Learning) ให้
ได้ตัวแบบที่มีความสามารถเฉพาะ เพื่อใช้ในการวิเคราะห์ที่
เฉพาะเจาะจงยิ่งขึ้น แล้วน าผลลัพธ์ของแต่ละตัวแบบมาคิด
เป็นค่าสถิติเชิงพรรณนา และคะแนนความเหมาะสมของ
ดัชนีถ้อยค า (Hashtag) ที ่จะน ามาใช้ หรือ ผู ้มีอิทธิพล 
(Influencer) ในสื่อเครือข่ายสังคมทางอินเทอร์เน็ต เพื่อใช้
กับส าหรับการตัดสินใจ   

ทุกเทคนิคทางการประมวลผลภาพและปัญหาดังที่
กล่าวมาจ าถูกน ามาประยุกต์ใช้โดยการน ามาสร้างเป็นระบบ
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ที่ใช้ในการวิเคราะห์ดัชนีถ้อยค า (Hashtag) หรือ การเลือก
หาผู ้ม ีอ ิทธิพล ( Influencer) ในสื ่อเครือข่ายส ังคมทาง
อินเทอร์เน็ตทีเ่หมาะสม  

ตัวแบบส าเร็จรูป 

“ตัวแบบส าเร็จรูป” ที่น ามาใช้งาน มีสองตัวแบบคือ 
ตัวแบบจ าแนกประเภทฉากหลัง (Scene Classification 
Model) แ ล ะ  ต ั ว แ บ บ ก า ร ต ร ว จ จ ั บ ว ั ต ถ ุ  ( Object 
Detection) ซึ่งมีรายละเอียดดังตารางที่ 1 รายละเอียดตัว
แบบส าเร็จรูป 
 
ตารางที่ 1 รายละเอียดตัวแบบส าเร็จรูป 

ชื่อ ประเภท ชนิด ข้อมูลที่ใช้สอน จุดประสงค์ตัวแบบ 

ตัวแบบจ าแนก
ประเภทฉากหลัง 

จ าแนกประเภท VGG16 Place365 
จ าแนกประเภทฉาก

หลังรูป 

ตัวแบบตรวจจับ
วัตถุ 

ตรวจจับวัตถุ 
YOLO 

V4 
COCO ตรวจจับวัตถุท่ัวไป 

 
ต ั ว แ บ บ จ  า แ น ก ป ร ะ เ ภ ทฉ า ก ห ล ั ง  ( Scene 

Classification Model) เป็นตัวแบบที ่มีความสามารถใน
การท านายฉากหลังของภาพได้ 365 ชนิด โดยสามารถดู
รายละเอียดเพิ ่มเติมเกี ่ยวกับชนิดพื ้นหลังได้ที ่เว็บไซต์  
http://places2.csail.mit.edu/explore.html ต ัวแบบนี้
ยังสามารถท านายออกมาเป็นภาพภายนอก หรือภายใน
อาคารสถานที่ได้อีกด้วย ตัวแบบนี้จะน ามาใช้วิเคราะห์ว่า
ภาพถูกถ่ายขึ้นที่ไหน และอยู่ภายนอก หรือภายในอาคาร
สถานท่ี  

ตัวแบบตรวจจับวัตถุ (Object Detection) สามารถ
ตรวจจับวัตถุได้ 80 วัตถุซึ่งจะน ามาใช้เพื่อตรวจสอบวัตถุที่
สนใจในรูปภาพว่ามีปรากฏอยู่เท่าใดและยังสามารถน ามาหา 
Rule Set ว่าวัตถุใดเกิดขึ้นพร้อมกับวัตถุใดได้ด้วย 

ตัวแบบใหม ่
การพัฒนา “ตัวแบบใหม่” ทั้งสองตัวแบบ จะใช้ตัว

แบบแกน (Backbone) คือ EfficientNet B0 น ามาผ ่าน
กระบวนการถ่ายทอดการเร ียนรู ้  (Transfer Learning) 
เพื่อให้ได้ตัวแบบส าหรับ 
1. ต ัวแบบจ  าแนกประเภทความร ู ้ส ึกร ูปภาพ ( Image 
Sentiment Classification)   

2. ตัวแบบจ าแนกประเภทลักษณะรูปภาพ ( Image Style 
Classification) 
 
3.1 แหล่งที่มาของข้อมูล 

เนื่องจากในงานวิจัยนี้ต้องท าการสร้างตัวแบบการ
จ าแนกประเภทความรู้สึกของรูปภาพ (Image Sentiment 
Classification) และ ต ัวแบบจ  าแนกประเภทล ักษณะ
รูปภาพ (Image Style Classification)  ดังนั ้นจึงมีข้อมูล
รูปภาพสองส่วนหลักที่ต้องใช้เพื่อการสอนตัวแบบ โดยเป็น
ข้อมูลส าหรับการสอนตัวแบบมาจากจากเว็บไซต์ ซึ่งเป็นชุด
ข้อมูลที่อยู่ของรูปภาพ (URL) จากเว็บไซต์ Flickr ที่ถูกติด
สลากไว้แล้ว ใช้ส าหรับการสอนตัวแบบจ าแนกประเภท
ความรู้สึกรูปภาพ (Image Sentiment Classification) ซึ่ง
มีรายละเอียดดังนี้                                      

1) ชุดข้อมูลความรู้สึกรูปภาพ (Image Sentiment 
Dataset)               

ข้อมูลส าหรับการสอนตัวแบบมาจากจากเว็บไซต์ 
https://mm.doshisha.ac.jp/senti/CrossSentiment.html  

2) ช ุ ด ข ้ อม ู ล ล ั กษณะร ู ปภ าพ  ( Image Style 
Dataset) 

ข้อมูลส าหรับการสอนตัวแบบมาจากจากเว็บไซต์ 
http://vislab.berkeleyvision.org/datasets.html  

       
3.2 การเตรียมข้อมูล 

3.2.1 การดึงรูปภาพจากอยู่ของรูปภาพ (URL)  
ข้อมูลทั้งสองชุดข้อมูลเป็นรายการที่อยู่ของรูปภาพ 

(URL) ดังนั ้นจึงใช้ใช้วิธีการเขียนโปรแกรมเพื่อท าการดึง
ข้อมูลรูปภาพออกมา ซึ่งที่อยู่ของรูปภาพ (URL) บางส่วนมี
ความเสียหายไม่สามารถเข้าถึงข้อมูลได้ โดยชุดข้อมูล
ความรู้สึกรูปภาพ (Image Sentiment Dataset) มีจ านวน
รูปภาพที่สามารถเข้าถึงได้ รวมรูปภาพทั้งหมด 66,839 รูป 
ส่วนชุดข้อมูลลักษณะรูปภาพ (Image Style Dataset) มี
จ านวนรูปภาพที ่สามารถเข้าถึงได้ รวมรูปภาพทั ้งหมด 
63,989 รูป 

 

http://places2.csail.mit.edu/explore.html
https://mm.doshisha.ac.jp/senti/CrossSentiment.html
http://vislab.berkeleyvision.org/datasets.html


Thai Journal of Operations Research: TJOR Vol 10 No 1 (January - June 2022) 

7 

3.2.2 การให้ฉลากข้อมูล 
1) ชุดข้อมูลความรู้สึกรูปภาพ (Image Sentiment 

Dataset) 
ส  าหร ับช ุดข ้อม ูลความร ู ้ส ึกร ูปภาพ ( Image 

Sentiment Dataset) จะม ีการ ให ้ ฉลากข ้อม ู ล  (Data 
Labelling) โดยใช้ผู้ติดฉลาก (labeller) จ านวน 3 คน โดย
แต่ละรูปภาพผู้ติดสลากแต่ละคนจะระบุความรู้สึกให้รูปภาพ
น ั ้นได ้ เพ ียงความร ู ้ส ึกเด ียวซ ึ ่ งประกอบด ้วย แง ่ลบ 
(Negative), กลาง  (Neutral) และ แง ่บวก (Positive) 
เท่านั้น แต่เพื่อให้การระดับของความรู้สึกมีความละเอียด
ยิ่งขึ้นในงานวิจัยนี้จะให้วิธีแบ่งความรู้สึกออกเป็น 5 ระดับ
คือ แง่ลบอย่างยิ ่ง (Highly Negative), แง่ลบ(Negative), 
กลาง(Neutral), แง่บวก (Positive) และ แง่บวกอย่างยิ่ง 
(Highly Positive) โดยมีเกณฑ์การแปลงคะแนนจากคะแนน
ที่ผู้ติดสลากให้ดังนี้ 

- แง่ลบอย่างยิ ่ง (Highly Negative) ก็ต่อเมื ่อ ผู ้ติด
ฉลาก (labeller)ทั้ง 3 คนให้รูปเป็น (Negative)  

- แง่ลบ (Negative) ก็ต่อเมื่อ ผู้ติดฉลาก (labeller) 
2 คนให้รูปเป็น ลบ (Negative) และ 1 คนให้เป็น 
กลาง (Neutral) 

- กลาง (Neutral) ก็ต่อเมื่อ ผู้ติดฉลาก (labeller)ทั้ง 
3 คนให้รูปเป็น กลาง (Neutral) 

- แง่บวก (Positive) ก็ต่อเมื่อ ผู้ติดฉลาก (labeller) 
2 คนให้รูปเป็น บวก (Positive) และ 1 คนให้เป็น 
กลาง (Neutral)  

- แง่บวกอย่างยิ่ง (Highly Positive) ก็ต่อเมื่อ ผู้ติด
ฉลาก (labeller) ทั้ง 3 คนให้รูปเป็น (Positive) 

สามารถสรุปได้ตามตารางที่ 2 การแปลงคะแนนความรู้สึก 
 

ตารางที่ 2 การแปลงคะแนนความรู้สึก 
 แง่ลบ 

(Negative) 
กลาง 

(Neutral) 
แง่บวก 

 (Positive) 

แง่ลบอย่างยิ่ง  
(Highly Negative) 

3 0 0 

แง่ลบ (Negative) 2 1 0 

กลาง (Neutral) 1 2 0 

กลาง (Neutral) 0 3 0 

กลาง (Neutral) 0 2 1 

แง่บวก (Positive) 0 1 2 

แง่บวกอย่างยิ่ง 
 (Highly Positive) 

0 0 3 

ภายหลังจากการแปลงคะแนน จะมีจ านวนรูปภาพ
ในแต่ละประเภทฉลากดังตารางที่ 3 จ านวนรูปภาพในชุด
ข้อมูลความรู้สึกรูปภาพแยกตามความรู้สึก 

ตารางที่ 3 จ านวนรูปภาพในชุดขอ้มูลความรู้สึกรูปภาพแยก
ตามความรู้สึก 

ประเภท จ ำนวน (รูป) 

Highly Negative 7,122 

Negative 7,005 

Neutral 9,838 

Positive 13,697 

Highly Positive 29,177 

รวมรูปภำพทั้งหมด 66,839 รูป 

 
2) ชุดข้อมูลลักษณะรูปภาพ (Image Style Dataset) 
ส าหรับข้อมูลส าหรับสอนตัวแบบจ าแนกประเภท

ลักษณะรูปภาพ (Image Style Classification) ฉลากข้อมูล
ที่ให้มามีความสมบูรณ์พร้อมใช้งาน ไม่จ าเป็นต้องให้ฉลาก
ข้อมูลเพิ่มเติม ซึ่งมีจ านวนรูปภาพในแต่ละประเภทฉลากดัง
ตารางที่ 4 จ านวนรูปภาพในชุดข้อมูลลักษณะรูปภาพแยก
ตามลักษณะรูปภาพ 
 
ตารางที่ 4 จ านวนรปูภาพในชุดข้อมูลลักษณะรปูภาพแยก
ตามลักษณะรูปภาพ 

ประเภท จ ำนวน (รูป)  ประเภท จ ำนวน (รูป) 

Bokeh 3,262  Macro 3,322 

Bright 3,208  Melancholy 2,753 

Depth of Field 3,102  Minimal 3,195 

Detailed 2,743  Noir 3,570 

Ethereal 3,220  Pastel 2,912 

Geometric 
Composition 

3,150  Romantic 2,957 

Hazy 3,385  Serene 3,625 

HDR 3,283  Sunny 3,210 

Horror 3,511  Texture 3,306 

Long Exposure 3,097  Vintage 3,178 

รวมรูปภำพทั้งหมด 63,989 รูป 

 
3.3 การสร้างตัวแบบใหม ่

ทั้งสองตัวแบบ เกิดจากการน าเอาตัวแบบที่ผ่านการ
สอนแล ้ ว  (Pretrained-Model) มาผ ่ านกระบวนการ
ถ่ายทอดการเรียนรู้ (Transfer Learning) โดยใช้ ส่วนการ
สกัดลักษณะเฉพาะ (Feature Extraction) เป็นโครงข่าย
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ป ร ะ ส าท  ( Neural Network) ป ร ะ เ ภทคอน โ วล ู ช่ั น 
(Convolutional Neural Network) ชนิด EfficientNet B0 
ที่ผ่านการสอนแล้วบนชุดข้อมูล ImageNet (Pre-trained 
on ImageNet Dataset) โดยน าชั้นตัวแบบจ าแนกประเภท
(Classification Layer) ออก แล้วสร้างชั ้นตัวแบบจ าแนก
ประเภทใหม่ จากนั้นท าการป้องกันไม่ให้น ้าหนักของช้ันการ
ส กั ด ล ั ก ษ ณ ะ เ ฉ พ า ะ  ( Feature Extraction Layer) 
เปลี่ยนแปลง แล้วท าการสอนตัวแบบทั้งหมดด้วยชุดข้อมูล
สอน 

โดยชุดข้อมูลจะถูกแบ่งออกเป็นชุดสอน (Train Set) 
และ ชุดทดสอบ (Test Set) ในอัตราส่วน 80:20 เหมือนกัน
ทั้งตัวแบบการจ าแนกประเภทความรู้สกึของรูปภาพ (Image 
Sentiment Classification)  และ ตัวแบบจ าแนกประเภท
ลักษณะรูปภาพ (Image Style Classification) 

รูปที่ 1 แสดงถึงโครงสร้างโดยคร่าว ของตัวแบบใหม่
โดยตัวแบบใหม่จะน าเรารูปภาพปอ้นเข้า (Input) ผ่าน
กระบวนการประมวลผล (Preprocessing) เพื่อปรับรูปภาพ
ให้มีความเหมาะสมกับตัวแบบ โดยขั้นตอนนี้จะมสีองส่วน
คือการปรับขนาดรูปภาพ (Resize) และ การประมวลผลที่
จ าเป็นเฉพาะของตัวแบบ EfficientNet (EfficientNet 
Preprocessing) หลังจากนั้นภาพที่ผ่านกระบวนการ
ประมวลผลแล้วจะถูกผ่านชั้นการสกัดลักษณะเฉพาะ และ 
ผ่านช้ันตัวแบบจ าแนกประเภทแลว้ จะได้ออกมาเป็นผลลัพธ์
การท านายของตัวแบบใหม ่

 
รูปที่ 1 โครงสร้างโดยคร่าวของตัวแบบใหม่ 

รายละเอียดของประเภท ขนาดตัวแบบจ าแนก
ประเภทของแต่ละตัวแบบแสดงดังรายละเอียดใน ตารางที่ 
5 รายละเอียดของตวัแบบใหม่ที่สร้างขึ้น 

 
ตารางที่ 5 รายละเอียดของตวัแบบใหม่ที่สร้างขึ้น 

รายการ ตัวแบบการจ าแนกประเภท 

ความรู้สึกของรูปภาพ ลักษณะรูปภาพ 

ประเภท Multiclass Classification Multiclass Classification 

ขนาดรูปภาพป้อนเข้า 224 x 224 (3 Channels) 224 x 224 (3 Channels) 

Mini Batch Size  32 32 

Optimizer Adam Adam 

Loss Function Categorical Cross 
Entropy 

Categorical Cross 
Entropy 

 
ส าหรับรายละเอียดของชั้นตัวแบบจ าแนกประเภท

(Classification Layer) ของตัวแบบ ตัวแบบการจ าแนก
ประ เภทความร ู ้ ส ึ กของร ูปภาพ ( Image Sentiment 
Classification)  และ ต ัวแบบจ าแนกประเภทลักษณะ
รูปภาพ (Image Style Classification) แสดงในตารางที่ 6 
รายละเอียดชั้นการจ าแนกประเภทของตัวแบบการจ าแนก
ประเภทความรู้สึกของรูปภาพและ ตารางที่ 7 รายละเอียด
ชั้นการจ าแนกประเภทของตัวแบบจ าแนกประเภทลักษณะ
รูปภาพการค านวณคะแนน ตามล าดับ 
 

ตารางที่ 6 รายละเอียดชั้นการจ าแนกประเภทของตัวแบบ
การจ าแนกประเภทความรูส้ึกของรูปภาพ 

Layer Type Dimen
sion 

Activation 
Function 

Drop
out 

Batch 
Normalization 

Global Average 
Pooling 2D 

- - - - 

Fully Connected 1024 ReLU 30% Yes 

Fully Connected 1024 ReLU 30% Yes 

Fully Connected 1024 ReLU 30% Yes 

Fully Connected 512 ReLU 30% Yes 

Fully Connected 256 ReLU 30% Yes 

Fully Connected 128 ReLU 30% Yes 

Fully Connected 64 ReLU 30% Yes 

Fully Connected 
(Output) 

5 SoftMax - - 
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ตารางที่ 7 รายละเอียดชั้นการจ าแนกประเภทของตัวแบบ
จ าแนกประเภทลักษณะรูปภาพการค านวณคะแนน 

Layer Type Dimen
sion 

Activation 
Function 

Drop
out 

Batch 
Normalization 

Global Average 
Pooling 2D 

- - 20% Yes 

Fully Connected 512 ReLU 30% Yes 

Fully Connected 256 ReLU 30% Yes 

Fully Connected 128 ReLU 30% Yes 

Fully Connected 64 ReLU 30% Yes 

Fully Connected 
(Output) 

20 SoftMax - - 

 
3.4 การค านวณคะแนนความเหมาะสม 

3.4.1 การค านวณคะแนนความเหมาะสมส าหรับ
ความรู้สึกรูปภาพ 

 
𝑆(𝑃, 𝐸) =  𝑊(𝑃) × 𝐹(𝐸)𝑇 (1) 

เมื่อ 
S(P,E) คือ คะแนน มีค่าอยู่ในช่วง [0, 1] 
P คือ เมทริก ขนาด m x n   
pi,j คือสมาชิกของ P ซึ่งเป็นความน่าจะเป็นของรูป i ที่จะ
เป็นประเภท j  

- i จะมีค่าตั ้งแต่ 1 – n โดย n คือจ านวนรูปที ่มี
ทั้งหมด 

- j จะม ีค ่าต ั ้ งแต ่  1 - 5 (ม ี 5 ความร ู ้ส ึก เร ียง
ตามล าดับคือแง่บวกอย่างยิ่ง (Highly Positive), 
แ ง ่ บ ว ก  ( Positive), ก ล า ง  ( Neutral), ล บ 
(Negative) และ ลบอย่างยิ่ง (Highly Negative)) 

โดยที่ pi,j จะมีคุณสมบัติคือ 
 

∑𝑝𝑖𝑗 = 1;  เมื่อ 𝑖 = {1, 2, …  𝑛}

𝑚

𝑗=1

 
 (2) 

∑∑𝑝𝑖𝑗 = 𝑛 

𝑚

𝑗=1

𝑛

𝑖=1

 
(3) 

 
E คือ ความรู ้ส ึกสนใจซึ ่งมีค่าได้ คือ แง่บวก (Positive), 
กลาง (Neutral) และ ลบ (Negative)   
W(P) คือ เมทริกผลรวมความน่าจะเป็นของแต่ละความรู้สึก
ทุกรูปภาพสามารถค านวนได้จาก 

𝑊(𝑃) = [∑𝑝𝑖,1

𝑛

𝑖=0

,∑𝑝𝑖,2

𝑛

𝑖=0

,∑𝑝𝑖,3

𝑛

𝑖=0

,∑𝑝𝑖,4

𝑛

𝑖=0

,∑𝑝𝑖,5

𝑛

𝑖=0

 ] 
 

 
(4) 

F(E) คือ เมทริกตัวคูณปัจจัยสามารถค านวณได้จาก 
 

𝐹(𝐸) = [𝑤ℎ𝑖𝑔ℎ𝑙𝑦 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 , 𝑤𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 , 
 𝑤𝑛𝑒𝑢𝑡𝑟𝑎𝑙 , 𝑤𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 , 𝑤ℎ𝑖𝑔ℎ𝑙𝑦 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒] 

(5) 

โดยที่ w น ้าหนักคะแนนในแตล่ะความรูส้ึกท่ีสนใจ 
กรณี E=Positive 

  w highly positive = 1 
w positive = 0.75 
w neutral = 0.5 
w negative = 0.25 
w highly negative = 0 

 กรณี E=Neutral 
  w highly positive = 0 

w positive = 0.5 
w neutral = 1 
w negative = 0.5 
w highly negative = 0 

 
 กรณี  E=Negative 
  w highly positive = 0 

w positive = 0.25 
w neutral = 0.5 
w negative = 0.75 
w highly negative = 1 

 

3.4.2 การค านวณคะแนนความเหมาะสมส าหรับ
ฉากหลังและลักษณะรูปภาพ 

 

𝑆(𝑃, 𝐸) =  ∑ 𝑒𝑘

𝑑

𝑘=1

 (6) 

 
เมื่อ 
S(P,E) คือ คะแนน มีค่าอยู่ในช่วง [0, 1] 
P คือ เมทริก ขนาด m x n   
pi,j คือสมาชิกของ P ซึ่งเป็นความน่าจะเป็นของรูป i ที่จะ
เป็นประเภท j  
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- i จะมีค่าตั ้งแต่ 1 – n โดย n คือจ านวนรูปที ่มี
ทั้งหมด 

- j จะมีค่าตั้งแต่ 1- m โดย m คือจ านวนประเภท
ของภาพที่มีท้ังหมด 

โดยที่ pi,j จะมีคุณสมบัติคือ 
 

∑𝑝𝑖𝑗 = 1;  เมื่อ 𝑖 = {1, 2, …  𝑛}

𝑚

𝑗=1

   (7) 

∑∑𝑝𝑖𝑗 = 𝑛 

𝑚

𝑗=1

𝑛

𝑖=1

 (8) 

 

d คือ จ านวนประเภทของรูปที่สนใจ เป็นจ านวนเต็ม ในช่วง 
[1, m] เช่นหากมีประเภทของภาพท่ีตัวแบบสามารถท านาย
ได้ทั้งหมด 10 ประเภท และ เราสนใจประเภทของภาพ 2 
ประเภท ที่เป็นซับเซตของภาพที่ตัวแบบสามารถท านายได้
ดังนั้น d = 2 

ek คือคะแนนของแต่ละประเภทของภาพที่สนใจ โดยที่ k มี
ค่าตั้งแต่ 1 ถึง d สามารถค านวนได้จาก 

𝑒 𝑘 =

{
 
 

 
 1

𝑛
∑𝑝𝑖𝑗

𝑛

𝑖=0

,
1

𝑛
∑𝑝𝑖𝑗

𝑛

𝑖=0

< 
1

𝑑

1

𝑑
,

1

𝑛
∑𝑝𝑖𝑗

𝑛

𝑖=0

≥ 
1

𝑑

 

 
(9) 

3.4.3 การค านวณคะแนนความเหมาะสมส าหรับ
วัตถุที่สนใจ 

 

𝑆 =  
𝐼(𝐸)

𝑛
 (10) 
 

เมื่อ 
S คือ คะแนน มีค่าอยู่ในช่วง [0, 1] 
I(E) คือ จ านวนภาพที่มี วัตถทุี่สนใจ E ปรากฏอยู่ในภาพ 
n คือจ านวนรูปที่มีทั้งหมด 
 

3.4.4 การค านวณคะแนนความเหมาะสมรวม 
 

𝑆𝑂𝑣𝑒𝑟𝑎𝑙𝑙 = 
∑ 𝑆

𝑛
 (11) 

 

เมื่อ 
SOverall คือ คะแนนรวม มีค่าอยู่ในช่วง [0, 1] 
S คือ คะแนน มีค่าอยู่ในช่วง [0, 1] 
n คือจ านวนคะแนนท่ีน ามาใช้ทั้งหมด 

3.5 การวิเคราะห์และการแสดงผลของระบบ 
เพื่อแสดงให้เห็นว่าตัววิเคราะห์ที่สร้างขึ้นสามารถ

ใช้ได้จริง ตัววิเคราะห์นี้จึงถูกครอบด้วยส่วนต่อประสานกับ
ผู้ใช้งาน (User Interface) ที่พัฒนาขึ้นด้วย ภาษา Python 
ร ่ วมก ั บ  Flask web framework และ  Bootstrap โ ดย
ระบบสามารถวิเคราะห์ได้สองรูปแบบคือ การวิเคราะห์ดัชนี
ถ ้อยค า (Hashtag) บน Instagram และ Flickr และการ
ว ิ เคราะห ์ผ ู ้ ใช ้ งานหร ือผ ู ้ม ีอ ิทธ ิพล ( Influencer) บน 
Instagram ได้อย่างอัตโนมัติโดยมีผังการท างานดัง รูปที่ 2 
ผังการท างานของระบบ  

 

 
รูปที่ 2 ผังการท างานของระบบ 
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โดยระบบจะเร ิ ่มจากการรับเอาข้อมูลป้อนเข้า 
(Input) โดยผ่านทางหน้าเว็บดังในรูปที่ 3 ตัวอย่างส่วนต่อ
ประสานกับผู ้ใช้งาน: หน้าส าหรับรับข้อมูลเพื ่อท าการ
วิเคราะห์ซึ่งประกอบไปด้วยสองส่วนคือ ส่วนเป้าหมายที่เป็น
ดัชนีถ้อยค า (Hashtag) หรือชื่อบัญชีผู้ใช้ (Username) ที่
เปิดบัญชีเป็นสาธารณะ โดยระบบสามารถรับดัชนีถ้อยค า 
(Hashtag) ของแอพพลิเคชัน่ Instagram และ Flickr ได้ แต่
ส าหรับบัญชีผู้ใช้จะสามารถรับได้เพียงแค่ของแอพพลิเคชั่น 
Instagram เท่านั้น พร้อมทั้งต้องระบุจ านวนภาพที่จะน ามา
วิเคราะห์ด้วย ส่วนที่สองที่รับคือ ค่าความคาดหวังในด้าน
ต่างๆของชุดรูปภาพท่ีต้องการซึ่งมีดังนี้  

- ความรู้สึกต่อรูปภาพท่ีต้องการ 

- วัตถุท่ีต้องการให้ปรากฏบนรูปภาพ 

- พื้นหลังที่ต้องการ 

- บรรยากาศที ่ต ้องการ (ภายในหรือภายนอก
สถานท่ี) 

ต่อมาระบบจ าการดาวน์โหลดรูปภาพล่าสุดภายใต้ 
ดัชนีถ้อยค า (Hashtag) หรือ ชื ่อบัญชีผู ้ใช้ (Username) 
นั ้นๆ โดยอัตโนมัติเพื ่อรอการวิเคราะห์ จากนั ้นรูปภาพ
ทั้งหมดจะผ่านตัวแบบท้ังหมดที่ประกอบไปด้วย 

1) ต ั วแบบจ  าแนกประ เภทฉากหล ั ง  ( Scene 
Classification Model)  

2) ตัวแบบการตรวจจับวัตถุ (Object Detection) 
3) ตัวแบบจ าแนกประเภทความรู้สึกรูปภาพ (Image 

Sentiment Classification)   
4) ตัวแบบจ าแนกประเภทลักษณะรูปภาพ ( Image 

Style Classification) 
และส่งผลการท านายทั้งหมดไปยังตัวรวมผลการ

วิเคราะห์ และคดิค่าคะแนนความเหมาะสม พร้อมท้ังออก
รายงานผ่านทางหน้าเว็บเพื่อให้ผู้ใช้งานใช้เพื่อการตัดสินใจ 
ดังรูปที่ 4 ตัวอย่างส่วนต่อประสานกับผู้ใช้งาน: หน้าแสดง
รายงานการวิเคราะห์ (1) และ รูปที่ 5 ตัวอย่างส่วนต่อ
ประสานกับผู้ใช้งาน: หน้าแสดงรายงานการวิเคราะห์ (2) 

 

รูปที่ 3 ตัวอย่างส่วนต่อประสานกบัผู้ใช้งาน: หน้าส าหรับรับ
ข้อมูลเพื่อท าการวิเคราะห ์
 

 

รูปที่ 4 ตัวอย่างส่วนต่อประสานกบัผู้ใช้งาน: หน้าแสดง
รายงานการวิเคราะห์ (1) 

 

 

รูปที่ 5 ตัวอย่างส่วนต่อประสานกบัผู้ใช้งาน: หน้าแสดง
รายงานการวิเคราะห์ (2) 
 

4. ผลการทดลอง 
4.1 ผลของตัวแบบใหม่ 

ในงานวิจัยนี้มีการสร้างตัวแบบเพื่อท าการวิเคราะห์
รูปภาพขึ้นสองตัวแบบ ซึ่งรายละเอียดความแม่นย าของตัว
แบบเป็นดังนี้ 
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4.1.1 ตัวแบบจ าแนกประเภทความรู้สึกรูปภาพ 
(Image Sentiment Classification)   

ผลของความแม่นย าของตัวแบบเมื่อประเมินด้วยชุด
ข้อมูลสอนคือ  49.36% แต่เมื ่อประเมินด้วยชุดข้อมูล
ทดสอบจะได้ ความแม่นย า 47.21% ส าหรับรายละเอียด
ความแม่นย าที่วัดด้วยมาตรวัดอื่นอยู่ใน ตารางที่ 8 

แม้ว่าจะได้คะแนนความแม่นย าจะไม่สูงนักแต่หาก
พิจารณาว่า แบ่งความรู้สึกออกเป็น 5 ระดับคือ แง่ลบอยา่ง
ยิ่ง (Highly Negative), แง่ลบ(Negative), กลาง(Neutral), 
แง่บวก (Positive) และ แง่บวกอย่างยิ่ง (Highly Positive) 
สามารถเปลี่ยนเป็นตัวเลขตั้งแต่ 0 ที่แทนแง่ลบอย่างยิ่ง ถึง 
4 ที ่แทนแง่บวกอย่างยิ ่ง หากน าเอามาค านวณเพื่อหาค่า 
MAE และ MAPE จะได้ 1.05 และ 49.98% ตามล าดับ 
แสดงถึงค่าที่ท านายได้จะผิดพลาดโดยเฉลี่ยประมาณหนึ่ง
ล าดับและเมื ่อพิจารณา ค่าMSE และ MSPE จะได้ 2.68 
และ 147.35% ที่สามารถบอกได้ว่าค่าที่ท านายมีความต่าง
จากค่าจริงแบบแตกต่างกันมากมีจ านวนน้อย แสดงให้เห็น
ว่าในการใช้ตัวแบบนี้ให้ ประเมินผลรูปภาพยังคงให้ผลที่
สะท้อนความเป็นจริงและมีความน่าเช่ือถือ 

 
ตารางที่ 8 ตารางแสดงค่าความแม่นย าของตัวแบบจ าแนก
ประเภทความรูส้ึกรูปภาพโดยประเมินจากชุดข้อมลูทดสอบ 

CLASS MACRO AVG WEIGHTED AVG 

PRECISION 27% 35% 

RECALL 30% 47% 

F1-SCORE 24% 35% 

SUPPORT 13,366 13,366 

ACCURACY 47.21% 

 

4.1.2 ตัวแบบจ าแนกประเภทลักษณะรูปภาพ 
(Image Style Classification) 

ผลของความแม่นย าของตัวแบบเมื่อประเมินด้วยชุด
ข้อมูลสอนคือ  49.16% แต่เมื ่อประเมินด้วยชุดข้อมูล
ทดสอบจะได้ ความแม่นย า 43.50% ส าหรับรายละเอียด
ความแม่นย าที่วัดด้วยมาตรวัดอื่นแสดงในตารางที่ 9 

Error! Reference source not found.  ตาราง
แสดงค่าความแม่นย าของตัวแบบจ าแนกประเภทลักษณะ
รูปภาพโดยประเมินจากชุดข้อมูลทดสอบ 

CLASS MACRO AVG WEIGHTED AVG 

PRECISION 41% 41% 

RECALL 43% 44% 

F1-SCORE 40% 41% 

SUPPORT 12,792 12,797 

ACCURACY 43.50% 

 
เนื่องจากภาพท่ีใช้ในการสอนตัวแบบนั้นมีความก ากวม

เนื่องจาก ภาพหนึ่งๆนั้น สามารถมีได้หลายลักษณะในหนึ่ง
ภาพท าให้ความแม่นย าของตัวแบบไม่สูงนัก แต่เมื่อพิจารณา
ด้วยตัวบุคคลจะพบว่าภาพส่วนมากมักเป็นลักษณะผสมและ 
ผลความน่าจะเป็นที่สูงเป็นสามอันดับแรกเป็นลักษณะที่
ผสมกัน หากเราท าการประเมินต ัวแบบใหม่ โดย หาก
ประเภทของรูปภาพที่ตัวแบบท านาย ในความน่าจะเป็น
สูงสุด 3 อันดับแรกของ มีหนึ่งในสามเป็นค่าที่ตรงกับค่า
ลักษณะที่ให้ไว้ จะถือว่าตัวแบบท านายถูก จะได้ ค่าความ
แม่นย าส ูงข ึ ้นมาก โดยได ้ค ่าความแม่นย าที ่  68.83% 
รายละเอียดความแม่นย าที่วัดด้วยมาตรวัดอื่นอยู่ใน ตารางที่ 
9 

ตารางที่ 9 ตารางแสดงค่าความแม่นย าของตัวแบบจ าแนก
ประเภทลักษณะรูปภาพโดยประเมินจากชุดข้อมูลทดสอบ
คิดจาก ความน่าจะเป็นสามอันดับสูงสุด 

CLASS MACRO AVG WEIGHTED AVG 

PRECISION 70% 70% 

RECALL 68% 69% 

F1-SCORE 68% 68% 

SUPPORT 12,792 12,797 

ACCURACY 68.83% 

 
4.2 กรณีศึกษากรณีศึกษาการวิเคราะห์หาผู ้มีอิทธิพล 

(Influencer) ในสื่อเครือข่ายสังคมทางอินเทอร์เน็ต
ที่เหมาะสุด 

เพื่อแสดงให้เห็นว่าตัววิเคราะห์ที่สร้างขึ้นสามารถท า
การวิเคราะห์หาผู้มีอิทธิพล (Influencer) ในสื่อเครือข่าย
สังคมทางอินเทอร์เน็ตที่เหมาะสุดในการเป็นผู้น าเสนอสินค้า 
(Presenter) ได้ จึงได้ท าการทดลองทดสอบหาผูม้ีอิทธิพลใน 
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สื่อเครือข่ายสังคมทางอินเทอร์เน็ตที่เหมาะสุดในการเป็น
ตัวแทนสินค้าสเก็ตบอร์ดที่ก าลังเป็นกระแสนิยมในปัจจุบัน 
ในกรณีนี้จะวิเคราะห์ภาพที่ถูกน าขึ้นไปยังบัญชี Instagram 
ของตัวอย่าง 7 ราย ตั ้งแต่วันที ่ 01/01/2021 ถึง วันที่ 
01 / 06 / 2 0 2 1  โ ด ย ส อ ง ร า ย  errorbxx แ ล ะ 
weir_____things  เป็นผู้ใช้ทั ่วไปที่ชื ่นชอบสเก็ตบอร์ดมี 
การน าภาพที่มีสเก็ตบอร์ดขึ้นไปยังบัญชีของตนจ านวนมาก  
อีก 5 รายเป็นดารานักแสดง โดยมีนักแสดงที่มีความช่ืนชอบ
ใ น ก า ร เ ล ่ น ส เ ก ็ ต บ อ ร ์ ด จ  า น ว น  4 ร า ย ไ ด ้ แ ก่  
joeybangkokboy, paloyh, apitsada แ ล ะ 
toeyjarinporn โดยอีกหนึ่งราย คือ sirinissirin ที่ไม่ได้เล่น 
สเก็ตบอร์ด รายละเอียดอื่นๆ เกี่ยวกับบัญชี Instagram จะ
แสดงในตาราง ตารางที่ 10 

ตารางที่ 10 ตารางแสดงรายละเอียดของบัญชี Instagram 
ตัวอย่าง 

ชื่อผู้ใช ้ ประเภทผู้ใช้ จ านวน 
โพสท้ังหมด 

จ านวนผู ้
ติดตาม 

จ านวนรูป 
ท่ีน ามาวิเคราะห์ 

errorbxx ท่ัวไป 1,215 1,294 54 

weir_____things ท่ัวไป 2,941.00 4,624 397 

joeybangkokboy ดารา 1,626.00 1.2 ล้าน 32 

sirinissirin ดารา 997.00 1.6 ล้าน 146 

paloyh ดารา 9,953.00 1.2 ล้าน 761 

apitsada ดารา 8,619.00 3.7 ล้าน 374 

toeyjarinporn ดารา 8,967.00 7.1 ล้าน 347 

หากก าหนดความต้องการให้ ผู้ที่จะมาเป็นผู้น าเสนอ
สินค้า (Presenter) จะต้องมี ความรู้สึกรูปภาพเป็นบวก, 
ล ักษณะร ูปภาพ  (Style) เป ็นแบบ Bright และ Noir, 
สภาพแวดล้อมเป็นแบบกลางแจ้ง ที่มนุษย์สร้างขึ้น มีวัตถุที่
ส าคัญคือ บุคคลและสเก็ตบอร์ด เพื่อให้เข้ากับแบรนด์ จะได้
ผลลัพธ์การวิเคราะห์ ดังตารางที ่ 12Error! Reference 
source not found. ผลการวิเคราะห์ผู้ใช้งานเหมาะสุดใน
การเป็นผู้น าเสนอสินค้า (Presenter) 

 

 

 

 

ตารางที่ 12Error! Reference source not found. ผล
การวิเคราะห์ผู้ใช้งานเหมาะสุดในการเป็นผู้น าเสนอสินค้า 
(Presenter) 

ชื่อผู้ใช้ คะแนนทั่วไป คะแนนวัตถุ รวม 

ความรู้
สึก 

ลักษ
ณะ 

ภายใน/
นอก 

บุคค
ล  

สเก็ต
บอร์ด  

joeybangkok
boy 

77.32 9.99 36.56 78.1
2 

40.62 48.5
2 

sirinissirin 89.41 9.17 33.33 94.5
2 

0 45.2
9 

apitsada 87.33 10.96 24.94 78.0
7 

0.27 40.3
1 

toeyjarinpor
n 

84.62 8.35 30.17 79.8
3 

2.59 41.1
1 

paloyh 82.03 12.38 28.21 65.3
4 

5.46 38.6
8 

weir_____thi
ngs 

86.28 18.25 32.16 89.4
2 

53.15 55.8
5 

errorbxx 71.6 8.72 35.5 92.5
9 

9.26 43.5
3 

จากผลข้างต้นจะเห็นว่า หากต้องการเลือกดาราที่
เหมาะสุดมาเป็นผู้น าเสนอสินค้า (Presenter) เพียงคนเดียว 
จากดารา  5 ท ่าน พบว ่ า  joeybangkokboy เป ็นผ ู ้ที่
เหมาะสมทีสุ่ดเนื่องจากมีคะแนนการวิเคราะห์รวมที่สูงท่ีสุด  

แต่หากพิจารณาเลือก 2 คน การพิจารณาต้องน าเอา
คะแนนวัตถุสเก็ตบอรด์ เข้ามาพิจารณาร่วมด้วย เนื่องจากผู้
มีคะแนนรวมเป็นอันดับสอง คือ sirinissirin พบว่าไม่มีรปูท่ี
มีสเกต็บอร์ดเลย เนื่องจากการคดิคะแนนมาจากหลายส่วน 
ดังนั้นหากต้องการให้กรองแตผู่้ที่มีวัตถุท่ีต้องการสามารถท า
ได้โดยการเพิ่มน ้าหนักในการใหค้ะแนนของวัตถุนั้นๆในสูตร
การค านวนคะแนนได้ แต่อย่างไรก็ตามการตัดสินใจเลือกผู้มี
อิทธิพล (Influencer) ในสื่อเครอืข่ายสังคมอาจจะเลือกผู้ที่
ยังไม่เคยลงรูปที่มสีเกต็บอร์ดในบญัชีสื่อเครือข่ายสังคมของ
ตนได้ เนื่องจากมีหลายส่วนท่ีเหมาสมและ ในบางครั้ง การลง
ภาพครั้งแรก อาจจะท าให้เกดิกระแสที่แรงกว่าผู้ที่เลยลง
รูปแบบดังกล่าวอยู่แล้ว แต่ในกรณีศึกษาที่ใช้เงื่อนไขการตรง
กับความต้องการที่ระบุมากสุดจึงได้ผลลัพธ์ในแบบดังกล่าว 
ทั้งนี้ผลการวิเคราะห์ส าหรับกลุม่ดารา ให้ผลทีต่รงกับ
ลักษณะทีเ่ป็นจริงของการใช้งาน Instagram จากท่ีได้ท า
การสังเกตพฤติกรรมการใช้งานจรงิ  
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5. สรุปผล 
เนื่องจากการสร้างเครื่องมือการวิเคราะห์ที่มีความ

แม่นย าและให้มีความครอบคลุม (Generalization) กับ
ข้อม ูลในความเป็นจริงนั ้นท าได้ยาก ข้อจ  ากัดของตัว
วิเคราะห์นี ้จึงขึ ้นกับตัวแบบที่น ามาใช้หากข้อมูลรูปภาพ
น าเข้ามีลักษณะที่คล้ายกับข้อมูลสอนตัวแบบก็จะได้ความ
แม่นย าที่ดี แต่หากข้อมูลที่น าเข้ามีความแตกต่าง อาจจะ
ส่งผลต่อประสิทธิภาพของการวิเคราะห์ ตัวแบบที่น ามาใช้มี
ทั้งตัวแบบส าเร็จรูป และตัวแบบใหม่ ที่มีการท านายที่จ ากัด
ชนิด (Class) ของผลการท านายที่อาจะยังไม่คลอบคลุมการ
วิเคราะห์ ในแง่มุมเฉพาะ หากต้องน าไปใช้จริงอาจจะต้อง
ท าการเปลี่ยนชุดการสอนของตัวแบบให้เข้ากับลักษณะงาน
จริง เฉพาะด้านท่ีต้องการวิเคราะห์ให้มากข้ึน และ ในระบบ
ปัจจุบันการคิดคะนนของระบบยังเป็นการค านวนจากสูตรที่
คิดขึ้นหากสามารถที่จะสร้างตัวแบบขึ้นอีกตัวเพื่อใช้ส าหรับ
การคิดคะแนน จะท าให้งานวิจัยมีความน่าสนใจขึ้นอีก  

ตัววิเคราะห์นี้ยังมีจุดที่น าไปพัฒนาต่อยอดได้อีก 
โดยสามารถที่จะเพิ่มตัวแบบในการวิเคราะห์ด้านอื่นๆ เข้า
ไป เช่น การวิเคราะห์ว่าภาพมีความรุนแรง การพนัน เรื่องที่
เกี ่ยวข้องกับการเมือง และมีภาพที ่เป็นโฆษณา เป็นต้น 
เพื่อให้มีแง่มุมในการวิเคราะห์เพิ ่มขึ ้น และหากสามารถ
เพิ่มเติมการหาวัตถุจากภาพของวัตถุที ่ป้อนเข้าไปได้ จะ
สามารถท าให้แบรนด์ต่างๆ หาความนิยมของกระแสสินค้า
ตนได้ อีกทั้งหากสามารถท าให้ระบบสามารถระบุป้าหมาย
หลายเป ้าหมายในคราวเด ียว พร ้อมท ั ้ งท  าการการ
เปรียบเทียบคะแนนของเป้าหมายโดยอัตโนมัติจะท าให้ผู้ใช้
สามารถใช้งานได้สะดวกสะบายยิ่งขึ ้น อีกทั้งตัวระบบยัง
สามารถพัฒนาต่อยอดให้เป็นระบบช่วยตรวจสอบสถานะ
ทางเครือข่ายสังคมออนไลน์ (Social Network Monitoring) 
ที่สามารถวิเคราะถึงเทรนของเครือข่ายสังคมในขณะนั้นได้
อีกด้วย 

 

6. Source Code 
URL ส าหรับดาวน์โหลด Source Code ของ

งานวิจัยนี้: 

https://github.com/NickyPSCK/Instagram-
Hashtag-Analyzer-App 
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