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Abstract

The consideration of Hashtag or choosing it appropriately to pictures on social media is one of a
good strategy for online marketing. However, it is quite complicated to consider for a proper hashtag
because it only requires the experience of online marketers regardless of the pictures under the hashtag.
This research is made to generate a tool for analysis of pictures under a searched hashtag or pictures of
influencers on social media. Moreover, it is used for making decision on the hashtag and be able to integrate
in searching for the suitable influencers on social media. Moreover, the developed system is demonstrated

as a case study for decision making in selecting influencers in social media networks on the Internet.
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(Pre-trained)

GlobalAveragePooling2D Input Classification Layer

Classifier Classification Layer

Dense (Softmax)

tput Classification Laye

Output

LT

U7 1 lassadalagasnivesduuulng

798¢0 8AVDIUTLLAN VYUIARILUUDTILUN

USELNNVDILFAALAILUULAAINISIEALLDEA Y A15199

5 518aLLdunvaIIwUUl NS 19T

A157199 5 S18azLdunvasiakuUlrdnas 19Ty

18N13

fanuun1sIuundseian

anuidnvasgunn

Anwnizgunw

Uselan

Multiclass Classification

Multiclass Classification

yumgun ot

224 x 224 (3 Channels)

224 x 224 (3 Channels)

Mini Batch Size

32

32

Optimizer

Adam

Adam

Loss Function

Categorical Cross

Entropy

Categorical Cross

Entropy

dmdusvazidunveduiuuusuunUssan
(Classification Layer) 4946 2WUU AALUUNITIIRUN
UszinnAlnug anved3Un1n (Image Sentiment
Classification) kag AUV WMUNUTLLANS NV
3Un M (Image Style Classification) wanslun1snsii 6
S108ELEBATUNNSTILUNUSEANTDIFILUTANST LN
Usstmarwdanvesgunimuas msi 7 seaziden
FunssuundsziamvesiuuuiuunUssiandnvae

FUANATAUINAZUUY ATNENU

AN 6 518ALLDYATUNITILUNUTELNNVDIFILUY

nsPuunUsznnauidnvesgunm

Layer Type Dimen Activation Drop Batch
sion Function out Normalization

Global Average

Pooling 2D
Fully Connected 1024 ReLU 30% Yes
Fully Connected 1024 ReLU 30% Yes
Fully Connected 1024 ReLU 30% Yes
Fully Connected 512 ReLU 30% Yes
Fully Connected 256 RelLU 30% Yes
Fully Connected 128 RelLU 30% Yes
Fully Connected 64 RelLU 30% Yes
Fully Connected 5 SoftMax

(Cutput)




Thai Journal of Operations Research: TJOR Vol 10 No 1 (January - June 2022)

AT 7 S198EBUATUNITILUNUSTLANVBIRA LU

TuunUTEIANANwUEUANMSATIIMAT LY

Layer Type Dimen Activation Drop Batch
sion Function out Normalization

Global Average - - 20% Yes

Pooling 2D
Fully Connected 512 RelU 30% Yes
Fully Connected 256 RelU 30% Yes
Fully Connected 128 RelU 30% Yes
Fully Connected 64 RelU 30% Yes
Fully Connected 20 SoftMax

(Output)

3.4 NITANUIUATHUUAIIUANITEY
3.4.1 NISATUIUASUUUAINNNNZANF1ATU

AMusangUaw

S(P,E) = W(P) X F(E)" (1)
e
S(P,E) A Aruuu TA10glugas [0, 1]
P flg LWYISN VWA M X N
p,; Aoaudnves P %ﬁLfJummﬁwmﬂmmgﬂ i flay
Wudsean |
- iquddndaus 1-nlag n ﬁaﬁi’wmuiﬂﬂﬁ'ﬁ
Wae
- Jadendaus 1-5@ 5 anugdn 15ug
audRuAewiuIneg sl (Highly Positive),
Ly uan (Positive), nan9 (Neutral), au
(Negative) war auaeeda (Highly Negative))

N

lned pij wdinuaudane

i (2)
Zpij =1;dei=1{1,2,..n}
j=1
n m
S, - 3)
pij=n
i=17j=1

Efo Arusanauladedidnla As wduan (Positive),
a1 (Neutral) wag au (Negative)
W(P) Ao wninuasiuanutasiduvesusasauian

yngunmasnsaAIulaan

n

n n n n
Z Dia ’Z Diz2, Z Di3 ’Z Dia 'Z Pis ]
i=0 i=0 i=0 i=0 (4)

i=0

W(P) =

F(E) fie wvisndpuladuansamuinlann

F(E) = [Whighly positiver Wpositiver (5)
Whneutral» Wnegative» Whighly negative]

Taef w dwiinasuuuluustezausdniiauls
N8l E=Positive
W highly positive = 1
W positive = 0-75
W peutrat = 0.5
W negative = 0.25
W highly negative = O
N8l E=Neutral
W highly positive = O

W =05

positive
W peutral = 1
w negative — 0.5

W highly negative = 0

N6l E=Negative
W highly positive = 0
W positive = 0.25
W peutrat = 0.5
W negative = 075

1

w highly negative =

3.4.2 N15ATUIUATLUUAINUNANICHUTINTU

NNAUaTANYULIUAW

d
(6)
S(P,E)y= Y e

o

S(P,E) fia azuuu denagluraa [0, 1]

P Al LT3N YW1 M X N

p,; Ao@u1TNYDY P %nﬂummﬁwmﬂmmgﬂ i flay

Wudsean |
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- izilAsaus 1-nlawn ﬁaﬁi’wmugﬂﬁﬁ
Vianun

- jazdlendaus - m lng m AeswauUssian
Yo miiiemun

lne#l p,; wilnuaudfe

m @
Zpij =1;dhei=1{1,2,..n}
j=1

im=n )

n
i=1j=1

d fie SwnuuszanvesgUtaule uswoudy Tt
[1, m] Wuvniiussimesnmiidauuuaansasiune
fiamun 10 szian wag iaulaussianeeanin 2
Usziam Mduduiemvesnniiduuuannsaviuneld

AN d =2

e, AoAzLULYDILsarUTELAVITRIN wAaula Tyl k &
ARALE 1 B4 d @unsaAuaulaann

n n
1 1 1
;ZPU, ;ZPU< 1

— i=0 i=0

9

€k n
11 Z 1
& nlPi=g
i=0
343 MIAUIMATKINAINMNIzENdmTY
giaula
s= 1B (10)
n

BTk
S fie Azuuy fimeglua [0, 1]

'
[ a

(E) Ao Swaunmidl Ingiauls £ usingeglunm

q

v
o

n ABINUIUTUNLVINLUA

U

3.4.4 N1IATUIUATHUUAUNUIZEUTIY

L) (11)

Soverau =

.:4'
e
A a0 " 1
Soverat A8 AZUUUTIN TA9gluta [0, 1]
S fi Azuuw Hanegluaa [0, 1]

N ADITUIUATWUUNTNU LN IVUA

3.5 MFIATIZRUAZNISUEAINAYDITIUU

ieuansliifuindiiaseifiadreduaunsa
14lAase e?fﬁmeﬁﬁﬁqgﬂﬂiauﬁaadaumﬂizmuﬁ’u
Fld1u (User Interface) fiimundudas n1w1 Python
F2unU Flask web framework tiag Bootstrap Lae
SPUVANINIATIElAaRsULUURD MTIAT 1Al
f98A1 (Hashtag) Ul Instagram wag Flickr Lagnns
Tias1gv 1 unies TdnSna (Influencer) uu
Instagram A og199nlusiRlaginen15vinauss gﬂﬁ 2
RAN13Y1N9UY0955 U

[#Hashtag or User]

[Expected Preferences]

Image Scraping

Analysis Results

Combiner & Scoring

Analysis Report

JUN 2 fansvihanuvesseuy
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lagszuuaziiuannissuienveyadeaudn
(Input) Werumamiiudadluguil 3 fregreduse

Usgauiug ldou: mihdmsusudeyaiieniinis

a 4

Ansrenidalseneulumeansdude drnndhvuneidu

v

Ayildogen (Hashtag) n3eteUnydily (Username) 7
Watadiduaisnsug lnessuvaiunsasunuiaosn

(Hashtag) UaelawwaLATl Instagram way Flickr 1A ue

v a

AUl aranunsasula e LAY BN NALATY

v Y

Instagram 11U WPUNIABITLYIINIUAMNNALUYIAN

A ' o

ATILVIAY FIUNABINTUAD AIAIUAIANIILUATY

v
v

P99 veAgUNNIRBINT STl

- AnuFAndegUNMIReINTs

Y

o v

- ngidesnisliunnguusunw
- NUNAINABINNS
- UssgnAN Aeen1s (Anelunsenisuen

A01UN)

saunsruuTInIsanllnangunmaiganiele

v o

yilfouA (Hashtag) n32 YaUn¥eld (Username)

1Y

U9 lggnludifiino5on153LAT1EY U usUamN

Qe ﬁee

WnazsusuuuT e TiUsEne Ul e
1) fauvuTkunyUsgianainia s (Scene
Classification Model)
2) FUUUNIATIITUING (Object Detection)
3) MwuuIUNUIENANIANTUAN (Image
Sentiment Classification)
4) fuuuInunUssiananyuguan (Image
Style Classification)
Lazdsmanisyiueeun Ui unans
AAs1e uarAnAAsLuLALINTEY  Eouioan
swewsiummudielildnuliiiensdaduls
ﬁqgﬂﬁ 4 fegredusieyszanuiugldnu: mihuang
FINUATUATIEA (1) uay gﬂﬁ 5 §19819dI1UMD

Usganuiugldeu: niuandsgnunsiase (2)

SMH Analyzer

JUN 3 fegduseyusrauiugldau: wihdmiusu

L4

Toyarevinn1s ATy

Analysis Report on Flickr for #pet I

Image Demographic N
Images size Aspect Ratio

wiath Halght Count = Bspect Astia count "

102 (=) 2 - 102y 2 -

JUN 4 fegwdrusouszauiuglda: mihuans

IUNUNTIATIEA (1)

Image Categories
Sentiment Analysia Style Analysis
e <ot . siie count
w = ) =

<<<<<<

----I
»

Incissor/Gutdeor Analysis

i
#

A
w

JUN 5 e drusoUszanuiugldau: iihuang

Y

SIUNUNMTIATILA 2

4. Nan1INNaag

4.1 WavaInuwuulng

¢

TuauAdefdinsaseimuwuuLiieyinnisimsy

FJUNNTUARIRILUY F9T18axidnnNLug1 U897

v
v a

wuuLusl
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4.1.1 duuuduundssnnanuiingunwm
(Image Sentiment Classification)
maﬂuanmmLLaqu]’wawTame,ﬁanzLﬁuﬁwsqﬂ
Toyaaoufa 49.36% wildeUszidusieyndoya
NAdaUILA ANLUUEN 47.21% d1nsusieasiden
Asusiugiasemasindueglu msei 8
wiaglanzuuuanuuiug1agligainuanin
fiarsandn wdannuidnesndu 5 szaufe wiaved
84 (Highly Negative), wiau(Negative), na1a(Neutra),
wiuan (Positive) waz wivanegeds (Highly Positive)
anunsaasudusladaud 0 Aunundausgneba i
4 fiunuuduaned 1989 wnue AL BNIAY
MAE Lag MAPE agla 1.05 uay 49.98% A1ua16u
wansdsrfivuelaazianainlaendsUssunamia
avunaziilafansan AIMSE waz MSPE azls 2.68
way 147.35% fianunsavenlaaifivhunediaausig
NANFWUVLANAA LN UTeY Langlaiidiu
Falumsldsauuud L Uimﬁumagﬂmwe‘]’mﬂﬁmaﬁ

asvounuduasiwaziinundode

PRECISION 41% 41%
RECALL 43% 44%

F1-SCORE 40% 41%

SUPPORT 12,792 12,797

ACCURACY 43.50%

idesmnamitldlunsasushuuuiuiinrusina
dlosn ammiledu awnsafildvarssnvaslunils
ailauusiugwesiuuulaigedn uddofiansan
sedyaratznunmEIninludnuusa ez
waamnaziduiigaduamsudvusnidudnuasd
nauiu n1nes1Inisuszidudiwuuluglos vin
Uszianuesgunmimnuuriiue luanuiazdu
a9 3 suduusnves dndsluaamduaninssiuen
Snwarlsily agfodndnuuiunegn axld Araa
wiuggadunn tngldananunugi 68.83%
swazdonnuwiudiiaseunsindueglu msei

9

A9 9 ANTILARIAIAINUBLUENVDIALUUITLUN
UszinnanuairunmlagUseiliuainyadeyanageu

Ana1n anudiasduaududugean

MTNT 8 ANTIUERIANALLL LS TEITILUUS LN CLASS MACRO AVG WEIGHTED AVG
e - o PRECISION 70% 70%
‘LJixLﬂwmmgaﬂgﬂmwhwwLuumﬂmma;ﬂamaau RECALL 8% 9%
CLASS MACRO AVG WEIGHTED AVG F1-SCORE 68% 68%
PRECISION 27% 35% SUPPORT 12,792 12,797
RECALL 30% 47% ACCURACY 68.83%
F1-SCORE 24% 35%
SUPPORT 13,366 13,366

ACCURACY 47.21%

4.1.2 AauuuInunUsTIANaneurIUAIN
(Image Style Classification)
NavesmLIiuSvesFuUUloU s U ey
Toyaaoudo 49.16% wiiil oUsziflusieyndoya
NagaaUuILle ANNLNUGT 43.50% d1TUTI18aLdYn
Auulugidadesnasindusandumsad 9
Error! Reference source not found. %1514

LARIATAIULL UL VDA ILUUT I UNUTELANBN YUY

sunmlaeUseidiunnyadeyanadou

CLASS MACRO AVG WEIGHTED AVG

4.2 ASAIANYINTAUANYINITILATIZU NI UBNSWa

v

a 4

(Influencer) Tudawn3avedIRuni1sduInasiiin

Mvanzen

v
Y @ ! 14 =

ouanslAiuIiInseNas s WuaINn s
N153ATIEINEAaNTNa (Influencen TudeinIovne
dapumBumesilaivanzgatunadufihauedun

(Presenter) I Fslsvinisvaasmaaeumiiidnsnaly
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dainsevnedipuniedumesidaiiansantunisy

o w

Funuduiafaveiaimdndunssuaienlutagiu
Tunsditfagiinnesininiigmirulugadnd nstagram
199710619 7 518 GausTudl 01/01/2021 F Tuil
01/06/2021 lagdaaes1e erorbxx U@
weirthings 1Hudldialuituvevalinuesadl

v o A

msthamidladaueiatuludiyivemusuauunn
3n 5 Medumsidnuans Tnefthuansdifiauduveu
Tunistauaiiaues A 1uau 4 s18laun
joeybangkokboy, paloyh, apitsada 4 & ¢
toeyjarinporn tnednuilsse fie sirinissiin Allldiau
afinuesn eazidundue eatudyd Instagram 4

wandluas1e M19199 10

PITNT 10 MITNLENITI8AZLD8ATRIUYT Instagram

o
MY
Fogld Yssangld T Fruaug gy

Twgvimun  Besw dwriiesed
errorbxx il 1,215 1,204 54
weir_____ things il 2,941.00 4,624 397
Jjoeybangkokboy 5 1,626.00 128w 32
sirinissirin M3 997.00 1.6 81 146
paloyh 5 9,953.00 128w 761
apitsada 5 8,619.00  3.7a1 374
toeyjarinporn 5 8967.00  7.1@1 347

vindmunaudeansTy giazuiduduiaue
AuAn (Presenter) azdoll Aruidnsunimduuan,
dnwamegUnan (Style) sd uuuu Bright uae Noir,
anminadeudunuunanauds fuywdaietu ingi

v A <

dfgydie yarakavainuese wWelidduuusud gl

o

[ a

NARNENI5ILATITY #9m15197 12Error! Reference
source not found. KaNTIATIEARITNUMLIZATY

maduiiinawedudi (Presenter)

#151499 12Error! Reference source not found. na

nseseigldaumngalunisifudinauedud

(Presenter)
Foglld Azuuualy AzuULINg T
avwy  dne awlw oy aidie
dn oz uan a vain
joeybangkok 77.32 9.99 36.56 78.1 40.62 48.5
boy 2 2
sirinissirin 89.41 9.17 33.33 94.5 0 45.2
2 9
apitsada 87.33 10.96 2494 78.0 0.27 40.3
7 1
toeyjarinpor 84.62 8.35 30.17 79.8 2.59 41.1
n 3 1
paloyh 82.03 12.38 28.21 65.3 5.46 38.6
4 8

weir, thi 86.28 18.25 32.16 89.4 53.15 55.8

ngs 2 5
errorbxx 71.6 8.72 355 925 9.26 435
9 3

AT UITIIUI1 MIndeen1idonasdl
winganudufiiauedudn (Presenter) ifisseifes
1AM 51U WUI 1 joeybangkokboy L1 uﬂ{ﬁ
mmzamﬁqmLﬁaamﬂﬁﬂumumﬁmeﬁmuﬁaqﬁ‘qm

WAINRRISNLEDN 2 AU NISHINTUIADIUILN
azuuuingainueda Whufinsansiue Weswng
fazuuusmdududiuass fo siinissiin nudilsifisu
flavinuesaae  ewwinnisnAzuuuIIaIniaEEIY
ﬁaﬁ?umﬂc?faqmﬂﬁﬂiaqLwir;ﬁﬁi’mqﬁﬁmmimmmﬁw
Ifasmadudwiinlunslinzuuresingiudluges
msaunzkulls ursgslsinunisdnduladensd

Y

dvdna (nfluencen) Tudeirdotodnuenaazidoni
filinsasguiifainuesalulTdeinietodsnuves
nuld esanivanediuiianauuas Tuuiseds nsas
amadausn  o1sagiiliAnnsuaiiusanhfineas
sUnuufananegud uilunsaidnuildteulvnisnss
fupudesmsfissynandaldnadwslunuudangn

Mallnan1sAseidmsunguniT Tinanngaiu
SnwaeMduaiwesnsldau Instagram  9ndilavin

nsdunangAnssunsldauas
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5. agUna
LWIB991NN15AS19AS BIL BN IATIEHN LAY

wiuguarliiiniuaseunau (Generalization) Au

Foyaluanuduasadurinlaein ded1inedy

v

sl ududnuuduldmndeyaguamn

)

vihddnvuziindefuteyaaeuiuuuiayldan
usiugia uimndeyaditiindanuuendig o1aaz
deraseUszAnSnmueInTIATIE AauuuTivmnle
Faianuudniasy wagsuuuln Afimsviunedisadn
wiln (Class) vosuamsvinnefienazdslinasuagunis
Ansen Tuwdyuane mndeniluldaiionaszsies
vimsiasuyansaeuvessuuuliiniudnuus o
T4 langduiifesnisinreiliinntu uay Tussuy
HagtumsAnazuuvesszuuiadunsduiuaingnsi

v
o ® o

ANYUMINEIUNTONALAT1IFILUUTUD A BN LTS U

v a o

MsARALLUY ybnUITeianuuaulavudn

v '
s v =

TAnszildadyenilunaudesanlasn
Tnganunsafiszdivdwuulunsdinszidudug
U wu melnsesiinmiinnugunss nswiy Sosdi
Weadoatunisdes wardamilidulavan iudu
dielifuduulunsiesghiiudy uagminannsn
adnnisminganawvesingiteudluld a
a5y IALUTUAAI9) WANTEYeINITUAAUAT
puld Sntamnanunsavilfssuannsassy g
waneid muneluasiades wdeustin13nIs
Wisuiisuaziuuveatmnelaednludfaeinlvigld
anunsalduldavminazuned sy Snitadasyuud
annsaauresenlildussuurionsiadevaniuy
map3ededianesulail (Social Network Monitoring)
fannsadnssiansuvenaiotedenluvasiuld

anme

6. Source Code

URL d@1115um13ulnan Source Code U84

Y

a d’J
JMUIYU:

https://sithub.com/NickyPSCK/Instagram-
Hashtag-Analyzer-App
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