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Abstract

The Cosmetic products containing aloe vera have a huge impact on consumers' purchasing
decisions. Therefore, the researcher is interested in creating a model for forecasting the demand for
cosmetic products containing aloe vera for small and medium-sized community enterprises. The objectives
of this research were 1.) To select factors affecting the need for cosmetic products containing aloe vera.
and 2.) To compare the efficiency of the algorithm for forecasting the need for cosmetic products containing
aloe vera using NaiveBayes, ANN, J48 and REPTree methods and using the K-fold Cross Validation method.
The data is a learning and testing dataset. From the comparison of efficiency, it was found that the ANN
method was used together with the feature selection method. The InfoGainAttributeEval with the highest

accuracy accounted for 93.54%.
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