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บทคัดย่อ 

 ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้มีผลเป็นอย่ำงมำกในกำรตัดสินใจซื้อของผู้บริโภค ผู้วิจัยจึง
สนใจสร้ำงโมเดลส ำหรับกำรพยำกรณ์ควำมต้องกำรใช้ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ส ำหรับวิสำหกิจ
ชุมชนขนำดกลำงและขนำดย่อม วัตถุประสงค์ของงำนวิจัยนี้ คือ 1.) เพื่อเลือกปัจจัยที่ส่งผลต่อควำมต้องกำรของกำรใช้
ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ 2.) เพื่อเปรียบเทียบประสิทธิภำพของอัลกอริทึมในกำรพยำกรณ์ควำม
ต้องกำรของกำรใช้ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ ด้วยวิธี NaïveBayes , ANN, J48 และ REPTree 
และใช้วิธีกำร K-fold Cross Validation  ในกำรแบ่งชุดข้อมูลเป็นชุดข้อมูลส ำหรับกำรกำรเรียนรู้และเป็นชุดทดสอบ จำกกำร
เปรียบเทียบประสิทธิภำพพบว่ำกำรใช้วิธี ANN ร่วมกับวิธีกำรเลือกคุณลักษณะด้วยวิธี InfoGainAttributeEval โดยให้ค่ำ
ควำมแม่นย ำมำกสุดคิดเป็นร้อยละ 93.54 
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Abstract 
 The Cosmetic products containing aloe vera have a huge impact on consumers' purchasing 
decisions. Therefore, the researcher is interested in creating a model for forecasting the demand for 
cosmetic products containing aloe vera for small and medium-sized community enterprises. The objectives 
of this research were 1.) To select factors affecting the need for cosmetic products containing aloe vera.  
and 2.) To compare the efficiency of the algorithm for forecasting the need for cosmetic products containing 
aloe vera using NaïveBayes, ANN, J48 and REPTree methods and using the K-fold Cross Validation method. 
The data is a learning and testing dataset. From the comparison of efficiency, it was found that the ANN 
method was used together with the feature selection method. The InfoGainAttributeEval with the highest 
accuracy accounted for 93.54%. 
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1. บทน า  
ว่ำนหำงจระเข ้ (Aloe Vera) เป ็นพืชสมุนไพร

ธรรมชำติที่มีส่วนผสมในผลิตภัณฑ์ดูแลผิวมำกที่สุดชนิดหนึ่ง 
มีสรรพคุณและคุณค่ำในเรื่องของควำมงำม ยกตัวอย่ำงเช่น 
1) บ ำรุงเส้นผม 2) บ ำรุงผิวหน้ำ 3) บ ำรุงผิวกำย 4) เพิ่ม
ควำมชุ่มชื้นในผิวหน้ำและผิวกำย และ 5) บรรเทำอำกำร
ปวดแสบปวดร้อนจำกแผลพุพองและแผล นอกจำกนี้ผู้ผลิต
เครื่องส ำอำงจำกธรรมชำติจึงได้น ำเอำว่ำนหำงจระเข้มำแปร
รูปผสมผสำนเข้ำกับสูตรเฉพำะของตัวเองเพื่อให้ได้มำซึ่ง
อรรถประโยชน์รอบด้ำนแก่ผ ู ้บร ิโภค โดยจัดจ ำหน่ำย
เครื่องส ำอำงจำกธรรมชำติและสมุนไพร ผ่ำนช่องทำงกำรจัด
จ ำหน่ำย ใน 4 กลุ่มดังนี้ [1]  คือ 
1) กลุ่มที่จ ำหน่ำยโดยกำรตั้งเคำน์เตอร์ในห้ำงสรรพสินค้ำ 
โดยภำพรวมกลุ่มนี้จะเป็นกลุ่มเครื่องส ำอำงจำกธรรมชำติ
และสมุนไพรที่มีรำคำสูง เป็นยี่ห้อน ำเข้ำจำกต่ำงประเทศ
และมีภำพลักษณ์ที่เป็นสำกลเน้นควำมเชื่อถือในตัวสินค้ำ 2) 
กลุ่มที่จ ำหน่ำยโดยกำรตั้งร้ำนของตนเองโดยเฉพำะ โดย
ร้ำนค้ำเหล่ำนี้ส่วนใหญ่มักอยู่ในห้ำงสรรพสินค้ำ กลุ่มนี้จะ
เป็นเครื ่องส ำอำงจำกธรรมชำติและสมุนไพรที ่ม ีรำคำ
รองลงมำจำกกลุ่มแรกมีทั้งยี่ห้อต่ำงประเทศและของไทย 3) 
กลุ ่มที ่ลูกค้ำเลือกซื ้อเองตำมซุปเปอร์มำร์เก็ต เป็นช่อง
ทำงกำรจ ำหน่ำยที ่เล็ก มุ ่งเน้นตลำด ระดับล่ำงเป็นหลัก 
สินค้ำมีรำคำไม่สูงนักผู้บริโภคสำมำรถเลือกเองโดยกำรอ่ำน
คุณสมบัติและวิธีกำรใช้จำก บรรจุภัณฑ์ และ 4) กลุ่มที่ใช้วิธี
ขำยตรงโดยผ่ำนพนักงำนขำยโดยตรง  

ผลิตภัณฑ์เครื ่องส ำอำง ที ่ม ีส ่วนประกอบจำก
ธรรมชำติ ถือเป็นปัจจัยหลักของกลุ่มผู้บริโภค กำรเลือกซื้อ
ของผู้บริโภค ส่วนใหญ่เน้นไปที่ ผลิตภัณฑ์ที่มีคุณภำพ มีกำร
จัดโปรโมชั่น มีกำรลดรำคำสินค้ำ ซึ่งท ำให้ผู้บริโภคจะรู้สึกถึง
ควำมคุ้มค่ำกับสินค้ำ อีกทั้งกระแสกำรรีวิวสินค้ำผ่ำนโซเชียล
มีเดีย, YouTube, บล็อกเกอร์, อินสตำแกรม ฯลฯ ส่งผลให้
ผู้บริโภคเน้นกำรซื้อสินค้ำตำมผู้มีอิทธิพลในโลกออนไลน์ 
(Influencer) โดยปัจจุบันวิธีดังกล่ำวพิสูจน์แล้วว่ำได้ผลอย่ำง
มีประสิทธิภำพสูงสุด จึงเป็นที่นิยมในกำรใช้เพื่อเพิ่มยอดขำย
สินค้ำ ดังนั้นผู้ผลิตเครื่องส ำอำงจำกธรรมชำติและสมุนไพร
ของไทยต่ำงพยำยำมคิดค้นพัฒนำ ผลิตภัณฑ์ใหม่ๆ เพื่อ
ตอบสนองควำมต้องกำรของผ ู ้บร ิโภคที ่ เปล ี ่ยนแปลง

ตลอดเวลำ จะท ำให้สำมำรถขยำยตลำดเครื่องส ำอำงจำก
ธรรมชำติและสมุนไพรให้ใหญ่ขึ้น เนื่องจำกเป็นกำรดึงดูด
ลูกค้ำที่ไม่สนใจให้มำบริโภคสินค้ำนั้นได้หรือจะส่งเสริมกำร
จัดกิจกรรมร่วมกันเพ่ือเพิ่มส่วนแบ่งกำรขำยเมื่อถึงระดับที่ตั้ง
ไว้ 

จำกข ้อม ูลท ี ่ กล ่ ำวมำข ้ำงต ้นผ ู ้ ว ิ จ ัย  พบว่ำ
คุณลักษณะ หรือปัจจัยควำมต้องกำรของกำรใช้ผลิตภัณฑ์
เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ มีผลอย่ำงมำก
ในกำรตัดสินใจเลือกใช้ผลิตภัณฑ์ หรือ ตัดสินใจซื้อผลิตภัณฑ์
เครื ่องส ำอำงที ่มีส่วนผสมของว่ำนหำงจระเข้ ผู ้วิจัยจึงมี
แนวคิดในกำรกำรประยุกต์ใช้เทคนิคเหมืองข้อมูลเพื่อ
พยำกรณ ์ควำมต ้องกำรของกำรใช ้ผล ิตภ ัณฑ ์  โดย
วัตถุประสงค์ของงำนวิจัยนี้ เพื่อเลือกปัจจัยที่ส่งผลต่อควำม
ต้องกำรของกำรใช้ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของ
ว่ำนหำงจระเข้ และเปรียบเทียบประสิทธิภำพของอัลกอริทึม
ในกำรพยำกรณ์ควำมต ้องกำรของกำรใช ้ผล ิตภ ัณฑ์
เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ โดยใช้เทคนิค
ในกำรสร้ำงแบบจ ำลองโมเดล คือ NaïveBayes , ANN, J48 
และ REPTree ผู้วิจัยได้ใช้วิธีกำร K-fold Cross Validation  
ในกำรแบ่งชุดข้อมูลเป็นชุดข้อมูลส ำหรับกำรกำรเรียนรู้และ
เป็นชุดทดสอบ และวัดประสิทธิภำพกำรพยำกรณ์ของ
แบบจ ำลองด้วยค ่ำควำมถูกต้อง  (Accuracy) ค ่ำควำม
แม่นย ำ (Precision) และค่ำควำมระลึก (Recall) 

2. ทฤษฎีและงานวิจัยที่เกี่ยวข้อง 
 

2.1 งานวิจัยที่เกี่ยวข้อง 
จำกในอดีตท่ีนิยมน ำว่ำนหำงจระเข้มำใช้ในกำร

รักษำแผลและเห็นผล จึงมีนักวิจัยจ ำนวนมำก ได้น ำว่ำนหำง
จระเข้มำท ำกำรทดลองเพื่อหำประสิทธิภำพของว่ำนหำง
จระเข้ 

ประกำยดำว  ศรีมุษิกโพธิ์[2] ได้ทดสอบกำรใช้วุ้น
ว่ำนหำงจระเข้รักษำแผลฉีกขำดและโรคผิวหนัง ชนิดขี้เรื้อน
เปียกในสุนัข พบว่ำ สำมำรถเร่งกำรหำยของแผลฉีกขำดของ
สุนัข และท ำให้กำรติดเชื้อแทรกซ้อนลดลง  

สมฤดี สังขำวและคณะ[3] ได้น ำสบู่ว่ำนหำงจระเข้
ผสมน ้ำผึ้งเพื่อหำปริมำณวิตำมินซี หำควำมเป็นกรด เป็นด่ำง 
และทดสอบฤทธิ ์กำรต้ำนอนุมูลอิสระ พบว่ำสบู ่ว่ำนหำง



Thai Journal of Operations Research: TJOR Vol 11 No 2 (July - December 2023) 
 

4 

จระเข้ผสมน ้ำผึ้งมีฤทธิ์กำรต้ำนอนุมูลอิสระ 32.07% ปริมำณ
วิตำมินซี 18.06% และค่ำควำมเป็นด่ำง เท่ำกับ 9.23% และ
จำกกำรประเมินควำมพึงพอใจของผู้ใช้ที่มีต่อสบู่ว่ำนหำง
จระเข้ผสมน ้ำผึ้งพบว่ำอยู่ในระดับมำก 

 

2.2 การเรียนรู้ของเครื่อง (Machine Learning) คือกำร
เรียนรู้ของเครื่องจำกตัวอย่ำงหรือประสบกำรณ์ที่ได้รับจำก
กำรฝึกฝน สำมำรถแบ่งประเภทของกำรเรียนรู้ได้ 2 แบบ 
คือ กำรเรียนรู ้แบบมีผู ้สอน (Supervised learning) และ
กำรเรียนรู้แบบไม่มีผู ้สอน (Unsupervised learning) กำร
เรียนรู้แบบมีผู้สอน  
 

 

 

2.3 การคัดเลือกคุณลักษณะของข้อมูล 
 กำรคัดเลือกคุณลักษณะของข้อมูล จะเป็นวิธีกำร
วิเครำะห์ปัจจัยโดยกำรคัดเลือกจำกแอททริบิวต์ที่สำมำรถ
เป็นตัวแทนของกลุ่มแอททริบิวต์เพื่อลดจ ำนวนแอททริบิวต์
ในกำรพยำกรณ์[4] แบ่งออกได้เป็น 2 วิธี ได้แก่ กำรกรอง 
(Filter Approach) แ ล ะ ก ำ ร ค ว บ ร ว ม  (Wrapper 
Approach) 
 2.3.1 Info Gain Attribute Evaluation  คื อ 
กำรแบ่งข ้อมูลด ้วยกำรค ำนวณหำค่ำ Gain ของแต่ละ
ลักษณะข้อมูล 
 เป ็นกำรค  ำนวณหำค ่ำน  ้ ำหน ักในกำรเล ือก
คุณลักษณะที่ส ำคัญโดยมีวิธีกำรค ำนวณโดยเริ่มต้นจำกกำร
ค ำนวณหำค่ำเอนโทรปีกลุ่มทั้งหมด ดังสมกำร (1)  
 
 𝐻(𝑋) = − ∑ 𝑃(𝑥𝑖) log𝑏 𝑃(𝑥𝑖)

𝑛
𝑖=1  (1)  

 โดย 𝑃(𝑥𝑖) คือควำมน่ำจะเป็นที่เหตุกำรณ์ 𝑥𝑖 จะ
เกิดขึ้น โดยมีทั้งหมด 𝑛 เหตุกำรณ์ 
 ค่ำเอนโทรปีที ่ได้น ำมำใช้ในกำรค ำนวณหำค่ำ 
Information Gain(IG) เพื ่อใช ้ส  ำหรับกำรเลือกลักษณะ
ข้อมูลที่ดีท่ีสุด จำกเซตของลักษณะข้อมูลทั้งหมด 𝐴(𝑎 𝜖 𝐴) 
ในเซตตัวอย่ำงทั้งหมดของ 𝑆 ดังสมกำรที่ 2 

 𝐼𝐺(𝑆, 𝑎) = 𝐻(𝑆) − ∑
|𝑆𝑣|

𝑆𝑣𝜖𝑉𝑎𝑙𝑢𝑒𝑠(𝑎) 𝐻(𝑆𝑣) (2) 
 
โดย 𝑉 หมำยถึง ค่ำของลักษณะข้อมูล 𝑉𝑎𝑙𝑢𝑒𝑠(𝑎) โดย
เครื่องหมำย |𝑆| หมำยถึงจ ำนวนสมำชิกของเซต 𝑆 

 
 2.3.2 Correlation based Feature 
Selection (CFS) คือ กำรพิจำรณำหำควำมสัมพันธ์ของ
กลุ่มคุณลักษณะที่ได้รับกำรประเมินค่ำจำกควำมสำมำรถใน
กำรคำดกำรณ์ ซึ ่งค ุณลักษณะที ่ไม ่เก ี ่ยวข้องกันจะให้
ประสิทธิภำพในกำรจ ำแนกที่ต ่ำ[5] 
 

2.4 วิธีการจ าแนกข้อมูล  

 กำรจ ำแนกประเภทข้อมูล (Data Classification) 
เป็นกำรเรียนรู ้แบบมีผู ้สอน (Supervised Learning) โดย
เป็นกำรสร้ำงโมเดลจ ำแนกประเภทเพื ่อท ำนำยกลุ ่มของ
ข้อมูลใหม่ ซึ่งค ำตอบที่เป็นประเภทค่ำต่ำง ๆ เหล่ำนี้ในกำร
ว ิ เครำะห ์ข ้อม ูล เร ียกว ่ำคลำส (Class) หร ือ ลำเบล 
(Label)[6] 
 2.4.1 วิธีต้นไม้ตัดสินใจ (Decision Tree) เป็น
เทคนิคหนึ ่งของ Classification[7,8] โดยใช้ตัวแบบทำง
คณิตศำสตร์ที่ใช้จ ำแนกประเภทข้อมูลที่มีควำมแม่นย ำสูงแต่
ประสิทธิภำพของตัวแบบขึ้นอยู่กับคุณลักษณะของข้อมูลที่
น ำมำใช้ ซึ่งค่ำของคุณลักษณะเหล่ำนี้จะอยู่ในรูปของค่ำที่ไม่
ต่อเนื ่อง (Discrete Value) เช่น เพศ สำขำวิชำ เป็นต้น 
ตัวอย่ำงกำรน ำต้นไม้ตัดสินใจไปใช้ เช่น วงกำรแพทย์ กำร
วิเครำะห์ทำงกำรเงิน กำรวิเครำะห์ทำงกำรตลำด[9]  และ
งำนวิจัยนี้ได้ใช้อัลกอริทึมชนิด J48 ซึ่งพัฒนำมำจำก ID3 
สำมำรถใช้ได้กับข้อมูลแบบไม่ต่อเนื่องและแบบต่อเนื่อง ต่ำง
จำก ID3 ที่ใช้ได้เพียงข้อมูลแบบไม่ต่อเนื่องเท่ำนั้น[10] และ 
J48 เป็นอัลกอริทึมในกำรสร้ำงต้นไม้ตัดสินใจจำกกลุ่มของ
ข้อมูลฝึกสอนโดยใช้ควำมถูกต้องของแต่ละคุณลักษณะของ
ข้อมูล เพื่อใช้เป็นกำรตัดสินใจแบ่งกลุ่มข้อมูลกลุ่มย่อย ๆ 
โดยพิจำรณำจำกค่ำควำมแตกต่ำงใน Entropy[11]ผลลัพธ์
จำกกำรเลือกคุณลักษณะส ำหรับแบ่งกลุ่มข้อมูล ด้วยค่ำ 
Normalized information gain ที ่สูงสุดนั ้นคือกำรสร้ำง
กำรตัดสินใจ[12] 

รูปที่ 1 แบบจำลองจำแนกประเภทข้อมูล 
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รูปที่ 2 ตัวอย่ำงต้นไม้ตัดสินใจ 
 
 และต้นไม้ตัดสินใจแบบ Reduced error pruning 
(REP Tree) คือเทคนิคที ่ใช ้ Regression tree logic และ
สร้ำง Tree หลำยๆ ต้นที่แตกต่ำงกัน หลังจำกนั้นก็เลือกที่ดี
ที ่ส ุดจำก Tree ที ่สร้ำงทั ้งหมดมำเป็นตัวแทนของ Tree 
ทั ้งหมด ในกำรตัดกิ ่ง ใช้ค่ำ Mean square error ในกำร
พยำกรณ์เป็นพื้นฐำนกำรวัด REP Tree เป็น Decision Tree 
ที่มีกำรเรียนรู้และสร้ำงแบบ จ ำลองอย่ำงรวดเร็วบนพื้นฐำน
ของ Information gain หรือ Reducing the variance และ
ตัดกิ่งโดยใช้กำรลดข้อผิดพลำด ในกำรตัดแต่ใช้ได้เฉพำะตัว
แปรที่เป็นตัวเลขเท่ำนั้น มีนักวิจัยจ ำนวนมำกได้น ำเทคนิค 
REP Tree มำใช้ในกำรจ ำแนก [13] 
 

 2.4.2 โครงข ่ ายประสาท เท ี ยม  ( Artificial 
Neural Network, ANN) แบบจ ำลองทำงคณิตศำสตร์ 
ส ำหรับกำรประมวลผลสำรสนเทศ เพื่อจ ำลองกำรท ำงำน
ของโครงข่ำยประสำทในสมองมนุษย์ ให้มีควำมสำมำรถใน
กำรเรียนรู้ กำรจดจ ำรูปแบบ (Pattern Recognition) และ
กำรอุปมำนควำมรู้ (Knowledge Deduction) เช่นเดียวกับ
ควำมสำมำรถที่มีในสมองของมนุษย์ โดยสำมำรถน ำมำใช้ใน
กำรพยำกรณ์ (Forecasting) ซึ่งเป็นกำรคำดคะเนลักษณะ
ต่ำง ๆ หรือเป็นกำรประเมินสิ่งที่จะเกิดขึ้นในอนำคตด้วยกำร
คำดกำรณ์ล่วงหน้ำ โดยใช้ข ้อมูลที ่ผ ่ำนมำในอดีต กำร
พยำกรณ์จึงมีบทบำทส ำคัญในทุก ๆ ภำคส่วนที่จะช่วยให้ได้
ข้อมูลในอนำคต เพื ่อประกอบกำรวำงแผนสนับสนุนกำร
ตัดสินใจในเรื่องต่ำงๆ และมัลติเลเยอร์เพอร์เซปตรอนหลำย
ชั ้น (Multilayer perceptron)  โดยก ำหนดค่ำอัตรำกำร
เ ร ี ย น รู้  (Learning rate) เ ป ็ น  0.1 ค่ ำ โ ม เ ม น ตั ม 
(Momentum) เป็น 0.9 จ  ำนวนรอบกำรสอน (Training 
time) 20,000 รอบ[14]ซึ่งในกำรวิจัยครั้งนี้ใช้อัลกอริทึมของ

วิธีโครงข่ำยประสำทเทียมชนิดเพอร์เซปตรอนหลำยชั้นที่มี
ชั ้นซ่อน (Hidden layer) 1 ชั ้น แม้ว่ำโครงสร้ำงโครงข่ำย
ประสำทเทียมที่ซับซ้อนสำมำรถมีชั้นซ่อนมำกกว่ำ 1ชั้น แต่
ในทำงปฏิบัตินั้นกำรก ำหนดชั้นซ่อน 1 ชั้น ก็เพียงพอต่อกำร
วิเครำะห์ข้อมูล 

 

  2.4.3 นาอีฟเบย์ (Naïve Bayes) เป็นเทคนิคกำร
เรียนรู้ที่อำศัยหลักกำรควำมน่ำจะเป็น (Probability) ตำม
ทฤษฎีของเบย์ (Bayes’s theorem) ซึ ่งมีอัลกอริทึมที ่ไม่
ซับซ้อน เป็นขั้นตอนวิธีในกำรจ ำแนกข้อมูล โดยกำรเรียนรู้
ปัญหำที่เกิดขึ้น เพื่อน ำมำสร้ำงเงื่อนไขกำรจ ำแนกข้อมูลใหม่ 
หลักกำรของนำอีฟเบย์ใช้หลักกำรของควำมน่ำจะเป็น โดยมี
สมมติฐำนว่ำปริมำณของควำมสนใจขึ้นอยู่กับกำรกระจำย
ควำมน่ำจะเป็น (Probability Distribution)[15] เป็นเทคนิค
ในกำรแก้ปัญหำแบบจ ำแนกประเภทที่สำมำรถคำดกำรณ์
ผลลัพธ์ได้ โดยท ำกำรวิเครำะห์ควำมสัมพันธ์ระหว่ำงตัวแปร
เพื ่อใช้ในกำรสร้ำงเงื ่อนไขควำมน่ำจะเป็นส ำหรับแต่ละ
ควำมสัมพันธ์ เหมำะกับกรณีของเซตตัวอย่ำงที่มีจ ำนวนมำก
และคุณลักษณะ (Attribute) ของตัวอย่ำงไม่ขึ้นต่อกัน โดย
ก ำหนดให้ควำมน่ำจะเป็นของข้อมูลเท่ำกับสมกำร 
2.5 การเปรียบเทียบเพื ่อหาประสิทธิภาพการจ าแนก
ประเภท 
 กำรเปรียบเทียบตัวแบบพยำกรณ์และวิธีเลือก
คุณลักษณะของข้อมูล ในงำนวิจัยนี้ใช้กำรทดสอบแบบไขว้
ทบ (K - fold Cross Validation) แบบ 10 ส่วนแล้วท ำกำร
ทดสอบเพื ่อประเมินประสิทธิภำพ [16] โดยวัดค่ำควำม
ถูกต้องของกำรจ ำแนกข้อมูล (Accuracy) ดังสมกำร (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑙𝑎𝑏𝑒𝑙𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
x100%               (3) 

 

3. วิธีด าเนินการวิจัย 

 งำนวิจัยนี้ได้ใช้เทคนิคกำรจ ำแนกประเภทข้อมูล  
(Classification) จ ำนวน 4 วิธี ได้แก่ NaïveBayes, ANN, 
J48 และ REPTree ซึ่งทุกเทคนิคท ำกำรเปรียบเทียบตัวแบบ
ด้วยกำรทดสอบประสิทธิภำพด้วยวิธี 10 - Cross-validation 
Test เพื่อหำประสิทธิภำพของกำรจ ำแนกข้อมูลที่เหมำะสม แล้วได้
ตัวแบบกำรพยำกรณ์ที่มีประสิทธิภำพมำกยิ่งขึ้น 
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 ในกำรว ิจ ัยคร ั ้ งน ี ้ผ ู ้ ว ิจ ัยได ้แบ ่งข ั ้นตอนกำร
ด ำเนินกำรออกเป็น 6 ขั้นตอน ดังรูปที่ 3 
 

 
 

รูปที่ 3 แสดงขั้นตอนกำรท ำงำน 

3.1 ข้อมูลที่ใช้ในการวิจัย   
 งำนวิจัยนี ้ได้ท ำกำรเก็บรวบรวมข้อมูลกำรใช้
ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้  ซึ่ง
เก็บรวบรวมออนไลน์จำกทั้งหมด 6 ภูมิภำค  คือ ภำคเหนือ 
ภำคกลำง ภำคตะวันออกเฉียงเหนือ ภำคตะวันออก ภำค
ตะวันตก และภำคใต้ ประกอบด้วยกลุ ่มตัวอย่ำงจ ำนวน 
1,034 รำย รำยเอียดของชุดข้อมูลดังตำรำงที่ 1 

ตำรำงที่ 1 รำยละเอียดของข้อมูลที่ใช้ในกำรวิจัย  
 

No. Attribute Description 

1 Sex เพศ 
2 Age อำยุ 
3 Status สถำนภำพ 
4 Career อำชีพ 
5 Degree ระดับกำรศึกษำ 
6 Income รำยได้ต่อเดือน 
7 Region ภูมิภำค 
8 Product_type ประเภทผลิตภัณฑ์ที่ซ้ือ 
9 Product_used ผลิตภัณฑ์ที่เคยใช้ 
10 Product_buy ผลิตภัณฑ์ที่จะซ้ือซ ้ำ 
11 Choose_buy ซื้อผลิตภัณฑ์จำกที่ใด 
12 Product_reason เหตุผลในกำรเลือกซื้อ 
13 Product_price รำคำผลิตภัณฑ์ที่ซ้ือ 
14 Product_marketing กำรส่งเสริมกำรขำย 
15 Time_periad ระยะเวลำซื้อครั้งต่อไป 
16 Repeat_purchases ซื้อสินค้ำซ ้ำอีกหรือไม่ 

 

เนื่องจำกข้อมูลที่ได้เก็บรวมรวมไว้ มีควำมไม่สมดุลกันของ
ข้อมูลทั้งสองกลุ่ม ซึ่งข้อมูลที่รวบรวมมำได้ แบ่งเป็น 2 กลุ่ม 
คือ กลุ่มที่ 1 กลุ่มกลับมำซื้อซ ้ำ มีอยู่จ ำนวน 960 รำย กลุ่มที่ 
2 กลุ่มที่ไม่กลับมำซื้อซ ้ำ มีอยู่จ ำนวน 74 รำย ดังตำรำงที่ 2 
ซึ ่งหำกไม่ได้มีกำรปรับควำมสมดุลให้กับชุดข้อมูลก่อน
น ำไปใช้งำน จะส่งผลกำรให้กำรเรียนรู้ของเครื่องเอียนเอียง
ไปในทำงของกลุ่มข้อมูลที่มีปริมำณมำก ซึ่งส่งผลต่อควำม
แม่นย ำของโมเดล ดังนั ้นผู ้วิจัยจึงได้แก้ไขปัญหำควำมไม่
สมดุลก ันของข้อมูล [17,18] ด ้วยกำรใช ้ว ิธ ีกำรสุ ่มเกิน
(Oversampling) ซึ่งเป็นกำรเพิ่มจ ำนวนข้อมูลที่อยู่ในกลุ่ม
ข้อมูลที่มีจ ำนวนน้อย ให้เพิ่มขึ้นใกล้เคียงกับจ ำนวนของกลุ่ม
ข้อมูลที่มีปริมำณมำก ซึ่งหลังจำกกำรปรับควำมสมดุลของ
ข้อมูลแล้ว คลำสไม่ซื้อซ ้ำจะเป็น 960 เท่ำกัน 
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ตำรำงที่ 2  ปริมำณข้อมูลของแต่ละคลำส 
คลาส จ านวนเรคคอร์ด อัตราส่วน 

ซื้อซ ้ำ 960 92.84% 

ไม่ซื้อซ ้ำ 74 7.15% 

รวม 1,034 100% 
 

 ขั้นตอนกำรสร้ำงตัวแบบพยำกรณ์นั้น น ำข้อมูลที่
ผ่ำนกำรปรับควำมสมดุลกันของข้อมูลเรียบร้อยแล้ว ไปผ่ำน
กระบวนกำรคัดเลือกคุณลักษณะ (Feature Selection) 
[19,20] ด้วยว ิธ ี CfsSubsetEval และ InfoGainAttributeEval 
กำรคัดเล ือกคุณลักษณะด้วยวิธ ี CfsSubsetEval จะลด
จ  ำนวนค ุณล ักษณะข ้อม ูลเหล ือ 6 ค ุณล ักษณะ และว ิธี  
InfoGainAttributeEval เ หล ื อค ุ ณล ั กษณะข ้ อม ู ล  7 
คุณลักษณะ ดังตำรำงที่ 3   
 

ตำรำงที่ 3  แสดงข้อมูลที่ผ่ำนกำรคัดเลือกคุณลักษณะ 
ข ้อม ูลท ี ่ ผ ่ ำนกำรค ัด เล ือกค ุณล ักษณะ ( Feature 
Selection) ด ้ ว ยว ิ ธ ี  CfsSubsetEval และ  InfoGain 
AttributeEval 
CfsSubsetEval ระดับกำรศึกษำ ภูมิภำค ผลิตภัณฑ์ที่

เคยใช ้  ผล ิตภ ัณฑ ์ท ี ่จะซ ื ้อซ  ้ ำ ซื้อ
ผลิตภัณฑ์จำกที่ใด เหตุผลในกำรเลือก
ซื้อ ประเภทผลิตภัณฑ์ที่ซื้อ 

InfoGainAttributeEval ระดับกำรศึกษำ ภูมิภำค ผลิตภัณฑ์ที่
เคยใช ้  ผล ิตภ ัณฑ ์ท ี ่จะซ ื ้อซ  ้ ำ ซื้อ
ผลิตภัณฑ์จำกที่ใด เหตุผลในกำรเลือก
ซื้อ 

 
 ในกำรทดลองเพ ื ่อทดสอบประส ิทธ ิภำพของ
อัลกอริทึมในกำรจ ำแนกประเภท ผู้วิจัยได้แบ่งชุดข้อมูล
ออกเป็น 2 กลุ่ม คือ กลุ่มส ำหรับกำรเรียนรู้และกลุ่มส ำหรับ
กำรทดสอบ โดยเลือกใช้วิธี K-fold Cross Validation [21] 
ในกำรแบ่งชุดข้อมูลเพื่อให้ข้อมูล ส ำหรับข้อมูลชุดนี้ ได้
ก  ำหนดให้ K มีค ่ำเท ่ำก ับ 10 ตัวอย ่ำง 10 fold Cross 
Validation แสดงไว้ในรูปที่ 4

 

คร้ังที่ 1 คร้ังที่ 2 คร้ังที่ 3 คร้ังที่ 4 คร้ังที่ 5 
1 1 1 1 1 

2 2 2 2 2 

3 3 3 3 3 

4 4 4 4 4 

5 5 5 5 5 

6 6 6 6 6 

7 7 7 7 7 

8 8 8 8 8 

9 9 9 9 9 

10 10 10 10 10 

     

คร้ังที่ 6 คร้ังที่ 7 คร้ังที่ 8 คร้ังที่ 9 คร้ังที่ 10 
1 1 1 1 1 

2 2 2 2 2 

3 3 3 3 3 

4 4 4 4 4 

5 5 5 5 5 

6 6 6 6 6 

7 7 7 7 7 

8 8 8 8 8 

9 9 9 9 9 

10 10 10 10 10 

     

 ข้อมูลทดสอบ  ข้อมูลเรยีนรู ้  

 
รูปที่ 4 วิธี 10 –fold cross validation 
 

4. ผลการทดลอง 
 

4.1 ผลการเปรียบเทียบประสิทธิภาพการจ าแนกความ
ต้องการของการใช้ผลิตภัณฑ์เครื่องส าอางที่มีส่วนผสม
ของว่านหางจระเข้ 

กำรสร้ำงตัวแบบพยำกรณ์และคัดเลือกคุณลักษณะ
เฉพำะที่ส ำคัญ ได้ใช้เทคนิคกำรจ ำแนกประเภทข้อมูล แล้ว
เปรียบเทียบประสิทธิภำพอัลกอริทึม โดยมีกำรก ำหนดค่ำ 
hyper parameter ของแต ่ละว ิธ ีด ังน ี ้  ว ิธ ี  NaïveBayes 
ก ำหนดค่ำ Hyperparameter ให้กับ Attribute Repeat_ 
purchases  ด้วยวิธีกำร Bernoulli distribution ในกำรท ำ 
Estimate probability เนื ่องจำกมีค่ำควำมเป็นไปได้ของ
ผลลัพธ์แค่ 2 อย่ำง คือ ซื้อซ ้ำกับไม่ซื้อซ ้ำ  ส่วน Attribute 
Degree ใช้วิธีกำร Categorical Distribution เนื่องจำกแบ่ง
ข้อมูลออกเป็นช่วงและ Attribute อื่นๆ ที่เหลือใช้วิธีกำร 
Multinomial distribution เนื่องจำกข้อมูล 
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สำมำรถมีค ำตอบได้มำกกว่ำ 1 ค่ำ ,ส ำหรับวิธี J48 ที่ผ่ำน
กำรคัดเลือกคุณสมบัติด้วยวิธี CfsSubsetEval จะก ำหนดค่ำ 
Max-depth =7 เ น ื ่ อ ง จ ำ กม ี  Attribute เ หล ื อ อย ู ่  7 
Attribute ส่วน J48 ที่ผ่ำนกำรคัดเลือกคุณสมบัติด้วยวิธี 
InfoGainAttributeEval จะก ำหนดให้ Max-depth =6   ,
วิธี ANN  ได้ก ำหนด Input layer และ Hidden layer ให้มี
ค่ำเท่ำกับจ ำนวนของ Attribute ดังนั ้นข้อมูลที ่ผ่ำนกำร
คัดเลือกคุณสมบัติด้วยวิธี CfsSubsetEval จะก ำหนดค่ำ
ให้ก ับ Input layer และ  Hidden layer เท ่ำก ับ 7 ส่วน 
Output layer เ ท ่ ำ ก ั บ  2 ข ้ อ ม ู ล ท ี ่ ใ ช ้ ว ิ ธ ี ก ำ ร 
InfoGainAttributeEval ในกำรคัดเลือกคุณสมบัติได้ก ำหนด
ให้กับ Input layer และ  Hidden layer เท่ำกับ 6 ส่วน 
Output layer เท่ำกับ 2 และใช้วิธี REPTree  จำกนั้นท ำ
กำรทดสอบหำประสิทธิภำพในกำรจ ำแนกข้อมูลด้วยเทคนิค 
Cross-validation Test ซึ่งผลลัพธ์แสดงในตำรำงที่ 4 

 

ตำรำงที่ 4 ผลกำรเปรียบเทียบค่ำควำมถูกต้องของข้อมูลเมื่อ
ถูกจ ำแนกประเภทด้วยอัลกอรึทึม ทั้ง 4 วิธี 
 

Model 
10 – fold Cross Validation Test 

Average  Accuracy 

NaïveBayes 81.33 
ANN 86.30 
J48 83.12 

REPTree 83.81 
 

 จำกตำรำงที่ 4 แสดงค่ำควำมถูกต้องของข้อมูลเมื่อ
ถูกจ ำแนกด้วย 4 วิธี ก่อนกำรน ำข้อมูลไปคัดเลือกคุณสมบัติ
ด้วยวิธี CfsSubsetEval  และวิธี InfoGainAttributeEval 
ผลกำรเปรียบเทียบประสิทธิภำพในกำรจ ำแนกข้อมูพบว่ำ 
เทคนิค ANN มีประสิทธิภำพในกำรจ ำแนกสูงสุด โดยมีค่ำ

ควำมถูกต้องร้อยละ 86.30 และรองลงวิธี REPTree มีค่ำ
ควำมถูกต้องที่ร้อยละ 83.81 และวิธี J48 และ NaïveBayes 
ร้อยละ 83.12 และ 81.33 ตำมล ำดับ 
 

4.2 ผลการเปรียบเทียบการคัดเลือกคุณลักษณะของข้อมูล

ระหว่างวิธี CfsSubsetEval และ InfoGain AttributeEval 

 ส ำหรับข้อมูลกำรใช้ผลิตภัณฑ์เครื ่องส ำอำงที ่มี
ส่วนผสมของว่ำนหำงจระเข้  ซึ่งเก็บรวบรวมกลุ่มตัวอย่ำงไว้
จ ำนวน 1,034 รำย แต่เนื่องจำกข้อมูลมีจ ำนวนทั้งสิ้น 16 
attribute ส่งผลต่อประสิทธิภำพและควำมเร็วในกำรจ ำแนก
ข้อมูล ทำงผู้วิจัยจึงหำวิธีกำรในกำรคัดเลือกคุณสมบัติที่
ส  ำ ค ั ญด ้ ว ย ว ิ ธ ี   ว ิ ธี  CfsSubsetEval แ ล ะ  InfoGain 
AttributeEval เพื่อให้ได้ Attribute ที่มีควำมส ำคัญและลด
จ ำนวน Attribute ลง แต่ยังคงมีประสิทธิภำพในกำรจ ำแนก
ไว้ ดังนั ้นเมื ่อน ำข้อมูลมำคัดเลือกคุณลักษณะด้วยวิธี 
CfsSubsetEval พบว ่ ำ จ  ำ น วน  Attribute ท ี ่ ม ี ผ ล ต่ อ
ประสิทธิภำพของกำรจ ำแนกมีอยู ่จ ำนวน 7 คุณลักษณะ 
ได้แก่ ระดับกำรศึกษำ ภูมิภำค ผลิตภัณฑ์ที่เคยใช้ ผลิตภัณฑ์
ที ่จะซื้อซ ้ำ ซื ้อผลิตภัณฑ์จำกที่ใด เหตุผลในกำรเลือกซื้อ 
ป ร ะ เ ภ ท ผ ล ิ ต ภ ั ณ ฑ ์ ท ี ่ ซ ื ้ อ   แ ล ะ เ ม ื ่ อ ใ ช ้ ว ิ ธี  
InfoGainAttributeEval  พบว่ำจ ำนวน Attribute ที่มีผลต่อ
ประสิทธิภำพของกำรจ ำแนก มีอยู ่ 6 คุณลักษณะ ได้แก่ 
ระดับกำรศึกษำ ภูมิภำค ผลิตภัณฑ์ที่เคยใช้ ผลิตภัณฑ์ที่จะ
ซื้อซ ้ำ ซื้อผลิตภัณฑ์จำกที่ใด เหตุผลในกำรเลือกซื้อ 
 จำกตำรำงที่ 5 เมื่อพิจำรณำผลกำรประสิทธิภำพ
ของกำรจ ำแนกกำรกลับมำซื้อผลิตภัณฑ์ซ ้ำ ของกลุ่มตัวอย่ำง
จำก 6 ภูม ิภำค ด ้วยกำรค ัดเล ือกค ุณล ักษณะด้วยว ิธี  
CfsSubsetEval และวิธี InfoGainAttributeEval  แล้วน ำ
คุณลักษณะที่ได้จำกแต่ละวิธีมำจ ำแนกกำรกลับมำซื้อซ ้ำ 
ด้วยอัลกอรึทึมทั้ง 4 คือ วิธี NaïveBayes พบว่ำ  
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ตำรำงที ่ 5 กำรวิเครำะห์กำรเปรียบเทียบกำรคัดเลือก
คุณลักษณะ  
 

Feature 
Selection 

Attributes Models Average 
Accuracy 

CfsSubs
etEval 

7 

NaïveBayes 
ANN 
J48 
REPTree 

81.93 
80.32 
81.93 
82.58 

InfoGain
Attribute

Eval 

6 
 

NaïveBayes 
ANN 
J48 
REPTree 

84.51 
93.54 
81.93 
84.51 

 

กำรคัดเลือกคุณลักษณะด้วยวิธีกำร CfsSubsetEval 
จะได้ Attribute ที่มีควำมส ำคัญกับกำรจ ำแนกจ ำนวน  7 
Attribute ซ ึ ่ ง เม ื ่อน  ำมำจ  ำแนกข ้อม ูลกำรกล ับมำซื้อ
ผลิตภัณฑ์ซ ้ำ  พบว่ำค่ำควำมถูกต้องของเทคนิค REPTree  มี
ค่ำควำมถูกต้องสูงสุดอยู่ที่ร้อยละ 82.58 รองลงมำคือ J48 และ 
NaïveBayes มีค่ำควำมถูกต้องร้อยละ 81.93 เท่ำกัน และวิธี 
ANN มีค่ำควำมแม่นย ำต ่ำสุดร้อยละ 80.32 

ส ่วนกำรเล ือกค ุณล ักษณะท ี ่ส  ำค ัญด ้วยว ิ ธี  
InfoGainAttributeEval  จะมี Attribute ที ่มีควำมส ำคัญ
ต่อกำรจ ำแนกอยู่จ ำนวน 6 Attribute เมื่อน ำมำจ ำแนกด้วย
เทคนิคข้ำงต้น พบว่ำเทคนิค ANN มีค่ำควำมถูกต้องมำกที่สุด
ร้อยละ 93.54 มีประสิทธิภำพดีที่สุด รองลงมำเป็นเทคนิค 
NaïveBayes และเทคนิค REPTree โดยมีค่ำควำมถูกต้องร้อย
ละ 84.51 เท่ำกันและเทคนิค J48 มีค่ำควำมถูกต้องต ่ำสุดร้อย
ละ 81.93   

ดังนั้นกำรเลือกใช้วิธี InfoGainAttributeEval  เพื่อกำร
คัดเลือกคุณสมบัติที ่ส ำคัญนั้น เมื ่อเปรียบเทียบแล้วพบว่ำมี
ประสิทธิภำพมำกกว่ำกำรเลือกใช้วิธีกำร CfsSubsetEval กับทุก
เทคนิคที ่กล่ำวมำ ซึ ่ง Attribute ที ่แตกต่ำงกันและส่งผลต่อ
ประสิทธิภำพของกำรจ ำแนกหรืออำจส่งผลให้เกิดปัญหำ Over fit 
นั่นคือ Attribute ประเภทผลิตภัณฑ์ที่ซ้ือ นั่นเอง 

5. สรุปผลงานวิจัยและข้อเสนอแนะ 

กำรวิจัยครั ้งนี ้มีวัตถุประสงค์เพื ่อเลือกปัจจัยที่
ส่งผลต่อควำมต้องกำรของกำรใช้ผลิตภัณฑ์เครื่องส ำอำงที่มี
ส่วนผสมของว่ำนหำงจระเข้ และเปรียบเทียบประสิทธิภำพ
ของอัลกอริทึมในกำรพยำกรณ์ควำมต้องกำรของกำรใช้
ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ ด้วย
วิธี NaïveBayes , ANN, J48 และ REPTree และใช้วิธีกำร 
K-fold Cross พบว ่ำเทคน ิค  ANN ใช ้ร ่วมก ับกำรเล ือก
คุณลักษณะที่ส ำคัญด้วยวิธี InfoGainAttributeEval มีค่ำ
ควำมถูกต้องมำกที่สุดร้อยละ 93.54 มีประสิทธิภำพดีที่สุด 

และจำกผลกำรเปรียบเทียบประสิทธิภำพในครั้งนี้ 
จะเห็นได้ว่ำค่ำควำมถูกต้องที่ได้ร้อยละ 93.54 นั้นถือได้ว่ำมี
ประสิทธิภำพสูงและเป็นประโยชน์แก่กลุ่มวิสำหกิจชุมชน
เป็นอย่ำงมำก สำมำรถน ำไปพัฒนำระบบพยำกรณ์ควำม
ต้องกำรกำรใช้ผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำน
หำงจระเข้ของกลุ่มวิสำหกิจชุมชน และเป็นแนวทำงในกำร
ประชำสัมพันธ์กำรตลำดเฉพำะกลุ ่ม เพื ่อแนะน ำกำรซื้ อ
สินค้ำผลิตภัณฑ์เครื่องส ำอำงที่มีส่วนผสมของว่ำนหำงจระเข้ 
ให้กลุ่มผู้บริโภคที่สนใจได้เข้ำถึงสินค้ำได้อย่ำงทั่วถึง  

ข้อเสนอแนะในกำรวิจัยครั้งนี้ เพื่อให้กำรพยำกรณ์
ได้ผลกำรวิเครำะห์ข้อมูลที่มีควำมครอบคลุมมำกขึ้น อำจใช้
วิธีกำรจ ำแนกโดยใช้อัลกอริทึมประเภทอื่น ๆ เช่น วิธีต้นไม้
ตัดสินใจอัลกอรึทึมแบบ Random forest และ Random 
tree  และ วิธีซัพพอร์ตเวกเตอร์  แมชชีนใช้อัลกอริทึม SMO 
เป็นต้น  

 
6. กิตติกรรมประกาศ 

ขอขอบคุณมหำวิทยำลัยเทคโนโลยีรำชมงคล
รัตนโกสินทร์ ที่สนับสนุนทุนวิจัยสัญญำเลขที่ A21/2563 
ตลอดจนเครื่องมือ และสถำนที่ ที่ท ำให้งำนวิจัยนี้ส ำเร็จลุล่วง
ด้วยด ี
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