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Abstract

Nile tilapia (Oreochromis niloticus) is a crucial species in aquaculture, but disease outbreaks pose
significant threats to its production, leading to high mortality rates and severe economic losses. Traditional
disease diagnosis methods rely on expert assessments, which are costly, time-consuming, and often
inaccessible to small-scale farmers. This study proposes an advanced machine learning approach for disease
diagnosis in Nile tilapia using DFYOLO, an optimized version of YOLOvV5 designed for real-time and high-
accuracy detection. A dataset of 1,795 images of healthy and diseased fish was collected and labeled by
aquatic veterinary experts. The model was trained and evaluated using standard performance metrics,
achieving an outstanding Precision of 99.75%, Recall of 99.31%, and mean Average Precision (mAP50) of
99.38%, while maintaining real-time processing capability at 93.21 FPS. The findings demonstrate that
DFYOLO outperforms conventional models, providing a scalable and cost-effective solution for disease
monitoring in aquaculture. Future research will explore its applicability to other aquatic species and

integration with environmental monitoring systems for enhanced predictive disease management.
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lunanazuuaduyaiin-nageu Uszdnsnmvedluna
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qﬂﬂimﬁuﬁw Accuracy, Precision, Recall ag F1-
Score wialalunainudugniian szuuazgnnadeuiv

Toyaaseanvisuinigid s s udunisvinauly

ANNLINADUDI

3.1 maiudoya
foyaililumsifodgnifunnrhiumsdes
Uanfialuiiuiguusiiil faduuvdanzidesaia
fidfyvesUszmalng doyanmgnaieainvaniad
wansonsvedlsauazUaiund Tagldndesdennds
AainNgIuazndosld il atuiinwgAnssuvesuan
Toyagnuuseanidu 5 nqu ldun Yarund (Normal),
lsnamsulnnanlada (Streptococcosis), 1iala54
Tilapia Lake Virus (TiLV), Tsawe§ (Parasitic
diseases), wazlsALUATILT8 Aeromonas hydrophila

FIUNIVUA 1,795 AN HIAN5197 1

Tilapia Diseases, Parasites & Virus

Vision Layer

Motile Acteaneasn
Septheria
i

Tilapia Lake Virus

Machine Learning

‘ — '—B“
Optioal

T Fe
arset earure. Poscer..
-

Normal Tilapia

—

Tilapia Farming Operation Photograph Abnormalities Expert

JUT 1 nsgraumsayivaeulayiiasssilsaluuania

Faganmarelasunisnsivaeunaziniiy
1y (Labeling) Tasidvamnaydnudaaumnnd dofin
\iianaufinnainvesteyadliiinluna uenaind
“’aﬁmiiamm%gaﬂmmwﬁw LU A1 pH, aunqdl
uazsEAUendiau Fee1aiinaseguaimuesuan Toya
famungnaniiuluguuuugutoyaidvaiiielianusa
Wadwagldaulaazainlunisidnluina Machine
Learning

U 1 WanInTzEUIUIATIEB ULALTIAT L
Tsaluvanflalagldinalulad Machine Learning 1ne
Fuannnisarenmuaniaienafinufinundinely

WS v nwunng nd i 18 vy vinnig

AsIvERULATEUUsEIANYRelIA WU lsaluATiLSY
1a%a w3eusan deyanmgniidng Vision Layer Ll
HunszuIun1siieus wuudy @y (Supervised
Learning) ol Deep Learning Models 14U VGGNet,
GooglLeNet Lag ResNet Tun153iasizilassasianin
nssnudnuzddy waznsuUsdIumag e
p1adeuIat Ay sruvasnisiaaula winvand
aun i ssuuaveyn iR iunndswioly (Tilapia
Farming Operation) WaINWUANNRAUNG SzUUZES

Fyaaudsioudioliinunsnsandunisunledgm

3.2 gUnsaluaziniasiiedildlunisiiudaya (Data

Collection Tools)

3.2.1 ndvssegy
naed Mirrorless 9 b9 hun1sanan wUaiiadl
ANLAZIBENgILaYaINNIaTUTIEasLBA it 1auug
ABLTULEDI TUNINIUIAT Y LAz Sz UUDB LA WA aN
590157 MsaanmUarvuuneiunisaeldaninias
a v v aa o a
ey lngldannndanilanuaudnuawasbilasy

Winanuaeyou niaunaltufInassivoannisauln

3.2.2 ndosdngldii
ndesaneldun iy ndes CCTV Digital IP
Network psazidengs uazndodldiuieliuulatn
IideyannilaziBunuazmannvans Jeuansfadnuns
wazwgAnssuvesanluanizenag sudstoyaiiianiy

Wenfiudnuugyadsa Wi Msuansuuikmds a1

WAZeINNT AIUT 2
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A9 2 TN UMY Al ey ad vsun1sasy

(Training set) uazyntoyadniunaaay (Test set)

Iuudayanin
YalTeus 0 Eett
yiialsavasUmiia | (Training | wasou | saviua
set) (Test (Total)
set)
TspawsUlnaonlada
227 98 325
(Streptococcosis)
Tsahsafianeian
(Tilapia Lake Virus 247 106 353
Disease)
Tsanend (Parasitic
237 102 339
diseases)
Tsawfiauelsueun
aduAtilly (Motile
268 115 383
Aeromonas
Septicaemia)
Yafiaund (Normal
276 119 395
Nile Tilapia)
994 1,255 540 1,795

3.3 Machine Learning Model Development
3.3.1 Tuaaiugu YOLOVS

1. C3 Module (Concentrated-Comprehensive
Convolution Block) n15Waiu1 DFYOLO lavd enld €3
Module Wanumiilaseasna Bottleneck CSPNet (Cross
Stage Partial Networks) wuust a1i ailu YOLOVS Taeil
FaquszasAndnidl el uuszdns amnisivalisuves
Gradient Tusgi1an1391 Backpropagation LaganAanu
Sé?w%’ausuaﬁa;ﬂa (Redundant Gradient Information)
NaNN19Y1197U C3 Module vingnulaeien Feature
Map ponid uassd 1y @ und W 1UNTEUIUNIS
Convolution 898 kazd ﬂa'auw'fwzq na U (Skip
connection) lUsafukadwsannelnenss naflatizae
AnTIUIUNIINIRBS (Parameters) Lag Floating Point
Operations (FLOPs) asleiUszanas 10-20% Wl il suiiu

CSPBottleneck Lhsl

nadws msusuasuildsmalilueaiitminutu
(Lightweight) Wapudalunsussanana (Inference
Speed) uugUnsnl Edge Device Inelliiaaydunnuusiugn
Tumshsaaudnuazddg [23]

2. Convolution Kernel Group (Conv KGhitelilanna
AU1500 7393 U Nwaiglsaif AN vianevesug
(Scale Variation) 16 # & 93 u 913 ﬁ]uﬂﬁ%l.ﬁ'ﬂisq nel b
Convolution Kernel Group (Conv KG) Faduwmaidanis
19" Kernel wanguu1avi191uaUIUA W (Multi-branch
Architecture) Aaeiulasas 19 Inception Module

WENNISTY Wi ezl Kemel au1m 3 x 3

WigdaeAe Conv KG agldyavas Kemel wum 1 x

1,3x3,5x5 way 7x7v19usaunuly Layer

Wenfiu

Kermel 9unal& n (1 x 1, 3 x 3) Vvl 9 affa
Teandailuiia (Texture) azidongou 1 90
\Aonponiane wiiesesUsdmmeiia

Kemnel wunelue) (5 x 5, 7 x 7) vt i vene

Receptive Field 1l auaaiulassadelagsy 1wu

suUnssitndeaesan visemeniuy

HAR NS NI15IIUNAANS (Concatenation) 910

Ay Kernel 928ls% DFYOLO @nansa woauiu ‘17?@@

WEne wavennsamsanldndeudu dWudn Recall Tu

N305393ulsAT de1n1suanavwmd nld og 19l
EGAGNY

3. Convolutional Block Attention Module
(BAM) Hymemududaunesannuids (wu thju viewn
azviou) dnililumaiinanuianan el i
8 ¢ v unaln Attention Mechanism 7 vi1911 2
Sumeusaiioiu

Channel Attention Module (CAM) W215841737

NwesladrAg lnen1sly Global Average Pooling wag
Max Pooling ilevnemuduiussesning Channel wesnm
villuaaBousiosinian duesuna’ 3o Armuues

A1 UINNINFVDN
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Spatial Attention Module (SAM) W 21584171
Fwisladiny Tasn1sadne Spatial Map Liloseyfiin
YosseelsAuLsiaUa

Nade msld CBAM wWieuiaiioumstihanem
goslunali i aanizus nad faund (Region of
Interest) panen False Positive Tiiimmndssunauluth
WALl UAULLUEY (Precision) luan1nuing euf Ll
WBese [24]

4. Enhanced Loss Function (CloU Loss) wielsi
N38UN13A5337U (Bounding Box) {AI13Ua e g M
aiATeildUFuUTe Loss Function anniisdiidu GioU
(Generalized loU) 1114 CloU (Complete loU) [25]
WFNN1Y19U CloU lal 1 Bawel Aruadt ufi sud ou
(Overlap Area) Wi §9A18 9090 9d a1 5vIAINd N 2
Usems A seewvieseninegaqudnans (Central Point
Distance) ua 8n31dUN1198M (Aspect Ratio) Ua3naed
MUNEsUAUNE D93

naans agliimsanseusmunmislsanssdunas
mmﬂmﬂﬁﬁyu and ynsnsad Uil nsouasevs el
AsauUAquIBElaAvavA (Misalignment) uast el
guiganiigneies (Convergence) I3 aniufsluseing

MsSHNEaU
3.3.2 nMswWssuiisuluna

DFYOLO (Deep Feature YOLO) 10 wlunadi
Wausagana1n YOLOVS lagusudselianunsa
asradulsaludandaldududnd iy wiounsannnssy
msfnaniiosessunsThauwuusealnl Aswann
1A598379u83 DFYOLO 5738 nsunufl CSPNet e
C3 Module isann1szmsmuiniasiiinyszansam
Tun1shsmaudnuaizvadlsa N3l Convolution Kernel
Group (Conv KG) 1t eelsilutaaanunsad sdaya
NuFrvesarldazdoniu n1sufiy Convolutional
Block Attention Module (CBAM) 4 39 28T% Tuina
annsalnfavsnaiidulsaldududduiiunaln

Spatial k@ Channel Attention uaz n15USUUTe Loss

Function v 8% 78@am False Positive way False

Negative ﬁﬂg"dﬁ 3

Replaces CSPNet Reduces False Positives & Negatives

Eahances Feature EXTraction Trproves Focus on Discase Areas

C3 Module Conv KG CBAM Enhanced Loss
Function
Reduces Computational Load  Captures Fish Surface Detalls  Uses Spatial & Channel Attention  Improves Classification Accuracy
Better Efficiency ] Higher Precision ] | Be:;:: w Higher Accuracy

Real-time

99.75%, Aceuracy Feasibility 13.6 MB Memery
93.21 FPS

¥
e ]_)'m Fast Processing Low Memary
Detection Rate Usage

Ideal for Smart

Farm Disease
Monitoring

Ul 3 TassadauazUszavsnmues DFYOLO Model
Usz@vsnmaas DFYOLO gniSeuliiguriu

1. Faster R-CNN TatAan 5299 Ul uuao st unoudia
ANUUUEgIusAUTEINARAT NI

2. YOLOV3 1183 9ui1ved YOLO fildiaiwasnau
Tgtusnnsgu

3. YOLOVA 1385 Tudt b sun1susuun dlaeld

CSPDarknet53 dmiunisasnaanuae
3.4 A15USZLNUNANISNI9IU
3.4.1 wesnn15Useiiung

AsUseiunayuseansninvedlunalyan

'
a

ALY (Accuracy) IAEAIUIAIAINTIUIUT DY A

U

MunggnaeuUIgulisuiudoyadss [26] Lanang

aunisa 1
TP+TN
=—— " " x
Aclcuracy Trernsrparn < 100 (W)
Wip

TP (True Positive) manefia deyadivihunegnionds
U

TN (True Negative) vanedis Joyaiivhunsgnifeads
au

FP (False Positive) iunefis deyaiviinefaiduda

uln
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FN (False Negative) viunefia ToyanivhuneRaduga

au

v

wennil Tunadsgnnageudn 3 assluwday

ANSAIAINISITLNDS LN BUIANRANANAAE1NSTUNIS

q

RGN PRHIE TR ERGT)
3.4.2 MIAIAINIINARDS

1. 815aw25 Intel Core i7-9700K CPU, NVIDIA
GeForce RTX 3080 Ti GPU

2. 99¥ALIs Python W3au PyTorch, OpenCV
dmTunmsussaiananIn

3. n136 9A 1137 neusu Batch size = 16,
Learning rate = 0.01, Epochs = 475

o8 UnBLW uLAY Batch size = 16 gniden
\osnnifudiaunaseninaUszansamaanseus
UaTOIANAIUNUIEAIINTT GPU

Learning rate = 0.01 Lfluﬂ'ﬂmﬁwaﬁﬁqﬂu
N158A Loss 98 NILEREININ INNI1TNABDIAIAIN 9
(19w 0.001, 0.005, 0.01, 0.02)

Epochs = 475 1199NN15MAdBUEN 300-500
Epochs lngnudnlanasindnuudugiasaauaglid
Overfitting 19afl usnand 1314 Grid Search lu
NIINAADIARI ) VB3 Batch size Lag Learning rate

oAU IZaNNgn
3.5 NMsWSeuisuNaans

DFYOLO v ulamadi b Sunisusunmaann
YOLOVS wiawfiudszansanlunsitedelseludaniia
TagLEsuAIN@1N15aluNNSATI93UA 28 C3 Module,
Convolution Kernel Group (Conv KG) ttag CBAM G
Fagliannsaliialuiigaiifdnvusionzvedlsald
walughay uenand seiinswIeuiieury Faster R-
CNN FaduluinaiifirsusiudigaudldinaUszanana
wIUNT1, YOLOV3 fiduiiessunivas YOLO was
YOLOV4 ﬁlé’%’uﬂ’liﬂ’wuﬂﬁﬁmmé’wmﬂﬁﬁ@'ﬂﬁfmwﬂ
CSPDarknet53 nsiUsguiisunaansvasluinauandly

A15197 3

A15197 3 NsiUSeuisuUsEanNS A nvedluea

wiqe

Precision | Recall | mAP50 A27U31
Tama FPS

(%) (%) (%) ot
(MB)

Faster
86.18 83.28 79.87 57.97 77.8
R-CNN

YOLOvV3 82.38 86.12 | 90.99 | 69.44 62.1

YOLOv4 93.58 93.84 | 9339 | 78.24 226

YOLOv5 94.36 93.76 | 9452 | 96.43 14.5

DFYOLO 99.75 99.31 | 99.38 | 93.21 13.6

Tuwma DFYOLO fhauetiewfindszansamly
msifiadelsaluvarfialaegralidedrany Inedl Aau
Wiiue (accuracy), A13ADA (recall) LaZAIAIINLIUEGT
\fle (precision) figendnTuinadidey Tunaidans
UsganSnmnisvhaunuuiealngd 93.21 FPS wiay

£
1Y 1o

NalNUIEANUTINEIN NadnSiandwansliiug
ANYNINVBITTUUOMIUT AT TULAS UM 8 Al Ty
gRamMNIsUNITINIzIa Bedndun welesiulsauas

UFuugsgunmvesuanlvinau

4. Nan1598
4.1 nsUseiiuUsEaNS A vesluna

Tuea DFYOLO e 3unisussidulneld @ n
Precision, Recall, Mean Average Precision (mAP50),
Frames Per Second (FPS) waz i 28a211977 14 Tne
Wisuwisurulaaad u 9 1wy Faster RCNN, YOLOV3,
YOLOVA ey YOLOVS

nan1sSeuiieulunsnsd 3 wansliidiugn
DFYOLO fiUsedwnfaingedqn lavaiursavinle
Precision S@8ay 99.75, Recall Soeay 99.31 way
MAP50 $888299.38 Wiaued@unsainalduuy

Sealnl uagldndnensnieanuddesiign

4.2 N1531A3189 Feature Importance
AINNITTLASIEN A IULNAL A Grad-CAM
(Gradient-weighted Class Activation Mapping) k&g

Feature Map Visualization wuinluiaaliaudnfgy
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fuflesndn liun (1) USaseus Jethessy
omedsafndeansulnrondaivhlmanaguen
w3elUu (2) Fuavilulrvesianids §eddgysenis
nredulsauvafiiouazusaniviliiAaunanmes (3)
sULUUNgAnTINTesUAT WU naBeeianiedneih
Anund dadueinisveslsalada Tilapia Lake Virus

(TiLV)
4.3 N1531A5129 Confusion Matrix

Wil aUsziluad a1 savestunalunis
unlsavasuanila Confusion Matrix gﬂa%’wéﬁyumﬂ
anaaou 540 A Tu 5 naulse wadnsuansliliuid
lumaaiunsasuunlsalaognuiugi lnedidefinnain
dnteslunissuunlsaiiidnwvarlndidostu 1w 1sa

N a

a a @ a
weSuazlsamnauslsuaunagURTLie

Streptococcosis
Tilapia Lake Virus -

Parasitic Diseases -

True Labels

Motile Aeromonas Septicaemia -

-50

~
N
5
=]

Normal Nile Tilapia -

Streptococcosis
Tilapia Lake Virus -
Parasitic Diseases -

Normal Nile Tilapia

Motile Aeromonas Septicaemia -

Predicted Labels

EUVII 4 Confusion Matrix

ATULLAUNLE YU RUNING wandliiiinudd
Tupaanunsaduunisaliegigneasgain Tuwnisil
Aflegusnidunuesyuddiutios Jamneaiuin
Tumailidnsnisaianisalfiianains wazaiusald
Nulgegnefivszdnsam esuiefisiude

True Positive (TP) $1urunasaiiluinaviiune

Nillsanazdulsnasa

250

200

150

-100

True Negative (TN) Srurunfefilunarinung
Nlaifilsanazlufilsnase

False Positive (FP) $hurunadiluwnayiung
Nilsauslifilsnass

False Negative (FN) Srundeilluwarinng

Tlifllsausiiilsaase daguil 4

4.4 YszAnsnmszndramsiinlanag

iiodlaesinszuIuniioudues DFYOLO
1AvN1sAnAIY AMURIUE1TRIYAR NLazYANAGRY
swdsAnnugade (Loss) Tusgninenisiln W
475 epochs WU

1. uwiliduanuudugr Anuutiug1veayedn
Wit uesaranioar Tndunsfesar 99 vnriinia
Liugrvesyanagey Ja1asfiuinninfesay 98
nda9nH 1l 400 epochs uanads n15IFBuT AL
BREF

2. wuwdlduraiugaide (Loss) A1AIY
g dovespiin anaades 9 uazAmNgYEvDIYn
vadeu muazasi wane lunaldldiia Overfitting

nsuansliiudnlunaaiunse eugld
og1sfiUsEANEN W waransofinudnunr At

fulsalan
4.5 n15USEUBUNUIILIBNBUNTIN

HAN1SNAEDUYDY DFYOLO g, nu1u1

wWisuiflsuiunuidensuniildmelianstouives

Ao o

wiatlunisnsiadulsavan Tnefideldiuseuiiddey
il
1. anuudiugigedu lunaneunin (Wu
Faster R-CNN) i @uii ug1Uszuias ovay 86-93
yauzl DFYOLO vhleigeiedoray 99.75
2. arunalunisusyananadisid u: DFYOLO
vl d i 93.21 FPS & 1§an9 19 Faster R-CNN
(57.97 FPS) wag YOLOv4 (78.24 FPS)
3. TdnsnensmiieAusInINg1 YOLOVA

T¥nineAuET 226 MB 9l DFYOLO T4ifieq 13.6
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MB vinmunzandmsunsidanulussuuasiaaoulsa
Uauwuuisealng

91AN151U5 UL BuLa 11 wan el i U
DFYOLO tiulsinaiifiuszansnmgsninnuidenou

ywazinnumunzausanisu lulguas

4.6 malullugnamnssumizissdait
nan53selRiLIn DFYOLO awnsanhluld
Tuszuuineassdaiingensosldednaduseansam
Tagaslinszuiun1sasiadulsaiinnuudluguay
Wululnednluld annnszveaneninslunisnsiagey
qmmwﬂamumﬁ%tﬁu Tunadanunsalddmsu ns
prndulseluszenizusdu iliinwnsnsannsaseylse
I¢59m1523 U §9r8ansnsn1smeveslaiuasidiy
Uszansawlunisne wenannil DFYOLO §sanansa
Wsetalsauuudnlud® lnsansavinausiuiy Edge
Devices Lt afnnuguamUainundansradulsa
wuuisealng vilinisuainisafamuwazaiuny
annzveanldusiugnBaiy Snvassuui e iy
AL uglun1sIan1sHIsY anderanaltnlunnsg
adelsa dawalianunsananunsshulaegradu

sruukazann1sldeUfTauslaidndu

' Y
=

\iel# DFYOLO fiuszavsnndindetu asd
A5 Lﬁ'm%’aaﬂamiﬂﬂﬁ'ﬁmmumﬂwawmm‘ﬁu LU
amiiceneliannzuasuazamunmiiuaneeiy
Woriuanuannsaveslumalunisswunlsaliagig
wiudluanimuandeufivainuans uenannd nis
Nauleunartunsiadulsaenludfvuiiens avae
Tnensnsamnsaldausyuuilldayand sty awnse
aunulansunasdnsAninazSunaitanelaud uay
gaving n1snmaedlddeyanareguiuy 1w nstdnmn
AudeU S0 NIATINEBUAN ML Al 95998
TWnstmseilsailanuuuguiniy vildanunse
anadulseldluszeziFudu wiedilivsngeinisi
FaLauUUFIUan

faeg 190159 91uluina DFYOLO Tu
21NN Na3e 1A T aunsai wduLd e

WA 8N UAI9E19NISHRIUILBUNE AT LU 80 87 LY

Tuima DFYOLO it a3 dadelsaluvaniasg 1y
sUssaw woundiaduilidnuasduszuud o
(Expert System) igheTwinwasnsanusansialsaly
Uanflalamenues lnsuaunaindusinanazlyndas
vasnsnvitlodelunisanenmuandadifennisinuni
snduszuuavdssinanauasuaninanisitadelse

yun wSauliamuuzunlunisdnniswazsnuilsaly

v
@ @

Funsudaly §vr8anarudndulun1svann

Wevy ansunu kagiiuyusednsamlunisdnnig

e

guamualiufnunsnssedeslaegaiiusydnsna

Yonani mstaueransageunsidnu
FwwataUnaady Wy Anuitanelavesldiu Ay
gndesudugnlunisidadelsaluaniunisalass
nasnaunanIsnaaaslduluniguass Wi ofudud
fnenmuazanudululalunisiilawma DFYOLO U
Truegraunsangludangvdnsly [27]
4.7 MM Feature Importance Ll,azﬂ]mé'nmuz
SinyiilunaiFous

vt 91 A1t 11971 Tuena DFYOLO 14
AuaIA A uiiaesanvuslavoslardalunis
Afadelsa 37eldldimatla Grad-CAM (Gradient-
weighted Class Activation Mapping) kagnN1SLEAINE
Feature Map vastunoulagiululanea nan1sieses
vlssyfnesadnilnaldossdaou delui

USnaseuatnwesal lunainiduiui
Aumuarsaunenvaslalaldufiay faesusien
faugiunsiteds Tseawsdlnaealada eonns

wiuAe ayusiuazanluy (Exophthalmia) Grad-CAM

'
=

wamspuugsiinand elanavuedndulsad
aenndesiueInsendinifidernalddunnlsn
Strep WU A1vNYurseliionsenlun lunaduseus;
Boulssdnwaawniulsaidlda
Fuazituiveslmfuazinda luinalf
AMudAgyAvaRIUa ez seslsauuaslun1sILun
TsAuuafiiouarUsdn a0 Grad-CAM nudilunini
Yandulsa Aeromonas (MAS) wselsausdn luinadz

WNUTHUNE UHANNEY YALEERDBN NTDIAUIININA
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Fudushwasiiinnnnsindemeuen Aamfsail
snauunwdoitudenfuiliesiduiilunansiadu
WietstnsimewuaiiSe wu uelsluwa vie awnsy
Tndonda iwwReriugavioniunuuiaUaniivedms
fin Usdm urewila Grad-CAM Suduinlunauoadiu
AuuAnsswesiuiuazdnani warldlunissuun
Tsnognafithmiin (fuilfidunandegainuniasgn
Tolaviinduvsnaddylunmsindulavedlung)
g‘ULLU‘Uﬂmﬂf?iaulmﬁavhwwumﬂm wiqy
T¥teyaninis lunaaunsadu vimsiaunfvesan
Talusesfunids wu amilvanfinisidesimsedne
pg1egouLss lunavsauladnuaeilunsriune Tsa
1254 Tilapia Lake Virus (TiLV) wazlsaszuuUszamay
q dlesnUariiiate TILV ShuansgAnssudne
AnUnd 1w avwsa WBomsednenyu Mywduig) ns
T1AT1¥Y Feature Map wudnlutaaaunsaisous
Fnvarvimananidnedouk1uauuans19es
sunsadanluniw 1y Yanfinseiaideamieinoas
orvhldulduesddiiusnngluamsaainuan
Unf §9 ONN Fudnenafimnudufinesuislunissey
AuRnURR wiiaglufifeyaifle lunandedu
91113 Yandun1smsei laluuensdl
NTAATIZAIIRUTIBBUTWINTINE DFYOLO
lalldvinsudundoshesieduds uilivauanonados
fumu$msdnaunmg lueaidenituiliae iiuyudies

ATy 1wy A1Uan RN LasVaNIg N1SUBLTIU

v
1o

wutdulalonalviissuusduwmaselilusuian

1 v

Wy mn3inflieesuited wdAnun ovtaTudeya

ysaulasanggpialnnaasuulRngeTu
4.8 N153LAS1¥% Confusion Matrix WaznsaiA21Y

AAALARDU

Wi oUsziwdedn 151l Favi Confusion
Matrix 31ANaN15374uNY89LULAA DFYOLO UuYA
VAgoU (540 7N, 6 AANE 5 13A + aunnd) laswnu
wanAeA193e LasunureduiAelunarue Al

upagapIanIdIuIuAMasItouluiy o (e

vudunnesuvdndediuauiinnegnluusiazaaia)
Haanslagagy:

A1 True Positive Uag True Negative 3899)N
AaaeglusEAUaININ wansuud@uMLesyadtann
naulsadulvglanaduunlagnees wu nsiaieelsa
S. agalactiae l¥gnynamiiflsad wagvhuiamua
guanddn Lidlse gndeuiaunnam

AuenidumLesyy (FP, FN) fdpeunn azviou
aeaisnsnmsineiasiun nsdinnuRanaiad
Antudulngdu anuduausswingsadiddnuay
TndlAeeiu anma0e19 lsausdn vs Lsatauelsuaun
aduRTLdle (Motile Aeromonas Septicemia, MAS) o8
\Husesnguitlunadsiinisduunnainind eusgtng
Widwszvanfulsasanaeusnuisvin gy Tse
Wiusalavs onuauaNe) TNITULAADINITANEUBNAANE
fufieLdouuaiiise Aeromonas Aeflunaniudd qa
\denoen wieasuviniwndouty ilrluuienan
Tumas1aviiureindunad iinainusdmdulsa
wUATISY MAS visanduiiu agnslsianu dnsinsduau

Hogluszdus (310 Confusion Matrix WUIINTaTU

v
1aa

seinglandusesazlite 2-3 YOIYANATBUYAVIIIR)
wazludnanauwiliulanesiuin DFYOLO @1u15a
Suunlsausazsialdogrsiidete
WiseSuredeiegdluusunvedlsavaria
Tunisaruunlsa Streptococcosis (L AN 7o
Streptococcus iniae) lunaly TP N (MU
Uanfidu Strep Qmmuﬁy’wm) FP anwnn (unulsiiee
flusafinivaniiladi@u Strep 3udu Strep) agviounitu
Precision ~100% way Recall ~100% dwsulsnil
Turaziidmsulsa Usdnntousn @y Lernea n3o
Trichodina) Tuwnadisdiunansalfils FN 3o FP 1AnTy
Aavanduusdnasauslanayiuneanlaly (FN) 3
Uanidulsaduuslumariunesndulsin (FP) 3910
n1sasaadeunulndulug 1 unsad dvaudu
Aeromonas fafinaa aealsin lunaladfinsaifiduau
Pnguildnwazineiuann wu livhueadusening

lsauupiiiserivlasa viiesenindlsauazgunindiae
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lngasyu Confusion Matrix 8ugui1 DFYOLO
fanuutuglun1sduungs AvudunLeuiiaige
Indtfssduunnluidazaana wag AuonduNLYs
suAouitamuadugud luinadsdanundofiorsly
nsftussinvandulsnesls (Precision g9) wazlunis
Fansosindanluiiulse/luidulsed (Recall uas
Specificity g9) Fawsnzuinsihluldnusdsidomis

Paann1sLiauiU (false alarm) waglinainnisszun

4.9 Uszdnsnmvasluwnaludniazuindaud la
\esuny

wil dludevimedidguesszuuidadeain
AMANEAD AIUNAINTATEVDIAUAINAIN T
anunnsaiase Wsuvanenadhenwaeldisouledils
WiLNgauraneUsEns WY kasainalulieane, ‘131@'14
viothiiingneuann, yundesitlidaaunioszerdn
T vunvay, SIuie ANaidann1vesndes Yady
wEniaudmaranuLLugweIn1sasIaTulsARN
A ideildnssmindeUsuidudanaiuasyinns
Uszifiuarununiuvesluna DFYOLO faan1iudi
NEUNNIEN Y FaE

danmzuasiosvieuanUasy 99nn1svnaed
aronmUainielduassssurdvindiiauazidu (4
aadunass) lunadianunsansiadulsandnle us
Snsrausiula (confidence score) anaudntioaile
Jieufunmiluaafissme anuraandoudinlngiin
ilsafisosdunasoslsndunivieddauusaval nse
Tuiluason Aovfiailsunieriaududanas us
og3lsfinu Fensiyadoyaiindnsiiunmiiuiy
AUEINN (augmentation) ¥1l3 DFYOLO wasuiloipa
wasfosldsesund e wadlufausuna wuiaan
Precision/Recall ana3312508az 1-3 1 enndauiiy
AASianIUnR (WAssRnIN3suuunUaivesay 9
wastogenaunuitaaslile)

dhqundearnudsiudeu Tunsdninde
Uangnaneliififinnuguvdediaminenslasinees

(nnlyauda) Usednsanlumaanasinay uiu

flesan anurudnvesvaunuazdvesseslsaanad
MeAtedeunhissyin “aunmamiingihdwa
Tidszdnsnnnisasaaduid1vuisanasoy 193
Woddy 28] Tneluiisl DFYOLO idns1 Recall anas
wsrundaesdifiuseslsadng lunadenanann
(FN wiutu) aghslsiii mstiluga Attention (CBAM)
pavtelileaitiuiag Gauan) wndulutheu vl
gaenUanduannuateanls lunadsdsaunsaninug
nseuUaLazdunlsAlaLaINaITUNIY

AsazBua/srezlng Wevnassanniny
audennmededieUaansverlnatu (favawun
wanaslunin) L51Mu31 YOLO-based model 9814
DFYOLO §3mansaadutanléiiesan YOLOVS gnfln
lisessuingraneana uag DFYOLO & Conv Kernel
Group vanevuadatieideds agnalsinu Wevandl
YuIALaNuIn (WU Yeenan 32x32 Wnwwalunin)
91 3theuNeEIuTUAYTIANY wiansinvauvion
azliwiudn luwadsenauenlisenseninslaraeiu
Uanuni (Precision anasidnifos ilesann FP iuiu)

TAuAINTIM DFYOLO & robustness Tusgsiu
fumeladiereanmamdienn lumaauisanude
ANULUIHUYOILASaz A INaslaAnINluLAanaadn
nian1sUsELiiumeaUan twsg CNN lasunisiindu
AINVAINTAGUUULALAINNTAR AU Nz d1ADY
gonuwsilunmitfl noise mﬁwmaauaqum%a (1w
ANNING WIDANLUAD) Fiudanuusiugranausds
fndnsitadounudada fuywdunuliianansassy
Tsaldlaganaimaunine lusuianeausulssle
ﬁwmﬂﬁm%yjaamawﬁm Wlulunsilin wield
mAlANISUSUNN (image enhancement) tenauli
lunaiAsIgsh

4.10 nsaiRn¥IN15181 DFYOLO 1U199uase

v

luiaa DFYOLO fimunduilddneningsly
nsiluuszgndldasaluninauiy Wedienuning
ATIVFUNIMUAUUERLLLR Arog1auuimanisldanu

239 lowA
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weUnaLaduvuilefionsouniuldn LAvnAsNS
amsnaegUUai asdeintaesondeauninliy
ntuney agliliaa DFYOLO (Guuugunsaivieds
sUlUUszInanauunad) edlaszsiuazudsnanis
FHedelsariui Heddud agrefusuifnues Fish
Disease Detection Using Image Based Machine
Learning Technique in Aquaculture 7 Ahmed et al.
(2022) thuaue F9l¥luna YOLO wuuuduusaiulsn
Uan 5 silawazuanmavuiede islinunsnsldsu
nMswiaieudt sanduasuiug Tneidesdu DFYOLO
IagnneaeulusuiuukeUAuRUUUNTEUU Android R
SulutnavuyaUszutanad ed o (Qualcomm
Snapdragon 8 series) WuENsaUTEIIaNan e
~20-30 FPS il old T uluimavuialdnasdnios
(pruned model) Hua i Bawod1 T UNIT @unulan
Juses luvelaenisiedlofedednledus wdald
waux Julsalusunw

STUUNA09193TUnSaT uglunsy aunsn
Andandedimuleids i ensefussuulssaiana
(Edge device 14U Nvidia Jetson #39A0UNILADT LU
W15u) §95uluina DFYOLO asaageudalunin
wuusewiles manulaniifdnvasdgiedae Tuea

ansadsdyaanduseuludulauarudumesidn

o

y3ouavs I8 wuudsalnyl uunAndazddeusuuuy
n15td15sdalsad uidasn (proactive monitoring)
naAelifeselilaineduILINALAIEIRTID Ue
syUUITLSIdauABudanuanensaaUNR 99
naaosnaausdowiuluinsuvaadmiands PRt
I@Rndandeatardu DFYOLO Uy Jetson Nano (F&4
Uszaaananing1 RTX 17n) kafeanansonsaadulan
Ureld uws FPS amunde ~5-10 FPS & edanaldauls

syuuldndaiaunsiinularnetninunfasiung 9

P2
SN

Wans199sainun1sanaiintululs n1snaasstain
n15Usvendlyd DFYOLO Tussuu loT Wisudaasey
WWululs wazuraztrsannisidnssnuaulunisnsia

Uauavanaugadeainlsassuinla

nsldauuuudy 9 Wy Ak wlosaunulan
SalusTd Asnedauenvuanlulsamefinudelssnuuys
sU iledausniartigesnaindatniineudsdmuie
i3 ssanaannsaldanevnugndsslanliiiume
ndoedisl DFYOLO Fiasnest mamuvanlslanysalazgn
LBNDEN WU NHAGIBUTEUUNTIIANAMNINHAHER
N9N15INAS Wi BAUTUIndmsuasaalsatan @
DFYOLO fignunsansulangaiuaiiuswiuanswiu

wazganuusiuggelunisAnnses

v Ay A

Tun1sldeuass JadvdrAgfinesiiansunse
Ay g edsuarainusiasa lunisudud ou
DFYOLO danuusiugngalndiAgsiaeay 100 fathy
nsdifiszuvudvivandulse lenaianainsiuin
(Precision g4 ~99-100%) LnumsnsaNLNsaLiofions
wiafeulddnaglildnisifowde iddyAesyuy
aunsansadulsalddausisyazusn q 19 Uaianisu
Juriedunaidn o vilidudunissne/induldiss an
nsszuialute wenani msiszuusnluindge an
nslFerufdaugdlusndu msrannsoseylsald
Founiusneuiitnlieraseudnsadievatlyauns
winouilfiuaraedulenesls fiionldissnuy
Saduilinvauldnssand sl aguie DFYOLO il
ilUldasdludnuageng q azdivenseaunsdnnis
avamuarlugaanmnssmnzidsds uiug s

o w

uazandun aglitdudAny

5. @3Unan1sAnen

el v aduniswauiuarUseiiiy
Usgdnsnmaesluina DFYOLO dnsunisifiadelsa
Tuvanilalagld Deep Leaming Winsuundneazues
TSARIUAINE1BINNENINLING DUIT I NANITNAFOU
wud1 DFYOLO danuusiugngagn lagliiA Precision
Jowazr 99.75, Recall Sowaz 99.31 waz mAP50 Seuay
99.38 & L @nv1luiaa Faster R-CNN, YOLOV3,
YOLOVA uar YOLOVS fivud3suiiioy wenani
A153LASIEH Confusion Matrix wanslitiuinluina

a0 untsalaag1lugn Inelidnsin1sianana
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i Tnlamylsafiddnvasiansdaey 1wy lsaamsy
Tnnealada wazlsalisananean eg1elsAniy i
Jofanaraantaslunisduunsening lsaneSuay
Tsawfianelsuewaduidde ewndnuvauzvedse
Pladfosiu

91NN15AAAY Training Loss Wkag Validation
Loss maom 475 epochs wuda1lutaadl wualdunig
Sousiiauaglaidl Overfitting A g dvanasedng
seillos uazArANuwiuEvDRVAABUgINI foAY
98 wameliiiudaartuauisavesluinalunis
Generalization v lwarursawrlulaarula lu
RANVAYANNLINGDL

DFYOLO 40l U5 sunatsdsznisiile
Wisuisuiulunad u Tnetanisdiu Aauulug
A1L59 wazn sl nsneans Tumaaiunsaaud
93.21 FPS € 94§9n71n1597191uv09 Faster R-CNN
(57.97 FPS) wazdsldnnennnusuiios 13.6 MB G
N31A1L88 8Y09 YOLOVA (226 MB) vl munzay
dwiunsihluldiv gunsalvuiaidn (Edge Devices)
wena1nd DFYOLO Faanunsatild i uusyansam
Msdamsvdumzidesla wu nsiiseidsauuy
Sealninussuunaewsegunsningadu annslden

UfTueilidndu wezteliinunsnsawnse asady

] a v

Tsrldaussomisudn

Todrinvessnide wielvigerudlafielade
fienvdsnasiomnuusiugivesluina Tnedodiiandn
Ifun auamwosteya fienaldsunansznuainuas

LUNADY LALLN T899 AINNIATIIULTAVIUSELAN

3

a

Aawan Bias vosteya Lilasnnyadeyadiulugun
21nvguludiuf guuduiles ovdsmaliluieai
Uszdnsnmanadeldiuuardaluanimindend
wansingiu Jeymarnuldaunavesdeya (Imbalance
Dataset) Inglsaunsafindidnuiunintdaeninunn il
Tumaenaseuiuazduunlsafinuldvoslddninlsad

Ya o

WULRY WIIH98981d Data Augmentation LU N3

Y

nuANLazUSuAAMIEI AN ILIUTRYa LAY

P & Y o v a ) a a
LmeLUuﬂuamﬂwmiﬂiwquwmmﬂuamﬂm A1s

nanfsdediiamaniluumanuaz gl e uiuie
YULYAVDINITITULATUUINNITWRILIA B LUBY 14
FoLaubatu

mATeiuandliifiuin DFYOLO Wulunadiil
UszAnSamgegalunmsnsiadulsavanda lavanunse
Faulasgrasianazudugininlunanaunti an
wadddninennstios vinlrvanzandmiu msilule
Tussuumnziassdniingaases egndlsiny msiing
YYNYYBULUATYBIIIUIT Y Immw"'wﬁ’aaﬂaa}ml,ma'ﬁ
vianvans saudansiiluealuldiu anefugandu

q wiolianusathluussgndldnuliniiawnsgau

[

6. 1a3MAYRINUITEUALUUININITUTUUS

[

winadwsiiliazuansdeszansamgaves
DFYOLO usts1uiduilAfl dad1dn vnsdsznisiinag
s aswuImAlusialy

AMATNLATANIIZYDIT By ANIN  Fa7 Lol
nanis lumadsadladenmilaanindt iwu nwdle
awuae videthiigu nisfivadeyallifindaulvgde
Tuanmdeuiradesiug wasnd iilaweauans) ¥
Tilunaenaraaamumuluaningatuisesna i
wuiauuiusianaudelaenmuen distribution
wunauidensfindeyafinfivarnvansuluouan
Wy s manndedtdhitaniniiass q Turda vie
11 augmentation KUUINABIAN WAL/ AUYUAT 9
wlelilannaiious [29]

ANULBULBEIYDITBYA (Data Bias) Yntoya
1,795 nndild mu‘majmmﬂm%ﬂuﬁuﬁduLL;hjﬂm
Tudseina (mangusenidsanievedlne) Feo1adl
anwugareRugUaravsean niIndeuanIzda

= v ¢

ﬁ%adﬂaﬂﬁaﬁﬂﬂﬁuﬁﬁﬁiamEJWUQR!WLLGN (red tilapia)
fdpman Snvazinaremsilld Wudu Tueadin
uu%’agaﬂduﬁmmﬁm bias ileluiwetuUaniianniiui
duvomeiugduiiddnvaurdaoenly 1y Yanda
woninidduniy visvalamewuginsamilinded
wanei1e mnilaealuldiud anuwiugiensanas

1189910 Distribution Shift WUINIILARBAITLAULAL
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FoyarINvaINatewna (M19niinia Aeuseine)
wielilana eneralize lén31adu wenant aassz
bias 11 MnTeyaguamAfUTes iR anvds
(wu amdarthedisuuun vs mwlanunadnglui)
Tuimaenaiieusindn Yareguuun = Uae dadu bias
Aalfosns sufumsnsieseuauranangvesan
nasludoyanme

ANuliaunavesdoya (Class Imbalance)
Tsaunsrindisrununmiesunndefieuiulsadu lu
muﬁuﬁ%wEJ'lmudeﬁU%'aag,aLﬁu upfgasinsaligu
Tsausanfisinmangldunnuinlsauuailiesiald vh
TWlutnae1atfouslsas Yoy atoes (19u
Streptococcosis) Li@nInlsafinutios (W Parasitic
infection) & sazstoulu Confusion Matrix 7 A2
ﬁmwamﬂﬂLﬁmﬁ’mmaﬁ%@y‘aﬂaa e lugn

A Data Augmentation (M3un W WanA W USU#) 1ie

'
a

WaSinadeyaiiivuvedsanguiion uwsitudslaiuvud
Yoyanss nsusuugdlusuanmsiiuteyalsafing
Yeudiuiu gy wdandulsausdnvie TILV ik
mﬂmi‘mﬁ'w’%amaaqam%@Lﬁamagﬂ) n3oldinaila
Oversampling/Weighted Loss Tun158 nluinasdi ol
mmﬁwﬁmﬁummaﬁﬁawwﬁu
nMssesunsAnigesu (Co-infections) 11wt
Iunlsaviaglsn aundiiunazninlanvieaielse
wdnuitedlsaion uwiluanuduasswatanunsadnie
vanelsanfeufuld (W AavauuafiGouasyusiandey
fu) @ 9w1nion153d9588 «3u Tuma DFYOLO Tu
Hagiulaileignilauuy Multi-label (Fonilsnniinane

Jramiulsn) Mt unIng co-infection Tulnasiaay

o

nsraduldifinslsalalsamds (mudidfusivlegean) uas
weswdnlsa wiveudifudesiiafiasfesutnn
Fosnsldauluaniunisaiasidudou wumsdely
DUIARBIANINTEUN RNLUU Multi-label classification
vieifiungudoya Anlsasan TlunaldFous (wu
labeling nnii Uanilaoslsandoniu) 8nsunada

segmentation (Wiesyugananeyn) Neratielunsdil

T9911AA1UN15AAIUNE L DFYOLO 9%
Tinaudugn wansilldlunirauiudeianisnis
Aannunalaguyud Usgnou 1wy essuuudadioud
Uandulsa Streptococcosis §ldsoddlainvzsias
afiunisegnslsne (wondatle Snwiseefdiue

=

WDudu) ddulegduiiauysalasigdeniossuy

o v oA

aruayunsdndulasiuiieg nulTedaiunsiilueg
Al uadelilanuindiutugiin1ssnens an1sn sz
waHade Fadeduvevwaiianuisaiiuduls
NINaNIIAAAIN 9 T1eduluunAINd
ArudAey tnszYaeli o unaz Wauiseiiu
PoUATe3WITe wavidlanluaaunisalladtied
syuveradwiuldlaianysal 30] wienied

LI RILNABEEANIAENAIR LTt R LU

[

7. YaLEUDLULININISNAIUI I UBUIAR

a

o8N TEAUUTEANTANLAZVLEVDULUANTT

Na

Truvesszuvitdadelsnvanianiedyyiusziv

[

wuINIINsITewaswauiidululalusuian da4
[31]

he &

HAUY 03 ANIYULYBT A IUIAT BY N1T

aa o

Ffadelsavatenaldldoduiesdayanindnyue
ABUBN VINHUINTIAUTBYAFA NN BY (19U

punnil udlateuludenseeondiauazaiy, pH lu

(] U
1) 9g¥28lin1sneInsaln1sseuakl U U iy A1

v o
a o A

gaungiinawaundsiiunndardnginssuudan

9 Y
v

o19usdnaIeafithluglsald nnsth Sensor Data
unld5amfuluea DFYOLO (W a¥eszuugiBeivayi
ifqm%qﬁqq + fivarmnesiuaunda + DFYOLO wu
91M15UNBEN = Weudelsa X) agvilvissuvauysal
Ty Tupwiandamsimuunasvesusiudoyavanedia
ware19ld nsiTeuuvunatedIuys (multimodal
learning) #5211 CNN (1) Aulanpaniansiaiiles (u
LSTM dmsudeyawuwesidu time-series) 11deiu

s09¥uNsifiadelsasau (Co-infections) Fadi
nanlutedin ATTEIeAINEINITvEIURAl

sessuUMsIUnvanglsalusvafed 1u unnuand
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wUsAnuazuuafiiusaniy Tumanisaunsonsiadu
Igisaesngne nilsdlusaeysunsiinTunaidu Multi-
Label Classification IneiUasusleridu Activation dau
panvadluaallu siemoid (W softmax) wagld Loss
WUU Binary Cross-Entropy funsiaslsa &gyl
Tumaanunsa output satfuyeedlsaiidululdnion
Fu (lishdm 1 Tsasen1n) wenannil enaufia @1v1ns
wUIdIUNIN (segmentation) LA tUTulutaa (Ade
WUIAAYOY YOLO-FD 7 4 1 segmentation branch
[32] itelFusaiseslsausazadauusavanld eas
Faewennsailsnsaulaatu (du dauiausan daus
fauuaise Tuman seement oanunAUAYE)
NAFRULLAAlUAN NN NS ITE U8 Uil
zdn1snaaedunis HU19EIU AISUINTT NAaBY
Meauuegraduszuu Tunaevhsulasranayiana
19U ARITTUUNEBI+DFYOLO Tuueass Anmiuwa 6-
12 fou 1152 UUaId50ns9dunsIEuIalaLsIngy/
wiun1 35Uagtuiiedle suduivads false alarm
uay missed detection luan1unisalads doyawanil
wwflsslomflunisusudgialumauagnisooniuy
SEUU (LU ANUIIaINa1sANsEuUli false alarm
UIN INS1EUEIT 08 0198 0 ulndoani ey
threshold) N15MAEEUAZITIAITIIMAINIUNT TTU
vostfl4 19U Buimesimaitnumsnsldanu wous fuds
oy deseenuuulidiledonaznevausnda ady
ssrUsznevddiivenmiieaniuma A
sumamaﬁuﬁ:uazqﬁmﬂﬁiaﬁu g
Aszyly snilusuranazassth DFYOLO ludsuldiy
Uanthiaanewusdu wu awiuiu @aduaeiug
gogvelaia), Uararsn wsevanaite 4013
A sadannded Tneuduusslumanazdnuunm
TsavasUanviintiu q vt 1assadns DFYOLO @ansa
ihlURnduteyalmiliiay (transfer learning) Inewi
T19zdinsnuiiuszansan dWesennlsanangedisly
Uainaviladldnuaugadieadaiu (Wu wanues, 90
917, mlUw) 9819157 AnuTmeAeUats1sinfuy

o

919l JUTuaddusinaiunends lunadeaioud

features Tnlq afusnadeafiy dataset Ivalaun
Tve) waze1aias USU architecture Unsaufisniials
Watuuanedatu (Wu e1auity convolution filters
mnvandainanedudeutu) daunisvensluds sng
ginp/Usene Addey dlesmnanmmsidoazeany

o

Wugeanly wu vhsuluiduludvienyiueannans

MagaUanilaludinses lsAueg1aazienniasi

U nsasavasuituwmanintulneaunsaldlamiu

v '
& A

Hufiandundolal uazdily fnas fine-tune aendls
Judafinasilunsidesely Sasdae winanuiily
(generalizability) Tofiuszuy
ArsanvuIalunakazLi uUszansamnas
Usgaawa D9yl DFYOLO 9%1u1n31 YOLOVA 1A e
dmsugunsaliszananaruindnuieed19nienis
Uszinavangndemioutu Srenasesnslunaiiiunas
30 wumseuAnAeld watAnIsanIUIAlLAG LYY
Knowledge Distillation (ln student model l\&nas
TWdsunuu DFYOLO), laulaaluyu quantization (an
auazLdsauuninaady 8-bit), wSe Network
Pruning (Faluueviesansesiilidddayesn) Faanunse
anvualumawaziiiy FPS IalasflAnuuiugianas
Wendnies 1uidedu q fnnsseaunisld Yoo
Judnnieusulsuay ShuffleNet, GhostNet Lg131
uny backbone il a1ty §eunaulafiszassiy
DFYOLO @28 wonand n1susulss sane3fiuns
Ann1uing (object tracking) 331AUN1IATI9TUNBT
ey FPS 18 oy nsradulusunids uda track
fundeslantudnuranesunouaznsIadulug) Wiy
Ainlesealnsllulavan
ATTHUINTINTLTUUNTARAULILAZNITIAATS
sy Tu@sszuulug wasarnasianulsauas Aasdl
SrUUBUEIINSTIANTS Wi wiaisusuleulUdadng
wnngUsedinsu, Tufinadfinisseuinagiudeya
nanasteldiaseiuunliiu (smart farming analytics),
v3eusiuidsnsgunsallunnfulnesalud® wu iy
USueondlauiui uinnuyatUaea1uauuIn

Wiesnneendausnduladunsediulse wwmananil
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\Junnssiewen DFYOLO 91nia3esiieidadelugdau
wiles seuvatuayunsindula (Decision Support
System) ﬁﬂsma%@laﬁuﬁm%’uﬁﬂizﬂaumi

lagasu Iduvimdluewianfonisasnaszuy
aduuazarugulsavauuuysanns Auenainayld
Al asaalsaananlaudugiuas §95iusiutoya
dauandeu IWlunaviuienisszuinalevi way
wuziisnstansliinumsnslduuuslud® nuided
ﬁaLﬂuﬁwaLLiﬂﬁﬁqaﬁdw Jyausghvganunsathunld
uitlymiifinduulugnamnssmnsdesda s
pg19lUsEANTHA LATNITHAUIABEDANIULUINIG

Perudzilgseuunsmnsiisalangansev iy

v
=

warAunusalsassunlangsuseluluaunan

8. NAAnTsuUTENA

HAdeveveunn angIAINIIUAIANS
uvinendguasvsnil Alvinsatiuayunugayuns
Funiiuazide vevounm 0191387 UTnw1 dmsy
AUUUIBUNTIANAT kag @1V1IAINTTUAAINNIT
d1msun1sgmneaNaEaIntunIsAduNITNaaes

LAY IASIEAURLA
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