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บทคัดย่อ 
งานวิจัยชิ ้นนี ้ได้นำเสนอการเพิ ่มประสิทธิภาพอัลกอริทึมผลต่างวิว ัฒนาการด้วยวิธ ี Restart mechanism 

(Enhanced Differential Evolution with Restart Mechanism for Numerical Optimization: RMDE) ท ี ่ ป ร ั บปรุ ง
ประสิทธิภาพในการค้นหาคำตอบของอัลกอริทึม An enhanced Differential Evolution algorithm with novel control 
parameter adaption schemes for numerical optimization (PaDE) โดยม ีการนำกลไก  Restart mechanism จาก 
Adaptive multiple-elites-guided composite differential evolution algorithm with a shift mechanism 
(AMECoDEs) ที่ประกอบไปด้วยกลไกช่วยเพิ่มความหลากหลายของประชากรและกลไกช่วยให้ประชากรลู่เข้า  นอกจากนี้ 
RMDE ได้มีการนำเสนอการปรับปรุงการปรับค่าพารามิเตอร์ได้แก่ ค่าเฉลี่ยอัตราการครอสโอเวอร์ และ ค่าเฉลี่ยแฟกเตอร์
ขยายผลต่าง ในการทดสอบ RMDE ด้วยชุดปัญหาทดสอบ CEC2017 กับอัลกอริทึมผลต่างวิวัฒนาการที่เป็น state-of-the-
art ได้แก่ jSO MPADE JADE SHADE และ PaDE ที่ขนาดของปัญหา 10 และ 30 ตัวแปรตัดสินใจ พบว่า ในปัญหาขนาด 10 
ตัวแปรตัดสินใจ jSO SHADE และ MPADE มีประสิทธิภาพในการค้นหาคำตอบดีกว่า RMDE ในขณะที่ JADE และ PaDE มี
ประสิทธิภาพในการค้นหาคำตอบใกล้เคียงกันกับ RMDE แต่เมื่อขนาดของปัญหาเพิ่มขึ้นเป็น 30 ตัวแปรตัดสินใจพบว่า RMDE 
มีประสิทธ ิภาพในการค้นหาคำตอบได้ด ีกว ่าอ ัลกอริท ึม JADE MPADE และ PaDE ส่วน jSO และ SHADE พบว่ามี
ประสิทธิภาพในการค้นหาคำตอบใกล้เคียงกับ RMDE นอกจากน้ีเมื่อพิจารณาผลการค้นหาคำตอบในฟังก์ชันประเภท Hybrid 
พบว่าอัลกอริทึม RMDE มีประสิทธิภาพในการค้นหาคำตอบได้ดีกว่าอัลกอริทึมตัวอื่นทุกตัวที่นำมาเปรียบเทียบ สำหรับการ
ประยุกต์ใช้งาน RMDE และ PaDE ในปัญหาการจัดการคลังสินค้าพบว่า RMDE มีประสิทธิภาพในการค้นหาคำตอบได้ดกีว่า 
PaDE ในปัญหาขนาดกลางและปัญหาขนาดใหญ่  
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Abstract 
This paper proposes an enhanced Differential Evolution algorithm with a Restart Mechanism (RMDE) 

for numerical optimization. The RMDE algorithm improves the search performance of an enhanced 
Differential Evolution algorithm with novel control parameter adaptation schemes (PaDE) by incorporating 
a restart mechanism. This mechanism, adapted from the Adaptive multiple-elites-guided composite 
differential evolution algorithm with a shift mechanism (AMECoDEs), includes strategies to enhance 
population diversity and accelerate convergence. Additionally, RMDE refines the parameter adaptation 
techniques for the average crossover value and the average scaling factor. Experimental results on the 
CEC2017 test suite compared RMDE with several state-of-the-art differential evolution algorithms, including 
jSO, MPADE, JADE, SHADE, and PaDE, on problems with 10 and 30 dimensions. For the 10-variable problems, 
jSO, SHADE, and MPADE demonstrated superior search performance compared to RMDE, while JADE and 
PaDE showed comparable performance. However, as the problem size increased to 30 variables, RMDE 
significantly outperformed JADE, MPADE, and PaDE, with jSO and SHADE performing similarly. Furthermore, 
when considering the hybrid function type, the RMDE algorithm demonstrated superior search performance 
compared to all other algorithms. In a practical application to warehouse management problems, RMDE 
proved to be more effective than PaDE at finding solutions for medium and large-scale problems. 

Keywords: different evolution algorithm with a restart mechanism, metaheuristics, warehouse management 
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1. บทนำ 
อ ัลกอร ิท ึมผลต ่างว ิ ว ัฒนาการ (Differential 

Evolution Algorithm: DE) [1] เป็นหนึ่งในอัลกอริทึมเชิง
ว ิว ัฒนาการ (Evolutionary Algorithm: EA)  ซ ึ ่ งอาศัย
ประชากรในการค ้นหาคำตอบ  (Population based 
search) ที่ได้รับความนิยมนำมาใช้ในการแก้ไขปัญหาการ
หาค่าที ่ดีที ่สุด (Optimization) ไม่ว่าจะเป็น ปัญหาการ
ออกแบบทางวิศวกรรม ปัญหาการออกแบบโครงข ่าย
ประสาทเทียม ปัญหาการจัดสรรพลังงาน เป็นต้น สำหรับ
ขั ้นตอนการค้นหาคำตอบของ DE ประกอบไปด้วย 4 
ขั้นตอนได้แก่ 1. การสร้างประชากรเริ่มต้น (Initialization) 
2. การกลายพ ันธุ์  (Mutation) 3. การครอส โอเวอร์  
(Crossover) และ 4.การคัดเลือก (Selection) จากขั้นตอน
ของ DE ที่ไม่ซับซ้อนและทำให้ประชากรสามารถลู่เข้าได้
อย่างรวดเร็วส่งผลให้ DE มีความสามารถในการค้นหา
คำตอบได้รวดเร็วและมีประสิทธิภาพ แต่ในบางครั้งจากการ
ลู่เข้าอย่างรวดเร็วของ DE ส่งผลให้ประชากรไปติดอยู่ใน
บริเวณคำตอบที่ดีที่สุดแบบท้องถิ่น (Local Optima) และ
ไม่สามารถหลุดออกจากบริเวณดังกล่าว  

เพื่อให้ประชากรสามารถหลุดออกจากบริเวณที่
เ ป ็ น  Local optima และพ ัฒนาคำตอบ ได ้ อ ย ่ า งมี
ประสิทธิภาพ จึงได้มีงานวิจัยที่นำเสนอการใช้วิธี Restart 
mechanism เช่น Wetweerapong and Puphasuk [2] ที่
นำเสนอการปรับปรุงอัลกอริทึมผลต่างวิวัฒนาการเพื่อนำมา
แก ้ ไขระบบสมการไม ่ เช ิ ง เส ้น  ในช ื ่ อ  An improved 
differential evolution algorithm with a restart 
technique to solve systems of nonlinear equations 
(DE-R) ด้วยการใช้วิธี Restart technique เพื่อป้องกันไม่ให้
ประชากรลู่เข้าสู่บริเวณคำตอบที่เป็น Local optima อย่าง
รวดเร็วและป้องกันไม่ให้ประชากรหยุดพัฒนาคำตอบ โดย
ในทุก 200 รอบ DE-R จะทำการส ุ ่มประชากรออกมา
บางส่วนเพื่อนำมาสร้างขึ้นใหม่ด้วยวิธีการเช่นเดียวกันกับ
การสร้างประชากรเริ่มต้น นอกจากนี้ยังมีการใช้กลไกการ
กลายพันธุ ์สองแบบได้แก่กลไกการกลายพันธุ ์แบบเดิม 
(basic-mutation) และกลไกการกลายพันธ ุ ์แบบท ี ่ ใ ช้
ประชากรที่ดี (xbest-mutation) และในขั้นตอนการกลาย
พันธุ์ DE-R จะทำการสุ่มตัวเลขด้วยการแจกแจงเอกรูป ถ้า

ตัวเลขที่สุ ่มได้มีค่าน้อยกว่า 0.5 อัลกอริทึม DE-R จะใช้
กลไกการกลายพันธุ์แบบ basic mutation และ ถ้าตัวเลขท่ี
สุ่มได้มีค่ามากกว่า 0.5 อัลกอริทึม DE-R จะเลือกกลไกการ
กลายพันธุ์แบบ xbest-mutation [2] นอกจากนี้ DE-R ยัง
ปรับเปลี่ยนค่าแฟกเตอร์ขยายผลต่าง ( )F จากเดิมที่ใช้
ค่าคงที ่มาเป็นการสุ ่มเลือกในช่วง [0.5,0.7] จากผลการ
ทดลองพบว่า DE-R ที่นำเสนอมีประสิทธิภาพในการค้นหา
คำตอบได้ดีกว่าอัลกอริทึม DE PSO และ PSO-NMM ที่
นำมาเปร ียบเทียบ  Lin and Meng [3] ได ้นำเสนอการ
ปรับปรุงอัลกอริทึมผลต่างวิวัฒนาการชื่อ An adaptative 
differential evolution with enhanced diversity and 
restart mechanism (ADE-DMRM) ที่ปรับปรุงและพัฒนา
กลไก Restart mechanism โดยวัดค่าความหลากหลาย
ของประชากรที ่คำนวณได้จากรากที ่สองของผลรวม
ระยะทางจากประชากรเฉลี่ยกับประชากรทุกตัวในรอบการ
คำนวณปัจจุบัน หากค่าความหลากหลายที่คำนวณได้มีค่า
น ้อยกว ่ าท ี ่ กำหนด ADE-DMRM จะใช ้กลไก Restart 
mechanism ที่อาศัยประชากรที่ดีที่สุด ประชากรปัจจุบัน 
และประชากรเฉลี่ยในการสร้างประชากรขึ้นมาใหม่ จากผล
การทดลองในชุดปัญหาทดสอบ CEC2013 CEC2014 และ 
CEC2017 พบว่า ADE-DMRM มีประสิทธิภาพในการค้นหา
คำตอบได้ดีกว่าอัลกอริทึมตัวอื่นที่นำมาเปรียบเทียบ Cui et 
al. ได ้นำเสนออัลกอร ิท ึม Adaptive multiple-elites-
guided composite differential evolution algorithm 
with a shift mechanism (AMECoDEs) [4] ที่พัฒนากลไก 
Restart mechanism ซึ่งประกอบไปด้วย กลไกเพิ่มความ
หลากหลายของประชากรที่ใช้เพิ ่มความหลากหลายของ
ประชากรเมื่อค่าความหลากหลายของประชากรมีค่าน้อย
กว่าที่กำหนด และกลไกช่วยให้ประชากรลู่เข้าที่ใช้เพื่อช่วย
ให้ประชากรลู่เข้าสู่บริเวณ global optima เมื่อประชากร
ไม่สามารถพัฒนาคำตอบได้ดีขึ้นเป็นเวลานาน จากผลการ
ทดลองพบว่า AMECoDEs มีประสิทธิภาพในการค้นหา
คำตอบได้ดีกว่าอัลกอริทึมผลต่างวิวัฒนาการตัวอื่นที่เป็น 
state-of-the-art 

นอกจากการใช้ว ิธ ี  Restart mechanism แล้ว
อัลกอริทึมผลต่างวิวัฒนาการยังใช้วิธีปรับปรุงกลไกการ
กลายพันธุ์และวิธีการปร ับค่าพารามิเตอร์  เช่น อัตรา
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การครอสโอเวอร ์ (Crossover rate : CR ) และ แฟก
เตอร ์ขยายผลต ่าง (Scaling Factor: F ) เพ ื ่อช ่วยเพิ่ม
ประสิทธิภาพในการค้นหาคำตอบของอัลกอริทึม เช่น Liu 
et al. [5] ไ ด ้ น ำ เ ส น อ  A novel clustering-based 
differential evolution with 2 multi-parent crossover 
for global optimization (2-MPCs-CDE) ท ี ่ ม ี ก า ร แ บ่ ง
ประชากรออกเป็นกลุ่มด้วยวิธี K-mean clustering และ
ปรับปรุงกลไกการกลายพันธุ์โดยการใช้จุด centroid ของ
แต่ละกลุ ่มมาช่วยในการกลายพันธุ ์ นอกจากนี ้ยังมีการ
นำเอาว ิธ ีการแบบ Multi-parent crossover ที ่ช ่วยให้
ประชากรมีความหลากหลายและสามารถค้นหาคำตอบได้
อย่างมีประสิทธิภาพ Brest et al. [6] ได้นำเสนอ Self-
Adapting Control Parameters in Differential 
Evolution: A Comparative Study on Numerical 
Benchmark Problems (jDE) ท ี ่ ไ ด ้ ท ำ ก า รป ร ั บปรุ ง
ค่าพารามิเตอร์ได้แก่ อัตราการครอสโอเวอร์ ( )CR และ 
แฟกเตอร์ขยายผลต่าง ( )F  ของประชากรแต่ละตัวด้วย
วิธีการสุ่มค่า CR  ด้วยการแจกแจงแบบเอกรูป ในช่วง 
[0,1] และ สุ่มค่า F  ด้วยการแจกแจงแบบเอกรูป ในช่วง 
[0.1,0.9] 

Shang and Sanderson [7] นำเสนอ Adaptive 
Differential Evolution With Optional External 
Archive (JADE)  ไ ด ้ ปร ั บปร ุ ง กล ไกการกลายพ ั น ธุ์  
DE/current-to-best/1 ข ึ ้นใหม ่ ในช ื ่อ DE/current-to-
pbest/1 และ  JADE ย ั ง ม ี ก า ร นำ เสนอว ิ ธ ี ก า รปรั บ
ค่าพารามิเตอร์ CR  และ F จากค่าเฉลี่ยของCR  และ
F  ในประชากรแต่ละตัวที่ทำให้ประชากรเกิดการยอมรับ
คำตอบใหม่ในแต่ละรอบการคำนวณ ในเวลาต่อมา Tanabe 
and Fukunaga [8] ได้นำเสนอ Success-history based 
parameter adaptation for Differential Evolution 
(SHADE) ที่ปรับปรุง JADE ด้วยการสร้างเซตของค่าเฉลี่ย 
CR  และ F  และสุ่มค่าเฉลี่ยดังกล่าวเพื่อนำมาใช้ในการ
สร้าง CR  และ F  ของประชากรแต่ละตัว นอกจากนี้ 
Tanabe and Fukunaga [9] ได้นำแนวคิดของ SHADE มา
ปรับปรุงโดยเพิ่มเติมกลไกการปรับลดประชากรเชิงเส้นใน
ช ื ่ อ  Improving the search performance of SHADE 
using linear population size reduction (LSHADE ) 

Meng et al. [10] ได้นำแนวคิดของ SHADE และ 
LSHADE มาทำการปร ับปร ุงในช ื ่ อ Parameters with 
Adaptive Learning Mechanism (PALMDE) for the 
enhancement of Differential Evolution (PALMDE) ที่
มีการแบ่งประชากรออกเป็น 8 กลุ่มในแต่ละกลุ่มจะปรับ
ค่าพารามิเตอร์ CR  ด้วยค่าความน่าจะเป็นในการเลือก
กลุ่ม และค่า F  ด้วยวิธีเดียวกันกับ SHADE และใช้วิธีการ
ปรับลดประชากรของ LSHADE มาปรับปรุง PALMDE เป็น 
LPALMDE ในเวลาต่อมา Meng et al. [11] ยังได้นำเสนอ 
An enhanced Differential Evolution algorithm with 
novel control parameter adaption schemes for 
numerical optimization (PaDE) ท ี ่ ป ร ั บปร ุ ง ม าจาก 
LSHADE  โดยปร ับเปล ี ่ยนกลไกการลดประชากรของ 
LSHADE เน ื ่องจากกลไกการลดประชากรแบบเชิงเส้น 
(Linear population size reduction) ใน LSHADE ทำให้
ประชากรลดลงอย่างรวดเร็วและทำให้การค้นหาคำตอบไมม่ี
ประส ิทธ ิภาพ ด ังน ั ้น PaDE ได ้นำเสนอกลไกการลด
ประชากรแบบพาราโบลา (Parabolic population size 
reduction) ที่จะค่อยๆ ลดจำนวนของประชากรลงในแต่ละ
รอบการคำนวณทำให้ PaDE มีประสิทธิภาพในการค้นหา
คำตอบได้ดีกว่า LSHADE ที่ใช้วิธีการปรับลดประชากรแบบ
เชิงเส้น นอกจากน้ี PaDE ยังมีการแบ่งประชากรออกเป็น 4 
กลุ่มด้วยวิธีการเดียวกันกับ PALMDE โดยจะปรับปรุงค่า 
CR  เฉพาะกลุ่มที่มีค่าความน่าจะเป็นในการถูกเลือกนอ้ย
ที่สุด เมื่อทำการทดสอบประสิทธิภาพในการค้นหาคำตอบ
ของ PaDE เทียบกับอัลกอริทึม state-of-the-art ของ DE 
ได้แก่ JADE, jDE, SHADE, LSHADE และ PALMDE พบว่า 
PaDE มีประสิทธิภาพในการค้นหาคำตอบที่ดีกว่าอัลกอริทึม 
state-of-the-art ของ DE  

อย่างไรก็ตามถึงแม้ว่าประสิทธิภาพของ PaDE จะ
สูงกว่าอัลกอริทึม state-of-the-art ของ DE แต่ด้วยกลไก
การกลายพันธุ์ของ PaDE ที่อาศัยการสุ่มประชากรที่ดีที่สุด
จากกลุ่มประชากรที่ดีที่สุด โดยการสุ่มในลักษณะดังกล่าว
บางครั้งอาจจะสุ่มได้ประชากรที่ติดอยู่ในบริเวณ Local 
optima ส่งผลให้ประชากรในรุ ่นถัดไปติดอยู ่ในบริเวณ 
Local optima ตามไปด้วย เนื่องจาก PaDE ยังไม่มีวิธีการ
ที่มีประสิทธิภาพที่สามารถทำให้ประชากรที่ติดอยู่ในบริเวณ 
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Local optima หลุดพ้นออกจากบริเวณดังกล่าวได้ เพื่อช่วย
ให้ประชากรหลุดออกจาก local optima ผู้วิจัยนำเสนอ 
การเพิ่มประสิทธิภาพอัลกอริทึมผลต่างวิวัฒนาการด้วยวิธี  
Restart Mechanism for Numerical Optimization 
(RMDE) โดยมีรายละเอียดดังนี้ 

1. เพิ่มกลไก Restart mechanism ที่นำมาจาก
อัลกอริทึม AMECoDEs [4] โดยกลไกดังกล่าวประกอบไป
ด้วย กลไกการเพิ่มความหลากหลายของประชากร และ 
กลไกช่วยให้ประชากรลู่เข้า ซึ ่งช่วยให้ประชากรมีความ
หลากหลาย เพ ิ ่ มข ึ ้ นและพ ัฒนาคำตอบได ้อย ่ างมี
ประสิทธิภาพ [4] 

2. ปรับปรุงค่าพารามิเตอร์ค่าเฉลี ่ยแฟกเตอร์
ขยายผลต่างโดยให้ประชากรในแต่ละกลุ่มมีค่าค่าเฉลี่ยแฟก
เตอร์ขยายผลต่างแยกออกจากกัน 

ในส่วนถัดไปของงานวิจัยชิ ้นนี้ประกอบไปด้วย 
หัวข้อที่ 2 การทบทวนวรรณกรรม หัวข้อที่ 3 อัลกอริทึมที่
นำเสนอ หัวข้อที่ 4 ผลการทดลอง หัวข้อที่ 5 สรุปผลการ
ทดลอง 

 

2. การทบทวนวรรณกรรม  

2.1 อ ั ลกอร ิท ึมผลต ่ างว ิ ว ัฒนาการ (Differential 
Evolution algorithm: DE)  

อัลกอริทึมผลต่างวิวัฒนาการ (DE) ที่ใช้วิธีการ

พัฒนาคำตอบของประชากร ,1 ,2 ,[ , ,..., ]G G G G

i i i i DX x x x=  ใน

แต่ละรอบการคำนวณ เมื่อ i  คือลำดับของประชากร G คือ
รอบการคำนวณและ D  คือจำนวนตัวแปรตัดสินใจ DE 
ประกอบไปด้วยขั้นตอนทั้งหมด 4 ขั้นตอนได้แก่ 1. สร้าง
ประชากร เร ิ ่ มต ้น  (Initialization) 2. การกลายพ ันธุ์  
(Mutation) 3. การครอสโอเวอร์ (Crossover) และ 4.การ
คัดเลือก (Selection) ดังนี ้

 2.1.1 การสร้างประชากรเร่ิมต้น (Initialization) 

เป็นขั้นตอนการสร้างเซตของประชากรเริ ่มต้น
0P  ที่ประกอบไปด้วยประชากรจำนวน NP ตัว โดยที่ 

0 0 0 0 0

1 2 3{ , , ,....., }NPP X X X X= ด้วยวิธ ีการสุ ่มที ่อยู่
ภายในปริภูมิคำตอบ (search space) ดังสมการที่ (1) 

0

, (0,1) ( )i j j j jx lb rand ub lb= +  −        (1) 

โดยที่ 0

,i jx คือ ตัวแปรตัดสินใจที่ j ของประชากรตัวที่ i  

        jlb  คือ ขอบเขตล่างของตัวแปรตัดสินใจที่ j  

jub คือ ขอบเขตบนของตัวแปรตัดสินใจที่ j  

(0,1)rand  คือ ฟังก์ชันสุ่มของการแจกแจงแบบเอก

รูป ในช่วง [0,1]  

 2.1.2 การกลายพันธุ์ (Mutation) 

เป็นขั้นตอนการสร้างเวกเตอร์กลายพันธุ์หรือมิว
แทนเวกเตอร์ (Mutant vector: V ) ของประชากรตัวที่ i  
ในรอบการคำนวณที่ G จากกลไกการกลายพันธุ์ (Mutation 
strategy) DE/rand/1 ดังสมการที่ (2) 

1 2 3
( )G G G G

i r r rV X F X X= +  −           (2) 

โดยที่ G

iV  คือมิวแทนเวกเตอร์ของประชากรตัว
ที ่ i  ในรอบการคำนวณที่ Gที ่ประกอบไปด้วยตัวแปร

ตัดสินใจ ,

G

i jv  จำนวน Dตัว 

1 2 3
, ,G G G

r r rX X X  ค ือ เวกเตอร ์ส ุ ่ มท ี ่ ได ้ จาก

ประชากรโดยเวกเตอร์สุ ่มทั ้ง 3 ต้องแตกต่างกันและไม่

เหมือนกับเวกเตอร์ G

iX  
 2.1.3 การครอสโอเวอร์ (Crossover) 

เป ็นขั ้นตอนการสร ้างไทรอัล เวกเตอร์  (Trial 

vector: G

iU ) ของประชากรตัวที่ i  ในรอบการคำนวณที่ 

G ดังสมการที่ (3) 

,

,

,

if (0,1)  

otherwise

G

i jG

i j G

i j

v rand CR
u

x

 
=


                (3) 

 โดยที่ ,

G

i ju คือตัวแปรตัดสินใจท่ี j ใน G

iU และ

,1 ,2 ,{ , ,..., }G G G G

i i i i jU u u u=  

เมื่อเสร็จสิ้นกระบวนการ Crossover อัลกอริทึม DE 

จะทำการตรวจสอบค่าของตัวแปรตัดสินใจแต่ละตัวของ G

iU

ว่าอยู่ในช่วงขอบเขตบนและขอบเขตล่างที่กำหนดหรือไม่  หาก

ตัวแปรตัดสินใจมีค่าน้อยกว่าค่าขอบเขตล่าง ,( )G

i j ju lb  จะ

กำหนดให้ ,

G

i j ju lb= และในทำนองเดียวกันหากตัวแปร
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ตัดสินใจดังกล่าวมีค่ามากกว่าค่าขอบเขตบน ,( )G

i j ju ub จะ

กำหนดให้ ,

G

i j ju ub=  

 2.1.4 การคัดเลือก (Selection) 
เป็นขั้นตอนการคัดเลือกประชากรรุ่นถัดไปโดยการนำ

ค ่ า  fitness value ข อ ง  G

iU แ ล ะ  G

iX ม า ท ำ ก า ร

เปรียบเทียบและคัดเลือกเวกเตอร์ที ่ให้ค่า fitness value ดี
ที ่สุดไปเป็นประชากรรุ ่นถัดไป สำหรับการคัดเลือกแสดงดัง

สมการท่ี (4) 

1 if ( ) ( )

otherwise

G G G

G i i i

i G

i

U f U f X
X

X

+
 

= 


  (4) 

โดยที่ 1G

iX
+  คือประชากรตัวท่ี i  ในรอบการคำนวณถัดไป 

         ( ), ( )G G

i if U f X  ค ื อ ค ่ า  fitness value ข อ ง 
G

iU และ G

iX  ตามลำดับ 
 

2.2 An enhanced Differential Evolution 
algorithm with novel control parameter 
adaptation schemes for numerical optimization 
(PaDE) 

PaDE เป็นอัลกอริทึมท่ีพัฒนาต่อยอดจาก DE โดย
เพิ่มประสิทธิภาพในการค้นหาคำตอบจากสามวิธี ได้แก่ 1. 
เพิ่มกลไกการแบ่งกลุ่มประชากร 2. ปรับปรุงกลไกการกลาย
พันธุ์ และ 3. ปรับขนาดประชากรแบบพาราโบลาดังนี ้

 2.2.1 เพ่ิมกลไกการแบ่งกลุ่มประชากร 
การแบ่งกลุ่มประชากรใน PaDE จะแบ่งประชากร

ออกเป็น 4 กลุ่ม ( 4k =  เมื่อ k คือจำนวนกลุ่ม) โดยที่ใน
แต่ละกลุ่มจะมีค่าพารามิเตอร์ได้แก่ ค่าเฉลี่ย crossover 

rate (
jCR ) และค่าความน่าจะเป็นในการเลือกกลุ่มที่ j         

( jp ) ในช่วงเริ่มต้นจะกำหนดค่า
jCR ของทุกกลุ่มให้มีค่า

เป็น 0.6 และกำหนดค่า jp  ของทุกกลุ่มให้มีค่าเป็น 0.25 

เพื ่อให้กลุ่มทั้ง 4 ได้รับโอกาสในการคัดเลือกที่เท่ากันใน
ช่วงแรกของการค้นหาคำตอบ สำหรับการจัดประชากรแต่
ละตัวลงไปในกลุ่มทั้งหมด 4 กลุ่ม โดยใช้วิธีการจัดกลุ่มแบบ 
Stochastic universal selection เนื่องจากวิธีการดังกล่าว
จะช่วยลดความลำเอียงในการจัดประชากรลงในกลุ่ม [11] 
นอกจากนี้ในผลการทดสอบประสิทธิภาพของ PaDE และ
อัลกอริทึมตัวอื่น พบว่าการที ่PaDE แบ่งประชากรออกเป็น 
4 กลุ่มด้วยวิธี Stochastic universal selection ช่วยทำให้ 
PaDE ม ีประส ิทธ ิภาพในการค ้นหาคำตอบได ้ด ีกว่า
อัลกอริทึมตัวอื่นที่นำมาเปรียบเทียบ [11] 

หลังจากการแบ่งกลุ่มประชากร PaDE จะเข้าสู่
กระบวนการกลายพันธุ์ การครอสโอเวอร์ และการคัดเลือก
ประชากรในร ุ ่นถ ัดไป หล ังจากนั ้น PaDE จะคำนวณ
อัตราส่วนของประชากรที่ยอมรับคำตอบใหม่ในกลุ่มที่ j ดัง
สมการที่ (5) 

2

4

1

if 0
,( )

0.01 otherwise

,

j

j

j j j

jk

ns
ns

ratio ns ns nf

ns ns
=




=  +



=

           

(5) 

โดยที่     jratio  คือ ค่าอัตราส่วนของประชากรที่

ยอมรับคำตอบใหม่ในกลุ่มที่ j  

ns  คือ จำนวนประชากรทั ้งหมดที ่ยอมรับ
คำตอบใหม่ 

 

รูปที ่1 ขั้นตอนการทำงานของ Stochastic universal 
selection 
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jns  คือ จำนวนประชากรที่ยอมรับคำตอบใหม่

ในกลุ่มที่ j  

jnf  คือ จำนวนประชากรที่ไม่ยอมรับคำตอบ

ใหม่ในกลุ่มที่ j  
พร้อมทั ้งทำการปรับค่าความน่าจะเป็นในการ

คัดเลือกกลุ่มที่ j ( )jp  ดังสมการที่ (6) 

4

1

j

j

jj

ratio
p

ratio
=

=


                                   (6) 

 

 2.2.2 การปรับปรุงกลไกการกลายพันธุ์ 

ในการปรับปรุงกลไกการกลายพันธุ์ PaDE สร้าง

มิวแทนเวกเตอร์ G

iV ของประชากรตัวที่ i  ในรอบการ
คำนวณที ่ G  ด้วยวิธ ี DE/current-to-pbest/1 แสดงดัง
สมการที่ (7)  

𝑉𝑖
𝐺 = 𝑋𝑖

𝐺 + 𝐹𝑖 ⋅ (𝑋𝑝𝑏𝑒𝑠𝑡
𝐺 − 𝑋𝑖

𝐺) + 𝐹𝑖 ⋅ (𝑋𝑟1
𝐺 − 𝑋𝑟2

𝐺 )  (7) 

โดยที่ iF  คือ ค่าแฟกเตอร์ขยายผลต่างของประชากรตัวท่ี 

i  

       G

pbestX  คือ ประชากรที ่ส ุ ่มจากประชากรที ่ดีที ่สุด

จำนวน p NP ตัว ในรอบการคำนวณที่ G  

         G

iX  คือ ประชากรตัวท่ี i  ในรอบการคำนวณที่ G  

        
1

G

rX  คือ ประชากรที่สุ ่มจากเซตของประชากรรุ่น

ปัจจุบัน ( )GP  

         𝑋𝑟2

𝐺  คือ ประชากรที่สุ่มจากเซตของประชากรรุ่น

ปัจจุบันและประชากรรุ่นก่อนหน้าท่ีถูกคัดออก ( )GP A   

A เป็นเซตของประชากรที่ถูกคัดออกรุ ่นก่อนหน้า โดยที่ 
PaDE มีการปรับปรุงกลไกการกลายพันธุ์ใหม่ในชื่อ Time 
stamp-based mutation strategy โ ด ย ใ ช้ ว ิ ธี  Time 
stamp เพื่อกำจัดประชากรในเซต A  เมื่อประชากรของเซต 

A  มีค ่า time stamp น้อยกว่า 0 โดยค่า Time stamp 
ของประชากรแต่ละตัวในเซต A  คำนวณได้จากสมการที่ (8) 

0 ( )dt T r n m= −  −   (8) 

โดยที่ t  คือ ค่า Time stamp ในรอบการคำนวณปัจจุบัน 

       
0T ค ื อ  ค ่ า  Time stamp เ ร ิ ่ ม ต ้ น ใ น  PaDE 

กำหนดค่า 
0 70T =  

      
dr  คือ ค่าอัตราการสลายตัวของประชากรในเซต A  

โดย PaDE กำหนด 0.04
d
r =  (เพราะการใช้ dr เป็น 

0.04 ช่วยให้ประชากรที่อยู่ในเซต Aถูกกำจัดออกอย่างช้า ๆ 
เพื่อให้อัลกอริทึม PaDE มีประชากรในการใช้หาคำตอบได้ดี
ขึ้น) 

       n  คือ รอบการคำนวณปัจจุบัน 
     m คือ รอบการคำนวณที่เพิ่มประชากรตัวที่ i  เข้ามา
ในเซต Aตามลำดับ 
    Aคือ เซตของประชากรที ่ถ ูกค ัดออกในทุกรอบการ
คำนวณ โดยในรอบการคำนวณแรกกำหนดให้ A =   

นอกจากนี้ในสมการที่ (7) PaDE จะคำนวณค่า

แฟกเตอร์ขยายผลต่างของประชากรที่ตัวที่ i  ( iF ) จากการ
สุ่มด้วยการแจกแจงแบบโคชีที่ค่าเฉลี่ย 

F และค่าสเกล 
0.1 ดังสมการที่ (9) 

( ,0.1)i FF cauchy =                    (9) 

โดยที่ 
F  คือ ค่าเฉลี่ยแฟกเตอร์ขยายผลต่าง 
จากสมการที่ (9) หากค่าแฟกเตอร์ขยายผลต่าง

ของประชากรที่ตัวท่ี i  ( iF ) ที่สุ่มได้มีคา่ที่น้อยกว่าหรือ

เท่ากับ 0 ( 0)iF   อัลกอริทึม PaDE จะทำการสุ่มค่า i
F  

ใหม่จนกว่าค่าที่ไดจ้ะมีคา่มากกว่า 0 ( 0)
i
F   และหากค่า 

iF  ที่สุ่มได้มีคา่มากกว่า 1 อัลกอริทึม PaDE จะกำหนดให ้

( )1
i
F =  [11] 

สำหรับขั้นตอนการครอสโอเวอร์ PaDE จะใช้
ว ิธ ีการเด ียวกันกับ DE แต่ PaDE จะคำนวณค่าอัตรา
การครอสโอเวอร์ของประชากรตัวท่ี i  ( )iCR  จากการสุ่ม

ด้วยการแจกแจงแบบปกติที ่ค่าเฉลี่ย 
jCR และค่าความ

แปรปรวน 0.1 ดังสมการที่ (10) 

( ,0.1) if 0

0 otherwise

j jCR CR

i

randn
CR

  
= 


     (10) 
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โดยที่ iCR  คือ ค่า อัตราการครอสโอเวอร์ของประชากรตัว
ที่ i  

        
jCR  คือ ค่าเฉลี่ยอัตราการครอสโอเวอร์ของกลุ่มที่ 

j  

        ( ,0.1)
jCRrandn  คือ ฟังก์ชันสุ ่มด้วยการแจก

แจงปกติ 
จากสมการที่ (10) หากค่าอัตราการครอสโอเวอร์

ของประชากรตัวที่ i  ( )iCR  ที ่สุ ่มได้มีค่าน้อยกว่าหรือ

เท่ากับ 0 ( 0)iCR   อัลกอริทึม PaDE จะกำหนดให้ค่า

0iCR =  และถ้าหากค่า iCR  ที ่ส ุ ่มได้มีค่ามากกว่า 1 

( 1)iCR  อัลกอริทึม PaDE จะกำหนดให้ค่า 1iCR =  
[11] 

จากสมการที่ (9) พบว่าการที่ PaDE เลือกใช้ค่า 
สเกลของการแจกแจงแบบโคชี เท่ากับ 0.1 เพื่อต้องการให้

ค่า i
F ที่สุ่มได้จากสมการที่ (9) มีความใกล้เคียงกับค่าเฉลี่ย

แฟกเตอร์ขยายผลต่าง 
F มากที่สุดนอกจากนี้ด้วยการ

แจกแจงแบบโคชียังช่วยให้ค่า i
F  ที่สุ่มได้มีโอกาสสูงที่จะสุ่ม

ได้ค่าที ่เหวี ่ยงจาก
F เพื ่อให้ประชากรสามารถค้นพบ

คำตอบในบริเวณใหม่ได้ 
นอกจากนี้ในสมการที่ (10) พบว่าการที่ PaDE 

เลือกใช้ค่าความแปรปรวน 0.1 เนื่องจากค่าความแปรปรวน

ดังกล่าวทำใหค้่า i
CR  ที่สุ่มได้จากค่าเฉลี่ยอัตราการครอสโอ

เวอร์ของกลุ่มที่ j ( )
jCR มีความเบี่ยงเบนไปจากค่าเฉลี่ย

ทั้งสองไม่มากนักทำให้ PaDE มีค่าพารามิเตอร์ที่เหมาะสม
ต่อการพัฒนาคำตอบของประชากร นอกจากนี้ค่าความ
แปรปรวน 0.1 ได้รับความนิยมในการนำไปใช้ในอัลกอรทิึม 
DE พัฒนาต่อยอดมาจาก JADE [7] เช่น ADE-DMRM [3] 
AMECoDEs [4] SHADE [8] LSHADE [9] และ LPALMDE 
[10] เป็นต้น 

นอกจากนี ้ในการปรับค่าเฉลี่ยแฟกเตอร์ขยาย
ผลต่าง ( )F ที่ใช้ในสมการที่ (9) อัลกอริทึม PaDE จะ
คำนวณจากค่าเฉลี่ยเมอร์แบบถ่วงน้ำหนักโดยเลือกใช้เฉพาะ

ค่าแฟกเตอร์ขยายผลต่างของประชากรตัวที่ i  ( )iF  ที่ทำ

ให้ประชากรตัวที่ i  ยอมรับคำตอบใหม่แสดงดังสมการที่ 
(11) 

( ) if

otherwise

WL F F

F

F

mean S S 





=


  (11) 

โดยที่  
| | 2

1

| |

1

( )

F

l

F

l

S

l Fl
WL F S

l Fl

w S
mean S

w S

=

=


=






 

 
| |

1

( )

( )
F

l l
l S

l ll

f X U
w

f X U
=

−
=

−
 

 
WLmean  คือ ฟังก์ชันหาค่าเฉลี่ยลเีมอร์แบบถ่วง

น้ำหนัก 

FS  คือ เซตของ iF  ที่ทำให้ประชากรตัวที่ i
ยอมรับคำตอบใหม ่

   lw  คือ ค่าน้ำหนักท่ีใช้ในการคำนวณค่าเฉลี่ยลีเมอร์ 

         lU คือ ประชากรที่มีการยอมรับคำตอบใหม ่

        lX คือ ประชากรก่อนการเปลีย่นแปลงคำตอบ 

ในการปรับค่าเฉลี่ยอัตราการครอสโอเวอร์ของ
กลุ่มที่ j ( )

jCR ที่ใช้ในสมการที่ (10) อัลกอริทึม PaDE 

จะเลือกกลุ่มที่มีค่าความน่าจะเป็นในการคัดเลือกกลุ่มที่ j

( )jp  น้อยที่สุดมาทำการปรับค่า 
jCR ด้วยการคำนวณ

ค่าเฉลี ่ยเมอร์แบบถ่วงน้ำหนักโดยเลือกใช้เฉพาะอัตรา

การครอสโอเวอร์ของประชากรตัวที ่ i  ( )iCR  ที ่ทำให้
ประชากรตัวท่ี i ยอมรับคำตอบใหม่แสดงดังสมการที่ (12) 

( ), if & max( ) 0

0, if & 0

, otherwise

idx idx

idx

WL CR CR CR

CR CR CR

CR

mean S S S

S



  



  


=  =



 (12)  

โดยที่  
| |

1

( )

( )
CR

l l
l S

l ll

f X U
w

f X U
=

−
=

−
 

| | 2

1

| |

1

( )

CR

l

CR

l

S

l CRl
WL CR S

l CRl

w S
mean S

w S

=

=


=






 

CRS  คือ เซตของ iCR  ที่ทำให้ประชากรตัวที่ i
ยอมรับคำตอบใหม ่
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lw  คือ ค่าน้ำหนักที่ใช้ในการคำนวณค่าเฉลี่ย      
ลีเมอร์ 

lU คือ ประชากรที่มีการยอมรับคำตอบใหม่ 

lX คือ ประชากรก่อนการเปลี่ยนแปลงคำตอบ 

idx คือ หมายเลขของกลุ่มที่ถูกเลือกให้ทำการ

ปรับค่า
jCR ใหม ่

idxCR  ค่าเฉลี่ยอัตราการครอสโอเวอร์ของกลุ่มที่

ถูกเลือกปรับค่าพารามิเตอร์ 

 

 2.2.3 การปรับลดประชากรแบบพาราโบลา 

การปรับลดประชากรแบบพาราโบลาใน PaDE 
ถูกนำเสนอเพื่อแก้ไขปัญหาประชากรลดลงอย่างรวดเร็วใน 
LSHADE ที ่ใช้วิธีการปรับลดขนาดของประชากรแบบเชิง
เส้นแสดงดังร ูปที ่ 2 ซึ ่งจะสังเกตุได้ว ่าวิธ ีการปรับลด
ประชากรแบบเชิงเส้นทำให้ประชากรลดลงอย่างเร็วจน
อัลกอริทึมมีจำนวนประชากรที่ไม่เพียงพอต่อการค้นหา
คำตอบ ในขณะที่วิธีการปรับลดประชากรแบบพาราโบลาที่
นำเสนอใน PaDEจะค่อยๆ ลดจำนวนประชากรลงทำให้
อัลกอริทึมมีจำนวนประชากรที ่เพียงพอต่อการพัฒนา
คำตอบ [11] โดย PaDE กำหนดจำนวนประชากรเริ่มต้น (

initNP ) จำนวนประชากรน้อยที่สุด ( minNP ) และจำนวน

ครั้งในการประเมินฟังก์ชันสูงสุด ( maxnfe )  สำหรับการปรบั
ลดประชากรแบบพาราโบลาแสดงดังสมการที่ (1)  

 

รูปที่ 2 จำนวนประชากรของวิธีการปรับลดประชากร
แบบพาราโบลา (เส้นสีแดง) และวิธีปรับลดประชากร

แบบเชิงเส้น (เส้นสีดำ) [11] 

𝑁𝑃 = 𝑟𝑜𝑢𝑛𝑑(
𝑁𝑃𝑚𝑖𝑛−𝑁𝑃𝑖𝑛𝑖𝑡

(𝑛𝑓𝑒𝑚𝑎𝑥−𝑁𝑃𝑖𝑛𝑖𝑡)2
⋅ (𝑛𝑓𝑒 − 𝑁𝑃𝑖𝑛𝑖𝑡)2 + 𝑁𝑃𝑖𝑛𝑖𝑡) (13) 
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โดยที่ NP  คือ จำนวนประชากรในรอบถัดไป 

        nfe  คือ จำนวนครั้งในการประเมินฟังก์ชัน 

      initNP  คือ จำนวนประชากรเริ่มต้น 

        minNP  คือ จำนวนประชากรที่น้อยที่สุด 

 maxnfe  คือ จำนวนครั้งในการประเมินฟังก์ชันสูงสุด 

3. วิธีการที่นำเสนอ 

ในการพัฒนาอัลกอริทึม การเพิ่มประสิทธิภาพ
อัลกอริทึมผลต่างวิวัฒนาการด้วยวิธี Restart mechanism 
(RMDE) ที ่ปร ับปรุงอัลกอริทึม PaDE สองส่วนได้แก่ 1 
วิธีการปรับปรุงค่าเฉลี่ยแฟกเตอร์ขยายผลต่างในแต่ละกลุ่ม    
และ 2 กลไก Restart mechanism โดย RMDE ยังคงใช้วิธี 
Stochastic universal selection ในการแบ่งประชากร
ออกเป็น 4 กลุ่มเช่นเดียวกันกับอัลกอริทึม PaDE เนื่องจาก
การแบ่งกลุ่มออกเป็น 4 กลุ่มและการใช้วิธี Stochastic 
universal selection มาจัดกลุ่มประชากรช่วยให้อัลกอรทิมึ
มีประสิทธิภาพในการค้นหาคำตอบได้ดี [11] 

3.1 วิธีการปรับค่าเฉลี่ยแฟกเตอร์ขยายผลต่างในแต่ละ
กลุ่ม 

ใน PaDE แบ่งประชากรออกเป็น 4 กลุ่มโดยแต่

ละกลุ่มใช้ค่าเฉลี่ยแฟกเตอร์ขยายผลต่าง ( F ) เป็นค่า
เดียวกันทุกกลุ่มแต่ในอัลกอริทึม RMDE ใช้ค่าเฉลี่ยแฟก
เตอร์ขยายผลต่างแยกกันในแต่ละกลุ่ม ดังสมการที่ (14) 

( ), if & max( ) 0

0, if & 0

, otherwise

idx idx

idx

WL F F F

F F F

F

mean S S S

S



  



  


=  =



(14) 

โดยที ่
| | 2

1

| |

1

( )

F

l

F

l

S

l Fl
WL F S

l Fl

w S
mean S

w S

=

=


=






 

 
| |

1

( )

( )
F

l l
l S

l ll

std X U
w

std X U
=

−
=

−
 

 lw คือ ค่าน้ำหนักท่ีใช้ในการคำนวณค่าเฉลี่ยลีเมอร์ 

       lU  คือ ประชากรที่มีการยอมรบัคำตอบใหม ่

      lX  คือ ประชากรก่อนการเปลี่ยนแปลงคำตอบ   

      FS  คือ เซตของค่า iF  ที ่ทำให้ประชากรตัวที ่ i  
ยอมรับคำตอบใหม่ 

      idx   ค ือ หมายเลขของกล ุ ่มที ่ถ ูกเล ือกให ้ปรับ

ค่าพารามิเตอร์ 
jF

  

        
idxF

  คือ ค่าเฉลี่ยแฟกเตอร์ขยายผลต่างของกลุ่มที่

ถูกเลือกปรับค่าพารามิเตอร์ 

       
jF

 คือ ค่าเฉลี่ยแฟกเตอร์ขยายผลต่างของกลุ่มที่ j  

สำหรับการปรับค่าเฉลี่ยอัตราการครอสโอเวอร์

ของกลุ่มที่ j  ( )
jCR  ของ RMDE นั้นจะใช้วิธีเดียวกันกับ 

PaDE ด ั งสมการที่  (12 )  โ ดย  RMDE จะทำการปรั บ

ค่าพารามิเตอร์ 
jCR และ

jF
 ของแต่ละกลุ่มวนไปเรื่อย 

ๆ แทนการใช้วิธีการเดิมที่ปรับค่าพารามิเตอร์เฉพาะกลุ่มที่มี 

ค่าความน่าจะเป็นในการคัดเลือกกลุ่มที่ j ( )jp  น้อยที่สุด 

โดยวิธีการปรับค่าพารามิเตอร์ที่นำเสนอใน RMDE ทำให้แต่
ละกลุ่มมีค่าพารามิเตอร์ที่เหมาะสมต่อการพัฒนาคำตอบ 
นอกจากนี้ในช่วงเริ ่มต้นของการค้นหาคำตอบ RMDE จะ

กำหนดค่าเฉลี่ยอัตราการครอสโอเวอร์ของกลุ่มที่ j  ( )
jCR  

และกำหนดค่าเฉลี่ยแฟกเตอร์ขยายผลต่างของกลุ่มที่ j  

( )
jF

  ของทุกกลุ่มเป็น 0.5 และจำกัดประชากรส่วนเกิน

ในเซต A  ของ RMDE จะกำจัดประชากรส่วนเกินในเซต A  
โดยลบประชากรที ่ม ีค ่า time stamp ( t ) ที่น ้อยที ่สุด
จำนวน | | 1.6A NP−   ตัวและการคำนวณค่า t  ใช้
วิธีการเดียวกันกับ PaDE ที่แสดงในสมการที่ (8) 

3.2 กลไก Restart mechanism  

สำหรับกลไก Restart mechanism ใน RMDE 
ผู ้วิจัยได้นำมาจากอัลกอริทึม AMECoDEs [4] โดยกลไก
ดังกล่าวแบ่งออกเป็นสองส่วนได้แก่ 1. กลไกการเพิ่มความ
หลากหลายของประชากร และ 2. กลไกช่วยให้ประชากรลู่
เข้า สำหรับกลไกการเพิ่มความหลากหลายของประชากรจะ
ถูกใช้เมื่อค่าความหลากหลายของประชากร  

( )
G

DP  น้อยกว่าหรือเท่ากับ 0.01 โดยที่ 
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1 1

1 1NP NPG

i ji j
DP X X

NP NP= =
=  −   

และสร้างประชากรรุ่นถัดไปดังสมการที่ (15) และ
กลไกช่วยให้ประชากรลู่เข้าจะถูกเลือกใช้เมื่อประชากรไม่
สามารถพัฒนาคำตอบได้ เป็นจำนวน D รอบโดยสร้าง

ประชากรรุ่นถัดไปแสดงดังสมการที่ (16) สำหรับการทำงาน
ของกลไก Restart mechanism แสดงดังรูปที่ 3 อัลกอริทึม
การทำงานของ RMDE ที่นำเสนอในงานวิจัยแสดงดังรูปท่ี 4 
และผังงานของอัลกอริทึม RMDE แสดงดังรูปที่ 5 

if

otherwise

j j jG
Gi, j
i, j

lb +rand(0,1)×(ub - lb ) j J
x =

x





    (15) 

1 2, ,, 0.1 (0,1) if

otherwise

G G G
r j r jpbest jG

i, j G
pbest, j

x +rand(0,1)×(x - x ) rand j J
u =

x





+  
 (16) 

โดยที ่ ,

G

i jx  คือ ตัวแปรตัดสินใจที่ j  ของประชากรที่ i  

 J  คือ เซตของตัวแปรตัดสินใจในประชากรที่ i  ที่ถูกสุ่ม โดยที ่ [1,2,..., ]J D  

 (0,1)rand  คือ ฟังก์ชันสุ่มด้วยการแจกแจงเอกรูป ในช่วง [ 0,1]   
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Algorithm 2: Restart mechanism 

1 Input: Population G
P , Fitness value f , ,

i
counter nfe  

2 Output: New Population G
P  

3 Calculate G
DP from Eq 16 

4 if 0.01
G

DP   

5  for from 1 to i NP do 

6   if i
counter D and i  is not best population 

7    Generate
G

i
X from Eq 15 

8    Evaluate fitness value of new 
G

i
X  

9   end 

10  end 

11 else 

12  for from 1 to i NP do 

13   if i
counter D and i  is not best population 

14    Generate 
G

i
U from Eq 16 

15    if ( ) ( )
G G

i i
f U f X  

16     0
i

counter =  

17     G G

i i
X U=  

18    else 

19     1
i i

counter counter= +  

20    end 

21   end 

22  end 

23 end 

24 return New Population GP  

รูปที ่3 ขัน้ตอนการทำงานของกลไก Restart 
mechanism 

Algorithm 3: RMDE Algorithm 

1 Input: Initialization population (
G

P )  , 0G =  

2 Setting all parameter value from table 1. 

3 
Output: best population best

P and fitness value 

( )
best

f P  

4 for 
max

nfe nfe do 

5  Divided population ( G

P ) into k group in Algorithm1 

6  Calculate fitness value of population ( ( )
G

f P ) 

7 
 Generate set of best population ( pbest ) with size

p NP  

8  for from 1 to i NP do 

9   Generate 
i
F from Eq 9 

10   Generate 
i

CR from Eq 10 

11   Generate mutant vector (
G

i
V ) from Eq 7 

12   Generate trial vector (
G

i
U ) from Eq 3 

13 
  Checking boundary in each decision variable of 

G

i
U  

14   Calculate fitness value of 
G

i
U as ( )

G

i
f U  

15   if ( ) ( )
G G

i i
f U f X  

16    Add 
i
F in set FS and Add 

i
CR in set 

CR
S  

17    Add 
G

i
X  in set A  

18    0icounter =  

19   else 

20    1
i i

counter counter= +  

21   end 

22  end 

23  , 1nfe nfe NP G G= + = +  

24  Update
kF

 from Eq 14 

25  Update
kCR from Eq 12 

26  Clear set FS = and clear CR
S =  

27  Adjust archive set A from Eq 8 

28  Restart mechanism in Algorithm2 

29  Calculate k
P foreach group from Eq 6 

30  Population size reduction from Eq 13 

31 end 

32 
return best individual from best

P and fitness value 

( )
best

f P  

รูปที่ 4 ขั้นตอนการทำงานของ RMDE 
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รูปที่ 5 ผังงานของอัลกอริทึม RMDE 

 
 
ตารางที่ 1 ค่าพารามิเตอร์ที่ใช้ในการทดลองของแต่ละอัลกอริทึม 

เริ่มต้น 

กำหนดค่าพารามิเตอร์ท่ีใช้ใน 

RMDE แสดงดังตาราง ท่ี 1 

𝑛𝑓𝑒 ≤ 𝑛𝑓𝑒𝑚𝑎𝑥  

สร้างมิวเทนเวกเตอร์ของประชากรแต่ละตัวดัง

สมการท่ี 7 

สร้างไทอัลเวกเตอร์ ของสำหรับประชากรแต่ละตัว

ดังสมการท่ี 3 

สร้าง  𝐹𝑖ตามสมการที่ (9) และ 𝐶𝑅𝑖  ตามสมการ

ท่ี (10) โดยที่ 𝑖 ∈ [1, 𝑁𝑃] 

คัดเลือกประชากรตามสมการที่ (4) 

คำนวณค่า 𝑃𝑗ตามสมการที่ 6 

โดยที่ 𝑗 ∈ [1,4] และกำจัดประชากรส่วนเกิน

ตามสมการที่ 8 

  

คำนวณค่า 𝜇𝐹𝑗
ตามสมการท ี ่  14คำนวณค่า 

𝜇𝐶𝑅𝑗
ตามสมการที่ 12 

โดยที่ 𝑗 ∈ [1,4] 

เข้าสู่กระบวนการ Restart mechanism 

ตามอัลกอริทึมท่ี 2 

ปรับลดจำนวนประชากรตามสมการท่ี 13 

คัดเลือกหาประชากรท่ีดีท่ีสุด 

คืนเวกเตอร์ประชากรท่ีดีท่ีสุด 

จบการทำงาน 
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Algorithm name Parameter setting 

jSO 4, 0.8, 0.3, 5, 0.11,18 2.6
CR F

arc
NP k p rD  = = = = = =  

MPADE , 0.5, 0.5, 0.05, 0.1, 100100
CR F

NP p c MF = = = = = =  

JADE , 0.5, 0.5, 0.05, 0.1100
CR F

NP p c = = = = =  

SHADE , 100, 0.5, 0.5, 0.11, 0.1100
CR Fh h

NP H p c = = = = = =  

PaDE 25log( ) 4, 0.6, 0.8, 4, 0.11
CR Fj

NP D D k p = = = = =  

RMDE 25log( ) 4, 0.5, 0.5, 4, 0.11, 0.001
CR Fj j

NP D D k p  = = = = = =  

4. ผลการทดลอง 

ในการทดสอบประส ิทธ ิภาพของ RMDE ที่
นำเสนอประกอบไปด้วย 2 ส ่วนได ้แก่ 1.การทดสอบ
ประสิทธิภาพของ RMDE และ 2 การประยุกต์ใช้ RMDE ใน
ปัญหาการจัดการสินค้าคงคลัง  

4.1 การทดสอบประสิทธิภาพของ RMDE  
ผู้วิจัยทำการเปรียบเทียบ RMDE กับ อัลกอริทึม 

DE ที่เป็น state-of-the-art ได้แก่JADE SHADE jSO [12] 
MPADE และ PaDE โดยผู้วิจัยได้พัฒนาอัลกอริทึม RMDE 
และ state-of-the art ตัวอื่นที่นำมาเปรียบเทียบด้วยภาษา 
Python เวอร ์ช ั ่น 3.12 และทดสอบประสิทธ ิภาพของ
อัลกอริทึมท้ังหมดในคอมพิวเตอร์ AMD Ryzen Pro 4650g 
แรม 64 GB SSD 1TB สำหรับค่าพารามิเตอร์ของแต่ละ
อัลกอริทึมแสดงดังตารางที่ 1 สำหรับการทดสอบในส่วนที่ 
1 ผู้วิจัยได้เลือกใช้ชุดปัญหาทดสอบ CEC2017 [13] ในการ
ทดสอบประสิทธิภาพของอัลกอริทึมที่นำเสนอ โดยที่ชุด
ปัญหาทดสอบดังกล่าวมีจำนวนฟังก์ชันทั้งหมด 29 ฟังก์ชัน

แบ่งเป็น Unimodal 1 2( )f f−  2 ฟังก์ชัน Multimodal 

3 9( )f f−  7  ฟังก์ชัน Hybrid 10 19( )f f−  10 ฟังก์ชัน 

และ Composition 20 29( )f f−  10 ฟังก์ชัน โดยทำการ
ทดลองในปัญหาขนาด 10 และ 30 ตัวแปรตัดสินใจ และ
กำหนดค่า maximum number of function evaluation 

max( )nfe  ให้มีค่าเป็น 10000maxnfe D=   เมื่อ D  คือ
จำนวนตัวแปรตัดสินใจและในแต่ละปัญหาจะมีการทำซ้ำ
ทั้งหมด 30 ซ้ำ แสดงผลการทดลองในรูปแบบค่าเฉลี่ยของ
ความผิดพลาดดังตารางที่ 2 และ ตารางที่ 3 นอกจากนี้

กำหนดให้สัญลักษณ์ “W/L/E” ที่อยู่ในส่วนท้ายของตาราง
มีความหมายว่า  “W (Winning) แสดงถึงอัลกอริทึมที่มี
ประสิทธิภาพเหนือกว่า” “L (Losing) แสดงถึงอัลกอริทึม
ประสิทธิภาพด้อยกว่า” และ “E (Equivalent) แสดงถึง
อัลกอริทึมที่มีประสิทธิภาพเทียบเท่า” เมื่อเปรียบเทียบกับ
อัลกอริทึม RMDE  

จากตารางที่ 2 พบว่าในปัญหาขนาด 10 ตัวแปร
ตัดสินใจ RMDE มีประสิทธิภาพในการค้นหาคำตอบแย่กว่า
อัลกอริทึม jSO SHADE และ MPADE เกินกว่าครึ่งหนึ่งของ
จำนวนฟังก์ชันทั้งหมดในชุดปัญหาทดสอบทั ้งหมดส่วน
อัลกอริทึม JADE และ PaDE มีประสิทธิภาพในการค้นหา
คำตอบใกล้เคียงกับ RMDE เมื่อขนาดของปัญหาเพิ่มขึ้นเป็น 
30 ตัวแปรตัดสินใจแสดงผลการทดลองดังตารางที่ 3 พบว่า
อัลกอริทึม RMDE มีประสิทธิภาพในการค้นหาคำตอบ
โดยรวมเพิ่มขึ้น โดย RMDE ค้นหาคำตอบดีกว่า JADE และ 
MPADE ได้ดีขึ้น จากเดิม 12 และ 5 ฟังก์ชันในปัญหาขนาด 
10 ตัวแปรตัดสินใจ เพิ่มขึ ้นเป็น 16 และ 18 ฟังก์ชันใน
ปัญหาขนาด 30 ตัวแปรตัดสินใจ ส่วนอัลกอริทึม RMDE 
เ ม ื ่ อ เ ท ี ย บ ก ั บ  jSO แ ล ะ  SHADE พบ ว ่ า  RMDE มี
ประสิทธิภาพในการค้นหาคำตอบใกล้เคียงกัน ถึงแม้ว่า
อัลกอริทึม SHADE จะมีประสิทธิภาพในการค้นหาคำตอบ
ดีกว่า RMDE ในภาพรวมแต่ในฟังก์ชันประเภท Hybrid 
อัลกอริทึม RMDE ค้นหาคำตอบได้ด ีกว่า SHADE เป็น
จำนวน 7 จาก 10 ฟังก์ชัน นอกจากนี้ในปัญหาขนาด 30 
ตัวแปรตัดสินใจเมื่อพิจารณาฟังก์ชันประเภท Hybrid พบว่า
อัลกอริทึม RMDE มีประสิทธิภาพในการค้นหาคำตอบดีกว่า
อัลกอริทึม SHADE JADE และ MPADE เป็นจำนวนเกินกว่า
ครึ ่งหนึ่งของจำนวนฟังก์ชัน Hybrid ทั้งหมด ส่วนปัญหา
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ฟังก ์ช ันประเภท Unimodal และ Multimodal พบว่า
อัลกอริทึม RMDE มีประสิทธิภาพในการค้นหาคำตอบดีกว่า 
jSO MPADE และ PaDE เป็นจำนวนเกินกว่าครึ่งหนึ่งของ
จำนวนฟังก์ชัน Unimodal และ Multimodal รวมกัน 

เมื ่อพิจารณาจำนวนฟังก์ชันที ่ RMDE สามารถ
ค้นหาคำตอบได้ ดีกว่า แย่กว่า และเทียบเท่ากับอัลกอริทึม 
PaDE ที ่เป็นอัลกอริทึมต้นแบบของ RMDE แสดงรูปที่ 6 
พบว่าในปัญหาขนาด 10 ตัวแปรตัดสินใจ RMDE มีจำนวน
ฟังก์ชันค้นหาคำตอบได้ดีกว่า PaDE เป็นจำนวน 10 ฟังก์ชัน
ในขณะที่ PaDE มีจำนวนฟังก์ชันที่ค้นหาคำตอบได้ดีกว่า 
RMDE เป็นจำนวน 14 ฟังก์ชันซึ ่งเป็นจำนวนที ่มีความ
แตกต่างกันไม่มากนัก แต่เมื่อขนาดของปัญหาเพิ่มขึ้นเป็น 
30 ตัวแปรตัดสินใจพบว่า RMDE มีจำนวนฟังก์ชันที่ค้นหา
คำตอบได้ดีกว่า PaDE สูงถึง 22 ฟังก์ชันในขณะที่ PaDE มี
จำนวนฟังก์ชันที ่ค ้นหาคำตอบได้ดีกว่า RMDE เพียง 4 
ฟังก ์ช ันเท่านั ้น สำหร ับฟังก ์ช ันประเภท Hybrid เมื่อ
พิจารณาจำนวนฟังก์ชันท่ี RMDE ค้นหาคำตอบได้ ดีกว่า แย่
กว่า และเทียบเท่า กับอัลกอริทึม PaDE แสดงดังรูปที่ 7 
พบว ่าในป ัญหาขนาด 10 ต ัวแปรต ัดส ินใจ RMDE มี
ประสิทธิภาพในการค้นหาคำตอบใกล้เคียงกับ PaDE โดยมี
จำนวนฟังก์ชันที่ RMDE ค้นหาคำตอบได้ดีกว่า PaDE เป็น
จำนวน 5 ฟังก์ชันและมีจำนวนฟังก์ชันที ่ PaDE ค้นหา
คำตอบได้ดีกว่า RMDE เป็นจำนวน 4 ฟังก์ชัน เมื่อขนาด

ของปัญหาเพิ ่มขึ ้นเป็น 30 ตัวแปรตัดสินใจ อัลกอริทึม 
RMDE มีประสิทธิภาพในการค้นหาคำตอบดีกว่า PaDE 
เพิ ่มข ึ ้น โดย RMDE ค้นหาคำตอบได้ดีกว ่า PaDE เป็น
จำนวน 9 ฟังก์ชัน นอกจากน้ีในฟังก์ชัน Composition เมื่อ
พิจารณาจำนวนฟังก์ชันท่ี RMDE ค้นหาคำตอบได้ ดีกว่า แย่
กว่า และเทียบเท่า กับอัลกอริทึม PaDE แสดงดังรูปที่ 8 
พบว่าปัญหาขนาด 10 ตัวแปรตัดสินใจประสิทธิภาพในการ
ค้นหาคำตอบของ PaDE ในฟังก์ชัน Composition ดีกว่า 
RMDE เป็นจำนวน 7 ฟังก์ชัน เมื่อขนาดของปัญหาเพิ่มขึ้น
เป็น 30 ตัวแปรตัดสินใจ RMDE มีประสิทธิภาพในการ
ค้นหาคำตอบดีกว่า PaDE เป็นจำนวน 8 ฟังก์ชัน  

จากผลการทดลองที่แสดงดังรูปที่ 6-8 ช้ีให้เห็นว่า
วิธีการที่นำเสนอใน RMDE ได้แก่การกำหนดให้แต่ละกลุ่มมี

ค่าพารามิเตอร์ 
kF

  แยกกัน รวมถึงปรับปรุงวิธีการปรับ

ค ่าพาราม ิ เตอร ์  
kF

 และ 
kCR  พร ้อมก ับนำกลไก 

Restart mechanism เข้ามาใช้ในอัลกอริทึม ถึงแม้ว่าใน
ปัญหาขนาดเล็ก RMDE และ PaDE จะมีประสิทธิภาพใน
การค้นหาคำตอบที่ไม่แตกต่างกันมากนักแต่เมื่อขนาดของ
ปัญหาเพิ ่มขึ ้นอัลกอริทึม RMDE มีประสิทธิภาพในการ
ค้นหาคำตอบได้ดีกว่า PaDE ที่เป็นอัลกอริทึมต้นแบบ 

 

 

 

 

 

 

 

 

 

รูปที ่ 6 จำนวนฟังก์ชันในชุดปัญหาทดสอบ CEC2017 ที ่ RMDE ค้นหาคำตอบได้ ดีกว่า แย่กว่า และ เทียบเท่า เมื่อ
เปรียบเทียบกับ PaDE ในปัญหาขนาด 10 และ 30 ตัวแปรตัดสินใจ 
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รูปที่ 7 จำนวนฟังก์ชันประเภท Hybrid ในชุดปัญหาทดสอบ CEC2017 ที่ RMDE ค้นหาคำตอบได้ ดีกว่า แย่กว่า และ 
เทียบเท่า เมื่อเปรียบเทียบกับ PaDE ในปัญหาขนาด 10 และ 30 ตัวแปรตัดสินใจ 

 

 

 

 

 

 

 

 

 

 

รูปที่ 8 จำนวนฟังก์ชันประเภท Composition ในชุดปัญหาทดสอบ CEC2017 ที่ RMDE ค้นหาคำตอบได้ ดีกว่า แย่กว่า และ 
เทียบเท่า เมื่อเปรียบเทียบกับ PaDE ในปัญหาขนาด 10 และ 30 ตัวแปรตัดสินใจ 
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ตารางที่ 2 ค่าเฉลี่ยของความผิดพลาดในปัญหาทดสอบ CEC2017 ขนาด 10 ตัวแปรตัดสินใจ
No jSO JADE SHADE MPADE PaDE RMDE 

F1 0.00e+00(0.00e+00) 1.89e-15(8.12e-15) 0.00e+00(0.00e+00) 3.32e-15(1.16e-14) 1.42e-15(4.34e-15) 0.00e+00(0.00e+00) 

F2 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 

F3 9.90e+00(0.00e+00) 9.90e+00(0.00e+00) 9.90e+00(0.00e+00) 9.90e+00(0.00e+00) 9.90e+00(0.00e+00) 9.90e+00(0.00e+00) 

F4 3.18e+00(1.21e+00) 9.82e+00(1.97e+00) 3.14e+00(6.77e-01) 3.02e+00(1.58e+00) 4.20e+00(2.86e+00) 4.25e+00(2.57e+00) 

F5 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 

F6 6.25e+00(2.11e+00) 1.58e+01(3.07e+00) 8.51e+00(1.37e+00) 5.85e+00(2.25e+00) 7.92e+00(4.57e+00) 6.47e+00(4.20e+00) 

F7 1.73e+03(3.05e+00) 1.31e+03(3.77e+00) 1.73e+03(2.69e+00) 1.73e+03(1.82e+00) 1.31e+03(4.06e+00) 1.73e+03(4.95e+00) 

F8 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 

F9 5.00e+01(3.56e+01) 5.39e+02(1.40e+02) 8.71e+01(6.50e+01) 1.08e+02(1.15e+02) 3.06e+01(4.97e+01) 5.87e+01(1.13e+02) 

F10 4.10e+00(3.43e-01) 3.96e+00(8.80e-03) 3.96e+00(3.05e-04) 3.96e+00(5.82e-04) 4.49e+00(9.30e-01) 4.23e+00(8.61e-01) 

F11 3.82e-05(0.00e+00) 4.51e+01(1.08e+02) 2.74e+01(9.52e+01) 3.82e-05(0.00e+00) 9.68e+01(1.83e+02) 1.21e+02(2.34e+02) 

F12 2.39e+01(3.07e+00) 2.35e+01(3.48e+00) 2.43e+01(2.83e+00) 2.56e+01(2.71e+00) 2.60e+01(4.44e+00) 2.50e+01(2.87e+00) 

F13 1.65e+01(7.86e+00) 2.50e+01(2.95e+00) 6.32e+00(7.67e+00) 1.49e+01(6.04e+00) 1.80e+01(8.34e+00) 1.56e+01(9.26e+00) 

F14 3.01e+00(9.84e-02) 3.01e+00(4.74e-01) 3.02e+00(1.14e-01) 3.05e+00(4.12e-02) 3.25e+00(7.08e-01) 2.85e+00(9.73e-01) 

F15 2.47e+01(6.62e+01) 1.03e+01(3.97e+01) 2.47e+01(6.63e+01) 3.01e+00(1.55e-02) 1.03e+01(3.97e+01) 1.76e+01(5.50e+01) 

F16 1.74e+01(8.47e+00) 2.05e+01(4.19e+00) 9.79e+00(6.45e+00) 1.11e+01(5.46e+00) 1.23e+01(9.03e+00) 1.62e+01(7.88e+00) 

F17 1.74e-01(1.94e-01) 1.26e+01(4.64e+00) 1.78e-01(1.82e-01) 3.12e-01(1.60e-01) 1.44e+01(9.14e+00) 1.12e+01(9.96e+00) 

F18 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 0.00e+00(0.00e+00) 

F19 1.64e+00(6.11e-01) 1.26e+01(5.12e+00) 4.55e+00(2.67e+00) 3.05e+00(1.57e+00) 1.55e+00(1.63e+00) 2.89e+00(5.38e+00) 

F20 1.00e-04(1.15e-13) 1.00e-04(1.13e-13) 4.21e-01(1.09e+00) 1.00e-04(1.13e-13) 4.21e-01(1.09e+00) 7.40e-01(1.36e+00) 

F21 2.54e+02(2.48e+02) 6.06e+02(3.52e+02) 2.70e+02(1.75e+02) 9.12e+00(4.99e+01) 4.14e+02(1.81e+02) 3.32e+02(2.36e+02) 

F22 3.20e+02(2.28e+00) 3.27e+02(2.57e+00) 3.20e+02(1.98e+00) 3.00e+02(7.88e+01) 3.23e+02(3.43e+00) 3.24e+02(3.40e+00) 

F23 3.77e+02(2.19e+00) 3.76e+02(1.41e+00) 3.75e+02(6.56e-01) 3.76e+02(1.44e+00) 3.76e+02(2.45e+00) 3.78e+02(3.28e+00) 

F24 4.10e+02(0.00e+00) 4.10e+02(0.00e+00) 4.10e+02(0.00e+00) 4.10e+02(0.00e+00) 4.10e+02(1.89e+00) 4.11e+02(3.57e+00) 

F25 2.52e+03(1.67e+03) 3.63e+03(1.29e+03) 3.35e+03(1.65e+03) 4.10e+02(5.55e+01) 3.57e+03(1.16e+03) 3.72e+03(1.25e+03) 

F26 8.04e-01(1.17e-01) 7.31e-01(8.73e-02) 7.26e-01(7.95e-02) 4.07e-02(1.13e-02) 1.19e+00(9.68e-02) 2.03e+00(3.69e-01) 

F27 8.82e-01(4.83e+00) 2.00e-04(2.12e-13) 2.00e-04(1.72e-13) 1.63e-01(2.43e-01) 2.04e-04(2.07e-05) 9.39e+00(1.18e+01) 

F28 9.91e+03(2.45e+03) 1.02e+04(2.36e+03) 1.10e+04(3.14e+03) 7.51e+03(1.10e+03) 1.14e+04(3.64e+03) 1.13e+04(3.46e+03) 

F29 1.56e+04(8.14e-03) 1.85e+04(1.63e+03) 1.56e+04(1.27e-02) 1.50e+04(7.99e+02) 1.57e+04(2.01e+02) 1.56e+04(3.02e+00) 

W/L/E 17/4/8 12/12/5 16/5/8 18/5/6 14/10/5 -/-/- 

  



Thai Journal of Operations Research: TJOR Vol 13 No 2 (July – December 2025) 

67 

ตารางที่ 3 ค่าเฉลี่ยของความผิดพลาดในปัญหาทดสอบ CEC2017 ขนาด 30 ตัวแปรตัดสินใจ 
No jSO JADE SHADE MPADE PaDE PIMDE 

F1 4.17e-14(2.30e-14) 0.00e+00(0.00e+00) 3.32e-15(6.11e-15) 5.28e-11(2.18e-10) 4.26e-08(1.76e-07) 1.85e-14(6.62e-15) 

F2 1.99e-14(1.32e-14) 1.89e-15(7.21e-15) 1.89e-15(7.21e-15) 1.80e-14(1.39e-14) 2.84e-14(1.06e-14) 1.71e-14(1.42e-14) 

F3 2.97e+01(2.56e-14) 2.97e+01(1.81e-14) 2.97e+01(1.81e-14) 2.97e+01(1.92e-14) 2.97e+01(3.46e-14) 2.97e+01(2.56e-14) 

F4 4.56e+01(6.67e+00) 9.87e+01(8.45e+00) 2.03e+01(2.94e+00) 3.29e+01(8.92e+00) 3.19e+01(1.10e+01) 2.18e+01(5.65e+00) 

F5 3.79e-15(1.44e-14) 1.89e-15(1.04e-14) 0.00e+00(0.00e+00) 1.33e-14(2.45e-14) 2.46e-14(3.23e-14) 9.47e-15(2.15e-14) 

F6 7.94e+01(6.45e+00) 1.46e+02(9.03e+00) 5.59e+01(5.30e+00) 3.18e+01(9.78e+00) 6.32e+01(2.13e+01) 5.42e+01(8.44e+00) 

F7 3.14e+03(2.09e+01) 1.79e+03(2.36e+01) 3.13e+03(2.39e+01) 3.11e+03(2.02e+01) 1.77e+03(1.22e+01) 3.12e+03(1.43e+01) 

F8 3.79e-14(5.45e-14) 2.98e-03(1.63e-02) 3.41e-14(5.30e-14) 1.19e-02(5.12e-02) 2.43e-11(1.30e-10) 1.49e-02(3.39e-02) 

F9 2.30e+03(2.08e+02) 5.29e+03(3.01e+02) 1.85e+03(2.98e+02) 2.06e+03(4.47e+02) 1.45e+03(2.20e+02) 1.48e+03(2.21e+02) 

F10 1.56e+01(1.46e+00) 7.45e+01(5.47e+01) 5.87e+01(1.01e+02) 8.97e+01(8.84e+01) 5.00e+01(5.39e+01) 2.43e+01(8.75e+00) 

F11 1.46e+01(5.51e+01) 4.07e+03(2.71e+03) 1.45e+02(1.44e+02) 4.03e+02(1.11e+03) 7.15e+02(1.56e+03) 1.53e+02(1.96e+02) 

F12 1.41e+02(6.77e+00) 3.35e+02(3.19e+02) 1.02e+02(9.61e+00) 1.28e+02(3.64e+01) 4.27e+02(9.74e+02) 9.99e+01(7.55e+00) 

F13 4.83e+01(1.97e+01) 8.33e+01(1.19e+01) 3.11e+01(3.09e+00) 5.73e+01(2.19e+01) 4.04e+01(1.29e+01) 2.91e+01(8.72e+00) 

F14 1.26e+01(2.88e+00) 5.45e+02(1.00e+03) 1.44e+02(1.55e+02) 3.31e+02(3.50e+02) 1.01e+03(1.96e+03) 3.33e+01(1.25e+01) 

F15 1.07e+01(5.07e-01) 1.11e+01(1.59e+00) 1.93e+01(4.31e+01) 1.25e+01(6.64e-01) 1.13e+01(1.62e+00) 1.21e+01(9.26e-01) 

F16 5.52e+01(1.48e+01) 1.29e+02(8.86e+01) 1.29e+02(2.06e+02) 4.81e+01(4.13e+01) 1.39e+02(1.50e+02) 1.33e+02(1.57e+02) 

F17 2.24e+01(9.59e-01) 9.50e+01(1.42e+02) 2.68e+01(3.78e+00) 1.21e+02(2.29e+02) 5.25e+02(1.07e+03) 9.47e+01(3.88e+02) 

F18 6.35e+00(2.74e+00) 2.25e+01(2.61e+00) 9.23e-01(1.63e+00) 2.91e+00(2.74e+00) 3.45e+00(7.03e+00) 6.33e-01(8.65e-01) 

F19 5.23e+01(1.10e+01) 4.57e+01(4.31e+00) 2.15e+01(5.42e+00) 7.68e+00(4.97e+00) 1.96e+01(7.99e+00) 1.70e+01(6.78e+00) 

F20 1.00e-04(8.30e-14) 1.00e-04(0.00e+00) 1.00e-04(0.00e+00) 6.80e-01(2.07e+00) 9.47e-01(2.46e+00) 4.68e-01(1.78e+00) 

F21 3.11e+03(1.24e+03) 5.92e+03(3.03e+02) 2.50e+03(2.81e+02) 2.77e+03(5.61e+02) 2.05e+03(4.55e+02) 2.04e+03(2.26e+02) 

F22 3.99e+02(5.97e+00) 4.66e+02(1.02e+01) 3.83e+02(5.52e+00) 3.96e+02(7.89e+00) 3.98e+02(7.30e+00) 3.95e+02(8.98e+00) 

F23 1.26e+03(6.66e+00) 1.26e+03(8.81e+00) 1.26e+03(7.78e+00) 1.27e+03(1.32e+01) 1.45e+03(8.61e+01) 1.26e+03(7.33e+00) 

F24 4.30e+02(1.73e-13) 4.30e+02(0.00e+00) 4.30e+02(0.00e+00) 4.30e+02(1.57e-13) 4.30e+02(3.52e-13) 4.30e+02(2.02e-13) 

F25 4.74e+03(9.70e-13) 4.74e+03(6.09e-13) 4.74e+03(1.15e-12) 4.74e+03(9.70e-13) 5.04e+03(8.68e+01) 4.74e+03(9.09e-13) 

F26 2.12e+00(5.80e-02) 2.19e+00(1.68e-01) 2.12e+00(9.56e-02) 2.09e+00(3.26e-02) 5.19e+00(8.60e-01) 2.14e+00(1.03e-01) 

F27 1.48e+01(1.72e+01) 2.62e+01(1.47e+01) 2.62e+01(1.47e+01) 3.41e+01(2.12e-13) 3.41e+01(2.31e-13) 3.41e+01(2.29e-13) 

F28 4.10e+06(1.39e+00) 4.28e+06(3.08e+05) 4.10e+06(9.78e-01) 4.11e+06(3.98e+04) 7.65e+06(1.71e+07) 4.12e+06(6.12e+04) 

F29 1.91e+04(2.61e+03) 2.32e+05(5.98e+04) 2.72e+04(6.97e+03) 4.78e+04(1.41e+04) 6.74e+04(4.31e+04) 3.75e+04(9.30e+03) 

W/L/E 13/12/4 9/16/4 14/11/4 7/18/4 4/22/3 -/-/- 
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4.2 การประย ุกต ์ ใช ้  RMDE ในป ัญหาการจ ัดการ
คลังสินค้า 

ในหัวข้อนี ้ผ ู ้ว ิจัยนำ RMDE มาประยุกต์ใช้กับ
ป ั ญ ห า  A constrained multi-item EOQ inventory 
model for reusable items [14] ที่สินค้าแต่ละชนิดจะถูก
ส ั ่ งซ ื ้ อด ้ วยว ิ ธ ีการแบบประหย ัด  (Economic Order 
Quantity: EOQ) ที่มีวัตถุประสงค์ในการหาค่าใช้จ่ายในการ
จ ั ดการคล ั งส ิ นค ้ า  (Total cost:TC ) ท ี ่ น ้ อยท ี ่ สุ ด 

(Minimized Total cost: MinTC ) โดยแบ่งขนาดของ
ปัญหาออกเป็น 3 ขนาดได้แก่ ปัญหาขนาดเล็กที่มีจำนวน
สินค้า 5 ชนิด, ปัญหาขนาดกลางที่มีจำนวนสินค้า 25 ชนิด, 
และปัญหาขนาดใหญ่ที่มีจำนวนสินค้า 50 ชนิด โดยที่สินค้า
แต่ละชนิดประกอบไปด้วยจำนวนตัวแปรตัดสินใจท้ังหมด 2 
ตัวทำให้ปัญหาขนาดเล็ก ปัญหาขนาดกลาง และปัญหา
ขนาดใหญ่ ประกอบไปด้วยจำนวนตัวแปรตัดสินใจทั้งหมด 
10 50 และ 100 ตัว นอกจากนี้ในปัญหาแต่ละขนาดแบ่ง
ออกเป็นปัญหาย่อยทั ้งหมด 10 ปัญหา สำหรับตัวแปร
ตัดสินใจและค่าพารามิเตอร์ที่ใช้ในปัญหาดังกล่าวแสดงดัง
ตารางที่ 4 และ ตารางที่ 5 สำหรับตัวแบบทางคณิตศาสตร์
ที่ประกอบไปด้วยฟังก์ชันวัตถุประสงค์ในการหาค่า TC ดัง

สมการที่ (17) และกำหนดสมการเงื่อนไขดังสมการที่ (18)-
(22) ในการแก้ไขปัญหาดังกล่าวที่อยู่ในรูปแบบ Constraint 
optimization ผู้วิจัยได้ใช้วิธี Penalty function [14] เพื่อ
เปลี่ยนปัญหาที่อยู ่ในรูปแบบ Constraint optimization 
ให้อยู ่ในปัญหารูปแบบ Unconstraint optimization ทำ
การทดสอบซ้ำทั้งหมด 10 รอบและกำหนดค่า maximum 
number of function evaluation ที ่ 2000 P โดยที่ P
คือจำนวนสินค้าในปัญหาแต่ละขนาด แสดงผลการค้นหา
คำตอบของ ปัญหาแต่ละขนาดในรูปแบบของค่า Error 
value ดังตารางที่ 6 จากการทดลองพบว่าในปัญหาขนาด
เล็กประสิทธิภาพในการค้นหาคำตอบของ RMDE และ 
PaDE มีประสิทธิภาพในการค้นหาคำตอบที่ใกล้เคียงกัน 
อย่างไรก็ตามเมื่อปัญหามีขนาดใหญ่ขึ ้นพบว่า RMDE มี
ประสิทธิภาพในการค้นหาคำตอบมากขึ้น โดยในปัญหา
ขนาดกลาง RMDE สามารถค้นหาคำตอบได้ดีกว่า PaDE ถึง 
8 จาก 10 ปัญหาย่อยและในปัญหาขนาดใหญ่ RMDE 
สามารถหาคำตอบได้ดีกว่า PaDE ในทุกปัญหาเนื่องจาก
กลไก Restart mechanism ใน RMDE ช่วยให้ RMDE มี
ความหลากหลายของประชากรมากขึ้นและทำให้ RMDE 
ค้นพบคำตอบที่ใกล้เคียงกับ optimal solution ได้ดีกว่า 
PaDE

 
ตารางที่ 4 ตัวแปรตัดสินใจในปัญหาการจัดการสินค้าคงคลัง  

ชื่อตัวแปรตดัสินใจ ความหมาย 

iq  ปริมาณการสั่งซ้ือและปริมาณการใช้สินค้าชนิดที่ i  โดยที ่ 0iq   

ip  อัตราส่วนของปริมาณสินค้าชนิดที่ i  ที่อยู่ในคลังสินค้าต่อปริมาณการสั่งซ้ือสินค้าชนิดที่ i  โดยที่ 0ip   

 
ตารางที่ 5 ค่าพารามิเตอร์ที่ใช้ในปัญหาการจัดการสินค้าคงคลัง 

ชื่อพารามิเตอร์ ความหมาย 

iD  Demand ของสินค้าชนิดที่ i  โดยที่ 0iD   

im  จำนวนสินค้าชนิดที่ i  ที่มีการนำกลับมาใช้ใหม่และต้องซ้ือเข้ามาเพิ่มเติม โดยที่ 0im   

iC  ต้นทุนการสั่งซ้ือสินค้าต่อหน่วยของสินค้าชนิดที่ i  โดยที่ 0iC   

iAu  ต้นทุนในการสั่งซ้ือสินค้าชนิดที่ i  โดยที่ 0iAu   

iAr  ต้นทุนในการดำเนินงานในการสั่งซ้ือสินค้าชนิดที่ i  มาเติมเต็ม โดยที ่ 0iAr   

ihu  ต้นทุนในการจัดเก็บสินค้าชนิดที่ i  ที่ยังมกีารใช้งาน โดยที ่ 0ihu   
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ชื่อพารามิเตอร์ ความหมาย 

ihr  ต้นทุนในการจัดเก็บสินค้าชนิดที่ i  ที่ซ้ือเข้ามาเติมเต็ม โดยที ่ 0ihr   

ir  ต้นทุนสินค้าชนิดที่ i  ที่ซ้ือมาเติมเต็ม โดยที่ 0ir   

if  ปริมาณพื้นที่ที่ใช้ในการจัดเก็บสินค้าชนดิที่ i  โดยที ่ 0if   

HR  ต้นทุนสูงสุดในการจัดเก็บสินค้าที่ซ้ือเข้ามาเติมเต็ม โดยที่ 0HR   

HU  ต้นทุนสูงสุดในการจัดเก็บสินค้าที่กำลังใช้งาน 0HU   

WQ  พื้นที่คลังสินค้าทั้งหมดที่ใช้ในการจัดเก็บสินค้าที่กำลังใช้งาน โดยที ่ 0WQ   

WB  พื้นที่คลังสินค้าทั้งหมดที่ใช้ในการจัดเก็บสินค้าที่ซ้ือเข้ามาเติมเต็ม โดยที่ 0WB   

BU  งบประมาณในการจัดการคลังสินค้า โดยที่ 0BU   

TC  ค่าใช้จ่ายทั้งหมดในการจัดการคลังสินค้า (Total cost) โดยที ่ 0TC   
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ตารางที่ 6 ค่าเฉลี่ยของความผิดพลาดที่ได้จากอัลกอริทึม PaDE และ RMDE ในปัญหาขนาดเล็ก ขนาดกลาง และ ขนาดใหญ่ 

No 
5 ชนิดสินค้า 25 ชนิดสินค้า 50 ชนิดสินค้า 

PaDE RMDE PaDE RMDE PaDE RMDE 

F1 1.61E-01 1.61E-01 8.86E+01 3.96E+01 9.95E+02 3.55E+02 

F2 2.80E-01 2.80E-01 0.00E+00 0.00E+00 1.16E+03 3.49E+02 
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No 
5 ชนิดสินค้า 25 ชนิดสินค้า 50 ชนิดสินค้า 

PaDE RMDE PaDE RMDE PaDE RMDE 

F3 0.00E+00 0.00E+00 1.02E+02 2.99E+01 9.87E+02 3.47E+02 

F4 0.00E+00 0.00E+00 1.72E+02 4.72E+01 1.08E+03 3.12E+02 

F5 3.56E-01 3.56E-01 1.08E+02 3.55E+01 9.83E+02 4.13E+02 

F6 7.22E-03 7.22E-03 1.06E+02 3.75E+01 9.14E+02 2.74E+02 

F7 1.76E-01 1.76E-01 1.03E+02 3.68E+01 9.21E+02 3.81E+02 

F8 1.79E-01 1.79E-01 1.25E+02 4.87E+01 1.08E+03 3.57E+02 

F9 2.26E-01 2.26E-01 1.15E+02 3.05E+01 9.18E+02 2.98E+02 

F10 3.31E-01 3.31E-01 0.00E+00 0.00E+00 8.68E+02 3.28E+02 

W/L/E 0/0/10 -/-/- 0/8/2 -/-/- 0/10/0 -/-/- 

 
5. สรุปผลการทดลอง 

งานวิจัยนี ้นำเสนอการปรับปรุงประสิทธิภาพ
อัลกอริทึมผลต่างวิวัฒนาการด้วยวิธี Restart mechanism 

ที่ปรับปรุงมาจากอัลกอริทึม PaDE โดยเพิ่มกลไก Restart 
mechanism และ ปรับปรุงวิธีการคำนวณค่าเฉลี ่ยแฟก
เตอร์ขยายผลต่าง จากการทดสอบด้วยชุดปัญหาทดสอบ 
CEC2017 ที ่ขนาดของปัญหา 10 ตัวแปรตัดสินใจพบว่า
ประสิทธิภาพในการค้นหาคำตอบของอัลกอริท ึม jSO 
SHADE และ MPADE ด ีกว ่ าอ ัลกอร ิท ึม  RMDE ส ่ วน 
อัลกอริทึม JADE และ PaDE มีประสิทธิภาพในการค้นหา
คำตอบใกล้เคียงกับ RMDE แต่เมื ่อเพิ ่มขนาดของปัญหา
เพิ่ มข ึ ้ น เป ็น  30 ต ั วแปรต ัดส ิน ใจพบว ่ า  RMDE มี
ประสิทธิภาพในการค้นหาคำตอบโดยรวมเพิ่มขึ้นอย่างเห็น
ได้ชัด โดยเมื่อเปรียบเทียบกับอัลกอริทึม JADE MPADE 
และ PaDE พบว่าRMDE มีจำนวนฟังก์ชันท่ีค้นหาคำตอบได้
ดีกว่าเป็นจำนวนมาก และเมื ่อเปรียบเทียบ RMDE กับ
อัลกอริทึม jSO และ SHADE พบว่ามีประสิทธิภาพในการ
ค้นหาคำตอบใกล้เคียงกัน เมื่อพิจารณาผลการทดลองแยก
ตามประเภทของฟังก์ชัน พบว่า RMDE มีประสิทธิภาพใน
การค้นหาคำตอบมากที ่ส ุด โดยให้ผลการค้นหาคำตอบ
ด ี ก ว ่ า อ ั ลกอร ิ ท ึ ม  JADE MPADE SHADE และ  PaDE 
มากกว่าครึ ่งหนึ ่งของจำนวนฟังก ์ช ันประเภท Hybrid 
ทั้งหมด 

 สำหรับการประยุกต์ใช้ RMDE ในการแก้ไขปัญหา
คลังสินค้าพบว่าในปัญหาขนาดเล็กที ่มีจำนวนตัวแปร
ตัดสินใจ 10 ตัวแปร ประสิทธิภาพในการค้นหาคำตอบของ 
RMDE และ PaDE ในการแก้ไขปัญหามีความแตกต่างกนัไม่
มากนัก เมื่อจำนวนตัวแปรตัดสินใจของปัญหาเพิ่มขึ้นเป็น 
50 ตัวแปรตัดสินใจในปัญหาขนาดกลาง และ 100 ตัวแปร
ต ัดส ินใจ ในป ัญหาขนาดใหญ่  พบว ่ ากลไก Restart 
mechanism ช่วยให้ RMDE มีประสิทธิภาพในการค้นหา
คำตอบจนใกล้เคียงกับค่า optimal value ได้มากกว่า 
PaDE  

ท ั ้ งนี้ จ ากผลการทดลองการ เปร ี ยบ เท ี ยบ
ประส ิทธ ิภาพและการนำไปประยุกต ์ใช้ จะเห็นได ้ว่า
อัลกอริทึม RMDE ประสิทธิภาพในการค้นหาคำตอบที่ดีใน
ปัญหาที่มีจำนวนตัวแปรตัดสินใจจำนวนมาก เช่นปัญหาการ
เก็บเกี ่ยว [15] ปัญหาการเพาะปลูก [16] ปัญหาเส้นทาง
การขนส่งสินค้า [17-18] เป็นต้น 
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