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Abstract

Due to the trend of higher investment in information technology in the recent years. As a result, there
are many information technology projects occurred. However, the statistics show that more than two-thirds of
the projects were unable to implement based on plan. The purposes of this research were to study the factors
affecting the failure of the IT project implementation. Also, to study the relationship between the IT project
implementation outcomes and the Engineering Mindset skills of project managers. These includes the study of
factors affecting the development of the Project Manager's Engineering Mindset. The samples of this survey
were chosen from 214 project managers who worked in Thailand and involved in information technology
projects by specific purpose technique. In the study, a questionnaire that passed the IOC reviewing process
was used to survey data. The statistics used in the research were the mean average method and standard
deviation (S.D.) In addition, Cronbach's alpha coefficient was used to test the confidence of the questionnaire.

The research findings showed that project scope management and project communication
management were the two main factors that affected project failure with a combined percentage of 58.76%.
The Engineering Mindset of project managers, including Adaptive Mindset, Growth Mindset and Learning
Mindset, is one of the key factors that affect the success or failure of a project. It was also found that direct
experience in project management is likely to be one of the key factors in the development of an engineering

mindset for project managers.

Keywords: Engineering Mindset, Project Manager, Information Technology, Project Failure
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[y & o A dad iAo o @ a oA A o ' o oa o o
#3984 BanauwdAafidfngalasldddadine Souinacfemauaziauiwnugauldwiauiunis
Y Aa & @ A ) a a v g va v
witgwiiifedu uaziwinwefsusodsuilasuissauarldinedsslorila

=

I@ﬂﬁﬂiauLLmﬁ@Lﬁﬁmﬂsiuvlﬁﬁﬂ'lsﬁ'@ﬂa;uLLmﬁmiaU (Umaiji & Paireekreng, 2021) 1% 3 ngw Ao
(1) wwrdalun13U5uea (Adaptive Mindset) fia unafafiUsziindaifiaasiuazaniwnisol nia
fowadonludagu uasUSuufousiramanzauitelimunsaudiymldlunnaniumsol
) uwfalunmsdula (Growth Mindset) fia LLmﬁWﬁaqﬂﬂaL%aiﬁmmmminw‘"@nm gAyN waz

mmmmmmammaﬂﬁ
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(3) uwAalumaieus (Leaming Mindset) fia uwaAanyalaliidasudszaumsallne 9 Sanugah
mminw‘"@umvl,ﬁﬁaﬂmil,%'ﬂufl,m:Lﬁuimmﬂ'ﬂs:mmirﬁ

Jamieson W&z Donald (2020) AnsanuFuNuTIzninarinseaadugiin (Leadership) uazniay
LIAALTIIAINTIN (Engineering Mindset) W1 QﬁﬁmauLLmﬁmfiﬁmmwga FA20FWITONG B
wafia Myrems wazmarududia ﬁﬁ'ﬂslmwﬁﬁ]:w”@ummmmmsmzﬁumwLﬂu;‘ifﬁﬂuaaﬂ’nnl,a:éhﬂu
NANNIMWINIINIIAINTINLUL ALY FoAARaInUNUITLUas Pia Lappalainen (2009) ‘ﬁ'aﬁua%uﬁmmi
Famy anwiinie mavanuwduivwsemaien; iwinwzdaagainsouumAaiiaianisy uazwis
284 Katz (1955) Waz Mumford Laza ke (2000) ﬁnsinﬁamwué’uw"’uﬁizmwﬁnmmwLﬂu;&”ﬁma:mau
LLmﬁ@]Lﬁﬁmﬂﬁuﬁtﬂuﬂ”ﬂmﬁﬁLf]uf,%m?umﬂflupjﬁw

Lottero waz Lachapelle (2020) ldvinms3ssi3uuiisunsanuwdaidaiainssuasdninGeusn
Uszaudnudil 5 e1g3zning 10 i 11 Tludsznaanizawinn lagldngusaagng 2,086 au wui1 31w 4
°uaamjwﬁfmL%Uuﬁ"L@‘T%'um'sﬁﬂmLﬁuLaumaﬁmumﬁ@L%ﬁmﬂﬁmauLLuuaaumuﬁuamlmﬁuﬁmmuu
NIGWNTBLUWIAALTIIAINTIN (Engineering Mindset) kazaNNAaUUULALL® (Growth Mindset) ﬁqo%uasi’w
diuldda frinpelunssou madadian msfeans uazmsuwidamfiadu wenanidimansnsudewas
L’%qu’ﬁrmm'mﬁummvl,@i”ﬁﬂ'j'msjuﬁfnL%ﬂuﬁ'a"l,ﬂ

Cunningham (2017) ld@nsmahnsauumdaisicmnswlddszgndaaauninlumaiounsses
NNMBINEIAIEa3 (STEM) wudisnniseusuisniinsauuwidaieieaanssa ldlslunsudlaTyninig
Inenenaasrnialymifanududeunldidn uszmumnienaidymuaznislunisdumdaayldadng

<3 = A/
ATUTZLABULAZUANNANIBNINYH

2.5 NFAUUWIAANIIIVLUALANNAZIHNIIVY

NNNINUNIWITTUNIINNNLIVINUNTAULWIAALTITAINTTNWLIN m’sﬁnmnaﬁm‘i’aam{lﬁﬁﬁa
lasunmsfindurinsznsdunsevumidaidaimnymwandugnfianumansouazinselunsuddyn nns
L’%'smj N WIALDI i'auﬁaﬂ”ﬂmmﬁﬁam’nm:mmﬁé’aﬂwﬁﬁﬂhmjuéﬁaih\‘m”'avl,ﬂ KEININWILNAN B
Lflué‘nwmwaan’mﬁnmnémﬂmmﬂﬁlﬁﬁﬂwﬂummﬁﬂ@mLa‘m:ﬁaa B ﬂa;wgmﬁﬁﬂmluudqwaaﬂ'ﬁ
A o & A A , e oA A o 9 a & Y
faasuaznsvinawduiy »wia nquuﬂLisu‘nﬂnmlumumaamsl,mﬂagmwm'mmmam e

H3@n31A39n13 (Project Manager) ilugiiunuinddnadnebs Nazdsmanilasasiuazlasdausa

U
<

ANMNETINIORNLARIVBILATINNG Isﬂﬂa:ﬁadLﬂuﬁﬁa:ﬁadﬂs:qﬂ@‘wﬂiaum’]uj'lumsﬁ'ﬂmﬂmamiwea 10
1384 (Knowledge Area) sauﬁm:ﬁauL‘flu;iquuLLazé'@mﬂmamiﬁ% 5 dunau lagazdasenduns Soft skills
wa Hard Skills wialwanansasfinlassmsldaindiszinsnwaudmanafingly

Forin ﬁaLﬁuﬂi:lﬁuﬁmaulalunwsﬁnmnsauLLmﬁmﬂEﬁmmswaa;ﬁ'@mﬂmami AdInade

anuiTmiaaunaizaslasins lasaauydguledn §3an13lasans (Project Manager) Taiugniugu

'
A '

nsdufiulasimauaziindfilavasilunsianisnivguiadveng g fsinadenaansvaslasnis (Project

o a

Control & Monitoring and Risk Management) %Wﬂﬁjﬁﬂﬂ’lﬂﬂﬁﬂ’liLfluNmJﬂiauLLWJﬂ@]L“’fﬁﬂ’mﬁ&l (Project

2

Manager's Engineering Mindset) 716 az@IHal#n1suInnsaanisuazundamlulassnsduwiliuiazdseay

o

o & o A & A A o wa o
HaduSaluaangaduiiaifisunugaanislasinalasialy
o a o A W tﬂl til 1 1 Qs 6 o a T Qs 1
lumsduiiulasnsdsfifadvaugfisinadanaaninisdiinviy lidazdudtssiuyanavas
su13nlulasins wu dazaunmant anuawnInveasyaaIns viauad Tadefinsivesnulasans iiu 353

FLiinlaTanTs (Agile, Water Fall 989) @nududan seosiian az sulszanaaslasinms uaz Tassnauan

Page | 7



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January — June 2023)

U9 LTu wlounewadndnns anwwasenlunvinew ez maiilasnsuen Wuds asnwnsd@nundass

¥ e

a9 9 Nlnadannuaumarlunisduinlassnsdandudnidedragnectrslviaanislassinsianin

U

ATERUN WazUNUIBNITaNs w3Tmssuie uazuiTywmi laaienin

o

NTTBAN JANENINITIAN FINIDFTNUNBNINNTALMTIIE I NNNA 3 st

Project Factor

- Governance - Complexity

- Customer

- Duration - Management Support

- Budget

Project Team Individual Factor

- Work Experience. - Role
External Factor

Project - Organization Policy
Result - Work Environment and Facility

- Attitude - Team Player

- Communicalion Skill - Problem Solving Skill

- Technical Skill - Time Management
- Political
- Stress Management - Responsibility

- Commitment

Project Manager's
Engineering Mindset

B 1 - R !

sUn N 3 N39UNWIUTITUNANAFONRRNTVDILATINT

~ aaa o
3. s21 g U529y

3.1 1A3290N15298

lunsduiiunsiie lalsuunseunmaduiaiasiiolumaivdays lasuuseunuazusaanidu 3
§I% 999

(1) deyasuwyaaavaigaauuunzeuny lasdudnsuzdmunuuinangmuazzydaey
J

Y
U

) ”aQami@‘mﬁﬂﬂsamiﬁawé’a 3 1 vasmaunuUROLNY I@mflumﬂﬁg‘fmauLmuaaumm:u
f

ANADUANTDLNIDDII iagmmﬂaaamﬂu 4 §% Ao

' @
A o s

FINIATININYIININN
- FWIBIATIMINANAUNNTENS VLN
o Ao a o & M
- FwnlasimInduiunsdnsaue il eunan
- FwnlasamInaninns s
(3) ﬁ%’maLmemﬁwaa;\d}”ﬁ'@ms‘[mams Taeduan o fANLUURAUIINBULNIATIEIN 5 32AL
A 1 1 L dq/
Feutspanidu 2 #3u a9
- ﬂiauLLmﬁmaamslﬂu;ﬁ'@mﬂmomi
- NIBULWIAALULAAINTIN (Engineering Mindset) lagldsuanTwannanniuisuvas Dr.

. A Ao Al PR
George D. Ricco’s (2017) Fafisnanaltlunsisoad
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M137191 1 FMonulwiuiapanuIsuvad Dr. George D. Ricco’s

BIUN (P) .
20 | . . aaa
$%30 1B9au (N)

1 N You have a certain amount of intelligence, and you really can't do much to
change it

a a A , A @ %
amdahguilsddyyneauaiuaz ldmansnasuuasessldunniin

2 N Your intelligence is something about you that you can't change very much.

a & A d A @ Y
@1mﬂ(ﬂ’)’]ﬂ??&l%ﬂ?@]“ﬂadﬂmm%ﬁdﬂquﬁ’]&J’]'iﬂLﬂaU‘l«laLLﬂﬂ\‘le(ﬂll’lﬂ%ﬂ

3 P No matter who you are, you can significantly change your intelligence level

lihganzdulasguaaninufouszduaddyyvesguldatnimn

4 N To be honest, you can't really change how intelligent you are

qmﬁqumvlaj CRENARI]] Lﬂﬁﬂmvﬂaamwammaaﬂm"lﬁ

5 P You can always substantially change how intelligent you are

qmﬁqumm anvodaswuy mmwmmmaaqm‘lﬁmu ]

6 N You can learn new things, but you can't really change your basic intelligence

a . o . 4 a &
ammuIneuiaslngd 9 ld udgaldmannfsuudaa@dygriugusasgm
ot

7 P No matter how much intelligence you have, you can always change it quite a bit

a ' A a : = a v
QMﬂ@]’J”lelJ’NQm’il::aJﬁ(ﬂﬂfytuﬂll’mLLﬂiﬁuﬂ WNRINUIIN Lﬂa ﬂuLLﬂa\ij(ﬂ 3¢V

8 P You can change even your basic intelligence level considerably

& v o S &
ATUFINIT SIGHITT E‘NVL@ mei:msmumﬁzy IWHITUTBIN

9 N You have a certain amount of talent, and you can't really do much to change it

A o A ' A o o
amdanumunnluszauntouaz ldaansnfsuudaseslsldunin

10 N Your talent in an area is something about you that you can't change very much

& a d ' a v %
ANURINIINY QGQMLﬂHE‘I\‘W}@]‘mle fuInLl gL advl(ﬂll’muﬂ

11 P No matter who you are, you can significantly change your level of talent

VI,SJ’J’IQ mamﬂulmq WA T REUITZALANURN msm"lﬁa 93N

12 N To be honest, you can't really change how much talent you have

qmﬁqum"laj UL R UL RIANNENTOY auquL@T

13 P You can always substantially change how much talent you have

QmmmmLﬂﬁ'ﬂuuﬂaqmmmmsm aaqm"lﬁa HaREUel

14 N You can learn new things, but you can't really change your basic level of talent
Qmmmsm’%ﬂu;ﬁﬂmj 9 1ot LL@iqm"laimmmLiJﬁﬂmm”ummmmmﬁugmmao

Aol

15 P No matter how much talent you have, you can always change it quite a bit

VI,SJ’J’I‘{] MazdANNFINITONN LLFiVIMuQ mnaTalasuulad lalane

16 P You can change even your basic level of talent considerably

ATUFINIA Lﬂﬁﬂm:@”umwmmmvlﬁa g KFVel)
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I@]sJQﬁﬁ'ﬂvl,@mwﬁwmﬂumu%ﬁbmﬁﬁmmﬂaﬂi:l,nwsiawaamauumﬁm%ﬁmmwaam'flu 3
U3z1an e wwdAalun1IUTuaa (Adaptive Mindset) iafalunsidula (Growth Mindset) Laz WIAA AT

\3uu3 (Leamning Mindset) @ufuaadluanif 2 asd

ni \ v o
A1379%N 2 M3uLIlszIanAadany

nanAMAaNlsEINNda s IUKIAALBIIAINTIA Jadnay
wAalwnUTUAL (Adaptive Mindset) 1,2,3,11,13,16

wwfalumsidule (Growth Mindset) 4,57,8,9,12

uwIfalumaieug (Leaming Mindset) 6,10,14,15

3.2 naanihwnane
(1) dezmninlidnm fe gaanslassmamadmnaluladmsswnaludszinelny
(2) ngudiatne e FIamilasmimsdwnaluladasswnalulsznalng Swau 214 au lawld

mnﬁaﬂmjué’;aii'mmmm:w (Purposive Sampling)

3.3 ARABWNIIANH BNV
(1) Mruaddindasnsdnmn laun Tassnlnadanaanslunsdniulasins

(3 '

) ﬁmu@ﬁagaLm:ﬁa%‘vf@mn@”’sLLﬂiﬁﬁﬂm I@m:ﬁaaszq“ﬁagmm:é‘ﬂﬂm:maa“ﬂ”aga‘ﬁ' a9n3ind
snwmzat1aly IWmeandasnuiaguzasd wiadywiwazauinasainside

(3) ﬁ’mmLma'm]”agmfﬁﬁaamﬁl’agaﬁ%aimnuiagammmmdﬁagalﬂ

(4) BONUULLULEIUNNY LAz WUNWIDTMIAUTIUTINTaYA

(5) ﬁWLLuuaaumu‘ﬁ'aammﬂf LﬁT’];jﬂi:mumi Index of Iltem Objective Congruence (I0C) JEHIRI
MIRIITUUAZATIIROUINANTIADNG 3 Yiw

(6) @‘hLﬁumsLﬁm‘TaHamuLmumnﬁuiagaﬁ'mavﬁI@iﬂfﬁ” Google Form tiuta3asiialunisifiu
Taya

(7) aydwamyiie

3.4 FRANIFIBNITITY
mﬁLmﬂ:ﬁ“ﬁaga’Lumﬁfﬁ'ﬂf':l,flumﬁmﬁ:ﬁiagaL%aﬂ?mmimsl‘*ﬁ’a%Wﬁmm laun duade
(Mean Average) LLa:dauLﬁmmummgm (5.D.) lagvhuai ldundsoufisunuiasuds gidnadanaans
yasmsintiinlasens wananiisadmsldansulszanssannnsanuns (Cronbach’s alpha) lunsnaseauana
\HosuUaIuUURaLINY I@mhé’uﬂi:571%%"@meaummﬁgmﬂumiﬁwmmmuaum‘s (1) &ait
Ne

=TT v-De ¥

A ° o - ' A - A
Taodi : N = $19%9u20289BUUFaUNIY, ¢ = ATNBUTUTINTINREY, v = A10MLTUTIUIBEY

= 4 Q/ a AGQ/ 1| U ) =
MU AU UNLINTIVBIFNUTEENTOAWIATEUUNT LaTNIININTNNLA I ANTU T UAINY

WIBIaTI A9 (A3TH NYIwIF, 2544)
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H s { 1 a a Ag
A1519% 3 NMIulannuRNNgIEALANY WeIaTsvesnaulTzantuaani

Ardniszansuaarh (o) nsulanNuRRNEIEALANANLIATI
41NN 0.9 aunn
4NN 0.8 @
41NN 0.7 wald
1NN 0.6 Aaudnawa bt
¥1nnNI1 0.5 ¢
$asninwsavinny 0.5 ldsnansasule

lé a 4 Qs a A{QI 1) o H ! o
‘HGﬂ’]‘iﬂ‘StLN%ﬂ’NNLﬁ&l\‘lﬂ‘iﬂ"ﬂﬂ\‘iauﬂizﬁﬂﬁaﬂwqﬂiﬂuﬂ’ﬂﬁﬂﬂwaﬂ’]‘iﬁ’]i’J"ﬂI@EJLL'LI\‘]@]’]&IﬂE.EQJﬂ']ﬂ’]N

UseinngasuaiuifalaiaInsy (Engineering Mindset) lanaauiiuaasluansnef 4 asit

y ot a Qg ' o [ a a A
A1319% 4 ﬂ’]ﬁllﬂ‘iZﬁY]ﬁLLaﬂW’]"Uﬂx‘iﬂqwﬂ’m’lllEJSEI‘IJ@GLL%"M@]L’N’J?I'J?‘I‘S?%J

nanAIMNAINLsTINNH8UBIUWIAALIBIIAINTIH

1 Qs a g
adxndszansuaany (a)

wAalwnsUsuen (Adaptive Mindset) 0.780
wwfalunsidule (Growth Mindset) 0.763
uwwfalun1ai3ous (Leaming Mindset) 0.841

4. HAN15IY

41 HAaN1IANBTIUNANARDAINNANLRAIVAINITANBWNITLATINITNISAIRNA LIS

d13dnine

INNANIRNTIAINUI TUNTNRAaANNENARIVEILATINIT AANNRIAAFDIDENNTALIUALIUIY

284 Pinto uaz Mantel id177alud a.a. 2015 lasuaanmydmalunuidsdul lawldesnguve sy

sanidu 15 nguilym Muaen 5 agh
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A o Aa o Iy o A o
A193191 5 TN dnavin limIainlassaumad

a0 minieann 3w | ulasidu
a
1 YAULVAI mwﬁaam?ﬂaqg”l‘*ﬁa’mﬁﬂfm,ﬂﬁﬁw,l,ﬂm (Change 52 17.87%
Requirement)
2 | miFemImananfiunam 46 15.81%
3 | meanuiuionnnduhnans/glnu End User) lulasaims 41 14.09%
4 | 2aUVEH mmﬁaami"uaaﬁl%mu"l&imnﬁau (Incomplete Gathering 39 13.40%
Requirement)
5 | myfemmeluiluwam 25 8.59%
6 | N3=uIWNNT (Process) lnIdiinlasens 23 7.90%
7 | yasnslulassmsliisina 13 4.47%
8 | niwenns gunaak lulasamslaiiioawa (HW, SW, Network Liluein) 10 3.44%
9 | "uenans 9 3.09%
10 | waluladildlumivamlassns 8 2.75%
11 | 2190UTA Lfaulu@i”’m%é‘w”ﬂﬁl,l,aﬁmqﬂi:m@ﬂumsﬁﬁLﬁuimami 7 2.41%
12| e IFRLABUIINHLUITATR AT 6 2.06%
13 | rinaasyaanilulasamsliiome 6 2.06%
14 | sudszanmlunsdufiulasinms 3 1.03%
15 | MILSMIIeAMslATINMT MIsaNIIANLELS 3 1.03%
N 291 100%

wouiwa ArwdsimiseadlirudmeiUfouunlasChange Requirement) . {7 87
MIREEIMEUENTIINGIL 15.81
- . .
maanwifannngudmainolnu End User) Tulanns e 14 00
ORI ANNABINTEBILTIWlNATUGIY (Incomplete Gathering Requirement) S 13 40
4 e
nsRemIlufiuian  —————— 8 50
nzums (Process) lumidntiinlasins  mesee—— 7 00
yasnslulasamslivioome  eo—— 447
niwens gunsol lulasamslivivana (HW, SW, Network ludv)  ne— 3 44
PUENETT I 3,09
malulsffltlumaiaunlonny  —— 2 75
raermsaasluswispiaiusriagleadlunmiduivlaesny  e— 2 41
-mﬂm‘smfum}umﬂa’u“imsi:ﬁuga 2 (5
ringzpasyaantlulasmsliciome  me—2.06
myvirsdamislasoms msdanEeudEs w103

sulznmlumsdudivlazms  mm1.03

0.00 5.00 10.00 15.00 20.00

suni 4 nnnusassaswlesiduduasdymifing
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TN TR IR IA AR LATIR VAR UA1T19N 5 Lﬁamm{i’wmwgmumaumm;}’mmi

U313lATINT (Knowledge Area) iMuualay PMI azanansadalagissdnauanugasiwidasidudsinain

snldieslaauansnen 6 asn

A1319% 6 mﬁwmwyjmmmaumwﬂumm%mﬂma na

(Project Risk Management)

nsanm’miﬂ% wlasidue
dann
MIUINIslATINg v 378
MILIMIVaLLALATINT ® YUV mmé’faanwnma“l‘ﬁmuﬁﬂﬁ 31.27 %
(Project Scope Management) Wagnuas (Change Requirement)
®  YDULUMINU mme’faams’uaa;ﬂ’l’ﬁmu"l,sjmuﬁau
(Incomplete Gathering Requirement)
MILSINIRETIUIATIMT | @ msResnsmouendiaiamn 27.49 %
(Project Communications ° miéamimﬂuﬁuw‘”@um
Management) ° WENRS
m‘iﬁmiﬁﬁm%‘lmﬁ’lmaﬂ ° m@mms’auﬁamnmjuLﬂ’mmﬂ/@"ﬁmu (End 16.15 %
2831lA39NT (Project user) lulassnis
Stakeholders Management) ®  IANIARBUERUIINAUINNITIZAUFI
AMTUSHITNINENNTVDY ° ]_Jﬂa'mﬂuiﬂjqn'ﬁv[,mﬁnga 12.71 %
1a3ims (Project Resource e  viweny gunink lulasamsluiioine
Management) o alulsgfltlunswamlassms
e vinwzvasyaanlulasimaldiisane
MILIWIINMIYTINNT ®  A3zUIUMNT (Process) lumsdiiiulasins 10.31 %
1asams (Project Integration e yaanutaruluduisorimiuazingizasdlu
Management) mdiulasans
mMsuswisanlganslasems ° sudszunalunnsaniulasinns 1.03 %
(Project Cost Management)
msuimisanaEsslasns ¢ MILIMIAMILANMT MIIAMITANULEDS 1.03 %

Lﬁm:lflNﬂﬁ]"lﬂﬂ']iﬁ']i'ﬁ]l%@]']i’]dﬁ 5 NWLﬂ%UULﬁUUﬁUNﬂﬂ’Iiﬁ%’]TJ%LLRZ?T@]T]@:N“IIQG McManus LLae

Wood-Harper ufl 2008 sanInagudayal

v
v A

ARNIb
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M13197 7 MIUSBUBUNUNaNNTI98989 McManus Was Wood-Harper

ﬂﬁ]ﬁ'ﬂ‘ﬁﬁ’ﬂﬁ McManus LLaz o Ao
NAN1Y813292991%4298
Tas9n15astar | Wood-Harper
MIEUEIN 19.60% 374 16.50%
° mﬂmwhuﬁamﬂmjuLﬂmmwﬂ‘l*’ﬁmu (End User)
lulasans (14.09%)
o aanutaluluduwinemiuaziagdizasdlunis
Fuiinlasans (2.41%)
NN IUNNTLUIAT 53% 7 75.25%
lassns ®  YDULUGNH mm@Tmm?uaaa”l*’ﬁmuﬁmsl,ﬂﬁ'ﬂml,ﬂm
(Change Requirement) (17.87%)
® myFamIMLUANTINNAIWT (15.81%)
®  YAULVGIH mmﬁmmﬂaaQ’L%\‘nuvl&imuﬁm
(Incomplete Gathering Requirement) (13.40%)
o msFamImulufiuwam (8.59%)
® N3TUIUNT (Process) Mn3dnLiinlasanis (7.90%)
o yamnslulassmsliinane (4.47%)
®  JULaN&IT (3.09%)
®  AMIFRUABPUIINFLUIATRAUEI (2.06%)
o sudszanalumIdiiulasans (1.03%)
®  MILSMITANISIATINT MITaNIsANULEDY (1.03%)
NMIANaLa 27.4% 373 8.25%
e wiwenns gunsal lulasamshiliesmwa (HW, sw,
Network 1ilueiw) (3.44%)
o alulsdfildluminamlassns (2.75%)
o vinwzvasyaanslulasimyliisane (2.06%)
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g3fia maudunstasents waida

m McManus & Wood-Harper Research's Result

suan 5 nusasmsiIBuisuRUKNan1TI98 289 McManus Waz Wood-Harper

MNMIUTHUAUNUNANNTIFBVES McManus kas Wood-Harper WL31 U338N1961%N15USHNT
Imumiﬂ'\imLf]ummq%é’n‘ﬁ'ﬁﬂﬁlﬁ@mmﬁumaﬂum‘sénﬁﬂmomi Tag luragrraluiudsil e
FUaININaN19NTITHNIRIRNNTUINITIATINITNNNAS 75.25% F901NNIINaN13§137999 McManus
W8z Wood-Harper f13 22.25% Iu"um:ﬁmma"ummﬁﬁwammﬂﬂaﬁmmuﬁmgsﬁaLLa:mﬂﬁﬂﬁLLmIﬁfuﬁﬁ):
aaad laglanizagnsdeassneswmnafioanasia 18.90% Gernazidunamnanminitaluladfniswam
Usuulasuagnssaasalusznined a.a. 2008 ﬁaﬂagﬂ'u lai3nezidwi5 890093200 Cloud Infrastructure NT2880
Tymmeshusasansauss mudansfiansunmsdnmeng glalianudmaglunminianiweniyaasaanan
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® Business analysis

® Release management
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® Strategy
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sutlszanalunisdin

Ta39my

® Service financial

management

NMUSHITANNLRLIIATINTG

(Project Risk Management)

MIUIAIIIANILATINIT
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® Risk management
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Abstract

This paper considers a new lifetime model of the class of power Garima generalized models, called the
power Garima-Rayleigh (PG-R) distribution. Some statistical properties are provided, including quantile function,
hazard function, moments, and order statistics. The maximum likelihood estimation is used to estimate the
parameters of the PG-R distribution. In addition, we apply the PG-R distribution with two real-life data sets. The
study found that the PG-R distribution is a model that describes the probability distribution of observation values
close to the real data. The proposed distribution is more flexible and comprehensive with lifetime data than other
related distributions, such as the Rayleigh, power Garima-Lindley, and Lindley distributions.
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1. Introduction

Many new statistical distributions have been derived using the commonly known distributions through
different types of transformations, compounding, or mixing. Flexible distributions are obtained from extending the
classical distributions by introducing one or more additional parameter(s) to the baseline distribution. Many
generalized families of distributions have been proposed and studied for modelling data in many applied areas such
as economics, engineering, biological studies, environmental sciences, medical sciences, and finance (Gupta et al.,
1998). Some of the generated (G) families are: the beta-G (Eugene et al., 2002), gamma-G (Zografos &
Balakrishnan, 2009; Ristic & Balakrishnan, 2012), transformed-transformer (T-X; Alzaatreh et al., 2013), Weibull-
G (Bourguignon et al., 2014), exponentiated half-logistic-G (Cordeiro et al., 2014), half logistic-G family
(Cordeiro et al., 2016; Soliman et al., 2017), exponentiated Weibull-G (Hassan & Elgarhy, 2016), generalized
transmuted-G (Nofal et al., 2017), Gompertz-G (Alizadeh et al., 2017), beta Weibull-G (Yousof et al., 2017), new
Weibull-G (Ahmad et al., 2018), and transmuted Gompertz-G (Reyad et al., 2018).

Recently, Aryuyuen et al. (2021) proposed a power Garima-G (PG-G) family of distributions, which is
obtained by using the concept of T-X family by Alzaatreh et al. (2013) when a generator 7T distributed as the power
Garima (PG) distribution. The cumulative density function (cdf) and the probability density function (pdf) of a
random variable X distributed as the PG-G family are represented, respectively.

F(x;oc,B,X)=1—[1+ p { G (x8) jiexp{—ﬁ[mJ } x>0 (1)

2+p\1-G"(x:%) 1-G*(x;:9)

and

Fxio B _opre®G (8| (L6, [ G*(x;8) jx
v ey LAt (e

wr . A1 wr . 2
[ Gesd V7 ) Ged V| o
1-G*(x;8) 1-G*(x;8)
where o,B,A >0, and G(x;&)is the cdf of any existing (baseline) distribution with a parameter vector &.

In practice, the PG-G family of distributions: (a) is the primary method of introducing an additional
parameter(s) to generate an extended version of the baseline distribution; (b) improve the characteristics of the
traditional distributions; (c¢) make the kurtosis more flexible compared to the baseline distribution; (d) generated
distributions that have the pdf with various shapes, i.e., symmetric, right-skewed, left-skewed, and reversed-J
shaped; (e) define special models with all types of hazard rate function; (f) define special models having a closed-
form for cdf, survival function as well as hazard rate function; (g) provide consistently better fits than other
generated distributions having the same or higher number of parameters. Thus, we are interested in constructing a
new distribution to analyse lifetime data using the PG-G family of distributions using some baseline distribution.
This study uses a Rayleigh distribution as the baseline distribution (Aryuyuen et al., 2021).

Rayleigh (1880) derived the Rayleigh distribution; it was introduced in connection with a problem in the
field of acoustics. The cdf and pdf of the Rayleigh distribution are given by

G(x;0) =1-¢/% and g(x;0) = sze””z/‘z“z) for x>0 and 6>0. 3)
c

In nature, physical phenomena in many fields of science (for example, noise theory, lethality, radar return,
and others) have amplitude distributions that the Rayleigh density function can characterize. Since then, extensive
work has occurred related to this distribution in different areas of science and technology. It has some relations
with well-known distributions like the Weibull, chi-square, or extreme value distributions. The hazard function of
the Rayleigh distribution is an increasing function of time (Rayleigh, 1880; Dey et al., 2014; Al-Babtain, 2020).
Statistical inference of one parameter Rayleigh distribution, such as parameter estimation, predictions, and testing,
have been extensively studied by several authors (See Johnson et al., 1994; Abd-Elfattah et al., 2006; Dey & Das,
2007; Dey, 2009; Al-Babtain, 2020).

This paper proposes a new lifetime model of the class of power Garima generalized models called the
power Garima-Rayleigh distribution. Some statistical properties of the proposed distribution are provided. The
algorithm for generating a random number from the proposed distribution is shown. We estimate the model
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parameters using the maximum likelihood (ML) method. Moreover, applications are illustrated. Finally, we offer
some concluding remarks.

2. Methods

The methods of this research are:

2.1 The cdf and pdf of the proposed distribution and its mathematical properties are studied.

2.2 The appropriate parameter estimation method for the proposed distribution using the ML method is
provided.

2.3 Application of the proposed distribution to real data sets has been studied by comparing it to some
existing distributions using the criteria of Akaike information criterion (AIC), corrected Akaike information
criterion (CAIC), and Kolmogorov-Smirnov (D*) statistics.

3. Results and Discussion

This section proposes a new distribution, namely the power Garima-Rayleigh distribution. We provided
some statistical properties, parameter estimation, and applications of the proposed distribution. The remaining part
of this article is presented as follows:

3.1 The power Garima-Rayleigh distribution

Let X be a random variable with the cdf of the PG-G family of distributions as in (1), when G(x;o) is

the cdf of the Rayleigh distribution as (3). Then the cdf of X is

ey T e Y
F(x;0)=1-|1+ P [l o )] — | |expq—P [1 < )] —| ¢, x>0 (4)
2+P 1—[1_642/(202)] 1_[1_67%/(202@

where 0 = (a.,B,1,6)" and o,B,A,c > 0. Its corresponding pdf is

:a[i;)fs;zt/;cz) [l_e-xz/(zcz)]a—l aspes [l_e_XZ/ZZGZ)Jaa
(1—[1—5‘2/062)]&) 1—[1—@* fes )J

[1 _eFles) ]" a [1 _ e—xz/ucﬂ]“

x 1_[1_6%2/(262)]0( expq—P 1—[1—5‘*2/‘2“”}&

f(x;0)

)

We have a random variable X with the cdf as (4) and pdfas (5) distributed as the power Garima-Rayleigh
(PG-R) distribution with parameters o, , A and o, denoted by X ~PG-R (a,3,A,0). Some pdf plots of PG-R
distribution with different values of o, B, A and o are shown in Figurel.

3.2 Some statistical properties

We derive statistical properties of the PG-R distribution, including survival and hazard functions,
moments, quantile function, skewness and kurtosis, algorithm for generating random variables, and order
statistics.

3.2.1 Survival and hazard functions

The survival function S(x), is the probability that a subject survives longer than time x,

S(x) =1—F(x). The survival function of the PG-R distribution is

A

S(x;0)=|1+ p [l _ e_XZ/(ZUZ)T —| |exp{—P [1 —e e f o
2P 1_[1_67%/(202)] 1—[1—(*2/(205}

, x>0. (6)
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From the expression of the hazard function h(x), h(x)=f(x)/S(x), we have the hazard function of
the PG-R distribution, that is

[1 _ ¥l T

) ) a-1
aphxe /@ [1—e’x fas )]

ooy = 22 | a+p)+p L
( +B)G (1—[1—6"2/(262)] j 1_|:1_e—x e ):l
h-1 -
[l_e—xz/ucz)T 5 [1_6—%/(202)}“
X - 1+ - . (7
1_|:1_e—x2/(20'2):| 2+ 1_|:1_e—xz/(262):|
(@) @>0,p=157=15c=3 (b) «=15p>0,A=15 =3
— a=03 — pB=05
-- w=05 -- p=1
g - a=1 g - - B=25
a-15 g=5
—= a=3 p=15
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s AN o |
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Figure 1 Some pdf plots of the PG-R distribution with different values of a, f, A and .

3.2.2 Moments

The »™ moments of the PG-G family of distributions (Aryuyuen et al., 2021) is

E(X") :;Tm[;-i id)r [(1+[?))81 @@, j)+B5,(, j)], for ¢, = I x'b,(x;8)dx, where

b (x;E) = gx8) (G“(x;é) jjf ,j=0,1,2,... and
e TRy e p ey Bk
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6k(i’j):

LA +k)+1] B (=D Y , ,
for k=1,2 and I'(.) is a gamma function.
L+ DI[AG+k)—j+1]

From the cdf and pdfin (3), the »™ moments of the PG-R distribution is
(1[37\. =

i!

E(X")= ey Z 24) (1+PB)3, (G, j) + B3, (i, j)], where ®)
1= e 2/(26%) (l_e—xz/(Zcz))a J
= — > d .
¢r Gz _J; (1_e—.rz/(Zc'))[l_(1_6—,x2/(202))(x:| (1_(1_e—x2/(26'))u J X

From the moment of the PG-R distribution, we have the mean and variance are respectively

E(X)= (ZIB}[; ZZ(I)I 1+B)8,(, j)+ B3, (, ])] and
V(X)= (;E}[;){i id)z[(l-i-B)S @ )N +PBS, 3, )] - [i id)l [(1+[3)61(i,j)+[362(i,j)]J }

3.2.3 Quantile function and related measurements
Let X be a random variable distributed as the PG-R distribution with cdf as (4). Theoretically,
F(x;0,B,A,0) =U, where U is a uniform random variable on the interval (0,1). Then the quantile function (qf)

of the PG-R distribution is obtained by inverting equation (4) as follows:
1 Y
Q(u;0,B,1,6) = 54 —2log 1—{1J{—E(w_l [—(1—u)(2+B)exp(—2—B)}+B+2):| ] 9)

where W _[-] denotes the negative branch of the LambertW function (see Corless et al., 1996; Veberic, 2012),
ie., W [z]exp{W_[z]} =z, where z isa complex number.

Median: In particular, the median can be derived from (9) be setting u =0.5. Then, the median is
given by

e )2

i
Median = 64 -2log| 1 - 1+{—%[W1 {—(l+%jexp(—2—ﬁ)}+5+2ﬂ

Algorithm for generating variate: We can generate a random variable of X, from the PG-R

distribution using the following algorithm.

Step 1: Generate U, from the uniform distribution on the interval (0, 1) for i =1,2,...,n
Step 2: Generate X, by using the qf of the PG-R distribution in (9), X, = Q(u,; o, B,A,0).

For W_,[-] in equation (9), it computes with lambertWml function in the LamW package (Adler,
2015) in contribution package in R (R Core Team, 2022).

Since the moments of the PG-R distribution is not a close form. Thus, the expression of mean, standard
deviation, skewness, and kurtosis is in the close form, too. However, these values are shown in terms of the
simulation study. Some simulations are performed for illustration purposes of how the skewness of the PG-R
distribution with different values of each parameter that is appeared in Figurel. Random samples with size 1,000
are generated 10,000 times, that is, X, = Q(u;;a,,A,5). The results, including sample mean, variance, skewness

value (SV), and kurtosis value (KV), are shown in Table 1. Skewness can be used as a measure of the symmetry
of distribution for SV = 0. It is defined as a symmetrical distribution (left-skewed for SV < 0 and right-skewed for
SV > 0). Meanwhile, the KV is often compared to the kurtosis of the normal distribution that is KV = 3. If the KV

Page | 28



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January — June 2023)

> 3, the dataset has heavier tails than a normal distribution. Moreover, the dataset has lighter tails than a normal
distribution for KV < 3.

We can consider the effects of the shape parameters on the pdf-plotted of PG-R distribution in Figure
1, and the values of skewness and kurtosis values in Table 1, which the results are follows. For fixed other
parameters but o changed, the distribution shapes are right-skewed and left-skewed when a <1 and o >1,

respectively (see Figure 1 (a)). For fixed other parameters but 3 changed, the distribution shapes are left-skewed,
and is close to symmetric when 3 increase (see Figure 1 (b)). Figure 1 (c) shows that the various shape when
different values of A (for fixed other parameters); the distribution is decreasing function when A < 0.5, but it is
unimodal distribution when A >0.5; for 0.5 <A <1 the distribution is right-skewed; for A >1 the distribution is

left-skewed. Figure 1 (d) shows that the values for ¢ increase and the distribution is flatten but is still left-skewed.

Table 1 Results of the average values of the sample mean, variance, skewness, and kurtosis of PG-R distribution.

Figure 1 o B A c sample mean variance SV KV
5 1.5 1.5 3 5.6669 0.5127 -0.6228 3.3300
@) 3 1.5 1.5 3 4.8972 0.5995 -0.6045 3.2596
1.5 1.5 1.5 3 3.7586 0.7113 -0.5175 3.0176
o1 1 1.5 1.5 3 3.0525 0.7416 -0.4039 2.7756
0.5 1.5 1.5 3 1.8474 0.6360 -0.0525 2.3674
0.3 1.5 1.5 3 1.0642 0.4123 0.3676 2.4358
1.5 30 1.5 3 1.8720 0.2296 -0.1768 2.7719
(b) 1.5 15 1.5 3 2.2005 0.3124 -0.2073 2.7692
1.5 5 1.5 3 2.8518 0.4901 -0.3089 2.8009
g1 1.5 ] 25 1.5 3 3.3514 0.6198 -0.4168 2.8867
1.5 1 1.5 3 4.0974 0.7743 -0.6058 3.1648
1.5 0.5 1.5 3 4.6923 0.8586 -0.7637 3.5045
1.5 5 3 35 4.0460 0.2569 -0.7412 3.7268
© 1.5 5 2 35 3.6649 0.4671 -0.5139 3.1472
1.5 5 1.5 | 35 3.3270 0.6666 -0.3089 2.7987
21 1.5 5 1 35 2.7644 0.9777 0.0555 2.5559
1.5 5 0.5 | 35 1.7010 1.2950 0.9253 3.6533
1.5 5 0.3 | 35 1.0197 1.2068 1.9518 7.7386
1.5 | 25 1 5 5.0469 2.9459 -0.0967 2.4988
(d) 1.5 | 25 1 4 4.0365 1.8857 -0.0961 2.4986
1.5 | 25 1 3 3.0278 1.0605 -0.0959 2.4981
RN 1.5 | 25 1 2.5 2.5227 0.7364 -0.0965 2.4979
1.5 | 25 1 2 2.0185 0.4715 -0.0961 2.4971
1.5 | 25 1 1.5 1.5141 0.2650 -0.0969 2.4976

3.2.4 Order statistics

Let X

(1y»+++» X, denote the order statistics of a random sample X, for i=1,2,...,n from the PG-R

distribution with the pdf in equation (5) and cdf in equation (4); then the pdf of X, for j=1,2,...,n is

fX(,f) (x) =

F(n + I)OCBM(I _ e—xl/(zcﬁ))gq e*XZ/(Zcz) (1 _ efxz/(chz))cx A1
j i -¥*/(26*)\a 2 1-(1- -2 /(26%) o
P j+ D)6 @+ B 1- (1= /ey [ U= (=177

N ) s ) 5 A
(1_6-)(‘/(20 ))(x (-e™ /(20 ))a
X (1+B)+B 2 2 exp _B 2 2
(1_(1_6)5 /(26 ))u 1_(1_67,‘( /(20 ))on
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Jj-1

— ’xz/(zcz) o * _ 7x2/(202) o »
X + B (1 ¢ > z) exp —B %
24l 1-(1—e /ey 1—(1—e /Gy
_ et a . et ya MY
O PR 2 Uit S ) Y Ul
24P 1-(1-e /) - (1—e /ey

3.3 Parameter estimation
The ML estimates of the unknown parameters for the PG-R distribution are determined based on complete
samples. Let X,,...,X, be a random sample of size n from the PG-R distribution with set of parameters

0 = (o,B,A,6)". The log-likelihood function of @ can be expressed as

n

Ux;

i
i=1 i=1

+Hah— I)Zn:log[l _elee) ] O+ 1)i10g(1 _[1 _ e—xz/uca]“j
i=1 pan

r
|:1_e*x‘2/(262)]OL ., [1_67);}/(202)]"
1=[1-e /e ] ) BZ‘ 11/ T

The elements of the score function U(0) = (U,,U,,U,,U,) are given by

0, = 22 Slog[ 17107
i=1

o

+Y log|1+B+B
i=1

Ot l)i [1 _ il :|a . [1 e } i Bxi |:1 _pilash :|ak log |:1 _ g ilee :|
i=1

=1 ]— |:1 _ e*Xf/(ZGZ) :|a |:1 _ |:1 _ e—x,z/(ZGZ) j|'1 :|MI
[1 _eilesh T T [1 _ efx?/uoz)} log [1 o/ )J

1—[1_8”‘:2/(202)}& [1_[1_6_)(‘2/(202)}& TH >

+Bkzn: 1+B+PB

U, =2-"
"TB 2+B
+i 1+p)+p - ’

1_ e 2/(26%)

_e-Xf/(QGZ)T im1 1_|:1_e-xtz/(2°2):|a

U, :K+(x210g[1 e /(20) Zlog 1- ’X/(z")} )

I |:l o /(20 ) J 1 o 2 /(20 ):| g o |:1_e—x,z/(2csz):|a
-

[ —vz/(ZG ) J o 2/(20? )} " , [l_e—x,z/(zcz)T

+Bi 1+B+p

1_ e 2/(26%)

_eled )J 1_[1 o R/ >]

o /e >J
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2 7’(2/20
=_—+—Zx —(ak—l)Z[lx e_x( )J

2 -2 [(26%) ol -2 /(26%) 2 —/26%) - /(26%) -l
a(h+1) | X l-e™ e aph < i€ l-e™
+ +

3 3

o = 1_[1 _e*x?/acz)}“ o G (1_[1 _ e—x?/(zc?)T jm

1 z/(2 z) a n z/(z z) ak-1 Z/(Z z)
" N G 1_67,\', G efx, o
¢ (e ] | L J

——3in 1+B+B .
(e}

i=1 1_|:l_eﬂ‘;2/(262)]OL (1_|:1_ex,2/(2csz):|(X jhl

Then the ML estimates of the parameters o, B, A and o are obtained by setting the last two equations

to be zero and solving them. Clearly, it is difficult to solve them, therefore computer packages. In this study, the
nlm function in the stats package and contribution package in R (R Core Team, 2022) is used to find the ML
estimates.

3.4 Application study

In this section, we demonstrate the flexibility and the potentiality of the PG-R distribution through two
real data sets, which data set are:

Data I: The data set is gauge lengths of 10 mm (Kundu & Raqab, 2009). This data set consists of 63
observations: 1.901, 2.132, 2.203, 2.228, 2.257, 2.350, 2.361, 2.396, 2.397, 2.445, 2.454, 2.474,2.518, 2.522,
2.525,2.532,2.575,2.614, 2.616, 2.618, 2.624, 2.659, 2.675, 2.738, 2.740, 2.856, 2.917, 2.928, 2.937, 2.937,
2.977,2.996, 3.030, 3.125, 3.139, 3.145, 3.220, 3.223, 3.235, 3.243, 3.264, 3.272, 3.294, 3.332, 3.346, 3.377,
3.408, 3.435, 3.493, 3.501, 3.537, 3.554, 3.562, 3.628, 3.852, 3.871, 3.886, 3.971, 4.024, 4.027, 4.225, 4.395,
5.020.

Data II: The second data is the strength data set originally reported by Badar and Priest in 1982 (see
Dey, 2014). It describes the strength measured in GPA for single-carbon fibers and impregnated 1000-carbon
fiber tows. This data set consists of 62 observations: 0.5620, 0.5640, 0.7290, 0.8020, 0.9500, 1.0530, 1.1110,
1.1940, 1.2080, 1.2160, 1.2470, 1.2560, 1.2710, 1.2777, 1.3050, 1.3130, 1.3900, 1.4290, 1.4740, 1.4900,

1.5030, 1.5200, 1.5220, 1.5240, 1.5510, 1.6090, 1.6320, 1.6320, 1.6760, 1.6840, 1.6850, 1.7280, 1.7400,
1.7640, 1.7850, 1.8040, 1.8160, 1.8240, 1.8360, 1.8790.

We use these real data sets to illustrate the importance and flexibility of the PG-R distribution and compare
it with some lifetime distributions which related the PG-R distribution and the PG-G family of distributions with
four-parameter, such as the Rayleigh (R), power Garima-Lindley (PG-L; Aryuyuen et al., 2021), and Lindley (L)
distributions. All the model parameters are estimated by the ML method for the proposed model. These applications
will be used to determine the estimated parameters of each distribution. The value of ML estimates of each
distribution is obtained using the n1m function in the stats package and contribution package in R (R Core Team,
2022). The results are presented in Tables 2-3. In each application, we compare the fit of the PG-G distribution
with the fit of the corresponding baseline distribution (R distribution), the PG-G family with a four-parameter
distribution (PG-L distribution), and the L distribution. The criteria of the Akaike information criterion (AIC), the
corrected Akaike information criterion (CAIC), and Kolmogorov-Smirnov (D*) statistics are used. The model
gives the smallest values of AIC, CAIC, and D*. Therefore, it is the best model for fitting data.

Table 2 ML estimates of the model parameters and goodness of measures for their estimates for Data I.

Distributions ML estimates AlIC CAIC D* (p-value)
6. =40.3156, p=2.3421,
PG-R ) 121.19 121.88 0.0770 (0.8492)
2 =0.3076, 6=1.3118
R & =2.2067 189.04 189.11 0.3607 (<0.0001)
6. =6.5264, =216.0021,
PG-L i 129.65 130.34 0.0810 (0.8031)
A =0.7011, £=0.2743
L £=0.5392 244.72 244.78 0.4308 (<0.0001)
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Table 3 ML estimates of the model parameters and goodness of measures for their estimates for Data II.

Distribution ML estimates AlIC CAIC D* (p-value)
6 =2.5351, f=114.5274,
PG-R R 95.81 86.51 0.0490 (0.9984)
A =0.7918, 6 =4.1840
R 6= 1.2464 121.60 121.67 0.2551 (<0.0001)
6 =1.4544, p=21.2383,
PG-L R 95.98 96.68 0.0559 (0.9902)
A =2.1026, 1=0.4522
L 1=0.9015 176.00 176.06 0.5454 (<0.0001)
(a) Estimated pdf plots for Data | (b) The PG-R probability plot for Data |
. £ 7 8
- s g =
g 5 o 7| 8
© &
£ 4
S - R '
e =l T T T T T T
0.0 0.2 0.4 06 0.8 1.0
Theoretical cumulative distribution
(d) The PG-R probability plot for Data Il
. = _| g = _| o)
T B
8 4 g oa-
e I T T T T 1 el T T T T T T
0.0 05 1.0 15 20 25 0.0 02 0.4 06 0.8 1.0
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Figure 2 Plots of the estimated pdf for each distribution and the PG-R probability plot for the data sets.

Figure 2 shows the plots of the estimated pdf of the fitted models for the data sets. The numerical values
of the AIC, CAIC, and D* statistics are listed in Tables 2-3. The PG-R model gives the lowest values for the AIC,
CAIC, and D* statistics for the data set among the fitted model. The PG-R distribution could fit the data better
than the PG-L, R, and L distributions. A density plot compares the fitted densities of the models with the empirical
histogram of the observed data (Figure 2).
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4. Conclusion

This paper proposes a new four-parameter distribution, namely the PG-R distribution. The PG-R
distribution is motivated by the wide use of the Rayleigh distribution in practice and the fact that generalization
provides more flexibility to analyze positive real-life data. We derive explicit expressions for the quantile function
and order statistics. We also provide a foundation for some mathematical properties of this distribution, including
the derivation of the hazard rate function, moments, quantile function, generating numbers, and order statistics.
The model parameters are estimated by maximum likelihood. Applying the PG-R distribution to a real data set
indicates that the new distribution outperforms several distributions, including the PG-L, Rayleigh, and Lindley
distributions.
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Abstract

The failure of a business could significantly impact private companies, the government, and the whole
economy. Therefore, predicting business failure is always one major research problem in business and economics.
Many methods, such as theoretical models, statistical models, and data mining techniques, were applied to predict
business failures. This research developed a business failure prediction model to classify failed and non-failed
companies from one to three years before the failure by a hybrid data mining technique. The interest of this
research is to integrate clustering and classification techniques to predict business failure, which can be beneficial
for further research related to business failure prediction or early warning models. The study involved 3,118
agribusiness companies that submitted their financial statements from 2016 to 2020 in Thailand. Based on the
data of financial statements, a single classifier, including decision tree (DT), logistic regression (LR), and neural
network (NN), was compared with a hybrid data mining technique—clustering and classification. The results
showed that applying the hybrid method, k-mean and DT, helped to improve the business failure prediction
performance.
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1. Introduction

Business failure prediction has been a topic of interest and tends to gain more attention because of its
importance to many parties—the private companies, the government, and the whole economy (Tsai, 2014; Wanke,
Barros, & Faria, 2015). The failure of a business can cause social costs and the economy involving entrepreneurs,
workers, lenders, suppliers, and clients, which are related to increased debt. Rising household debt possibly
negatively affected the nation's economy (Pumjaroen, 2019; Pumjaroen, Vichitthamaros, & Sethapramote, 2020).

Both private and government sectors will benefit if the prediction is reliable (Geng, Bose, & Chen, 2015;
Klepa¢ & Hampel, 2017; Lin & McClean, 2001; Pumjaroen & Sethapramote, 2023). Since business failure does
not suddenly happen just in one day, the loss is a gradual process that evolves over a considerable period (Altman,
1968; Lincoln, 1984; Webb, 2003). Hence, the firms and the policymakers notice the early sign of business failure;
they could initiate remedial measures to avoid deterioration before the collapse. The firm could make a strategic
plan to reform itself; the investors have information to better manage their investment portfolios by reallocating
the stocks' funds and avoiding companies that are about to fail. Financial sectors related to investment and lending
would better assess the default risk Gepp, Kumar, and Bhattacharya (2010); (Tsai, 2014). The government
policymaker will have a longer time to find a strategy for healing the economy. Therefore, accurate business
failure prediction models would help the economy stabilize and increase for all involved.

Many empirical studies apply business failure as the outcome of financial distress (Geng et al., 2015).
Since if the firm's financial health is weakened, it deals with financial distress, developing into a financial crisis
and ending as a failure. Because financial analysis informs the company’s standing, it helps identify scenarios
leading to its financial health and management's quality decisions (Klepa¢ & Hampel, 2017).

There are many aliases in the area of business failure prediction, such as financial distress prediction,
bankruptcy prediction, and business failure prediction. However, they are all related to the model aiming to predict
the failure of a business before it actually happens. Some models apply only the available financial information
associated with the company. Many studies include other attributes, such as industrial and economic indicators
(Geng et al., 2015).

Since agribusiness is one of the driving sectors of Thailand's economy, this research aimed to develop
its business failure prediction model to classify failed and non-failed companies. Data mining techniques have
become popular alternatives in business failure prediction (Li, Sun, & Wu, 2010). Most of the business failure
predictions in Thailand were conducted by a single classifier (Buanak, 2016; Narungsri, 2005). However, many
recent studies indicate that a hybrid method, which combines multiple approaches, outperforms a single process
(Alapati & Sindhu, 2016; Jader & Aminifar, 2022; Shalaby, Belal, & Omar, 2021). Moreover, some related studies
of business failure prediction found that a hybrid method helps improve the model performance over using only
a single process (Hsieh, 2005; West, Dellana, & Qian, 2005). Hence, this research focused on comparing the
prediction performance of single and hybrid classified methods with different previous years' early warnings
before the business failure. The interest of this research is to integrate the clustering and classification techniques
to predict Thailand's agribusiness failure, which can be beneficial for further research related to the model of
business failure prediction or early warning model. The result showed whether applying the clustering technique
before classification helped improve Thailand's agribusiness business failure prediction.

The remainder of the article is organized as follows—Section Two reviews related studies on a business
failure description and prediction model using data mining techniques. The research steps and empirical data
collected for agribusiness failure prediction are described in Section Three. The results are discussed in Section
Four. Finally, Section Five presents the conclusions of the empirical results and their implications.

2. Conceptual Background

2.1 Description of Business Failure

Many terms are used to describe when firms face financial difficulties, such as financial distress, business
bankruptcy, firm default, and business failure (Geng et al., 2015). As for business failure, Dimitras, Zanakis, and
Zopounidis (1996) defined it as a situation in which the firms could not continually operate.

The financial statement has long been applied to predict business failure. Since it is the accounting report
assessing a firm's information focusing on the financial situation and the results of its operations, the financial
statement helps provide useful information for making economic decisions. Altman (1968) was among the first
researchers who used financial ratios to predict corporate bankruptcy.

In Thailand, a registered juristic person must report a financial statement to the Department of Business
Development (DBD), Ministry of Commerce every year (Development, 2020). If the firm does not submit the
financial report for consecutively three years, the officer will label its status as an unoccupied firm. In case the
company cannot operate the business, it must report to the department for liquidation.

As for those mentioned above, the firm that registers the liquidation or does not report the financial
statements for three consecutive years will be defined as a business failure for this research.
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2.2 Business Failure Prediction Models

The business failure prediction model could be classified into three groups: statistical models (such as
discriminant and regression analysis), data mining techniques (such as neural networks and decision trees), and
theoretical models (such as expert evaluation and market risk models) (Klepa¢ & Hampel, 2017). Nowadays,
many studies have applied hybrid methods to enhance prediction accuracy (Alapati & Sindhu, 2016; Klepa¢ &
Hampel, 2017; Tsai & Chen, 2010). The procedure combines more than one model from statistical and machine
learning techniques to improve prediction performance. Recent studies of business failure prediction have also
used a hybrid method and confirmed that combining multiple approaches outperforms a single process (Hsieh,
2005; West et al., 2005). More specifically, pre-classification by clustering technique before classification helps
improve predictive performance (Hsieh, 2005; Tsai, 2014).

2.2.1 Classification

Classification is considered a supervised technique since it learns by a set of examples, acting as a
supervisor. The supervisor has the expertise of the environment, represented by a group of input-output examples.
As for classifying unknown patterns, the process tries to generate a classifier or a model from a training sample
set for each class during the learning task. The learning process tries to map between the input-output examples
and correctly label the training set. Consequently, the model obtained from the training process is applied to
classify an unknown pattern into each class. The classification techniques used frequently for business failure are
decision tree (DT), logistic regression (LR), and neural network (NN) (Kumar & Ravi, 2007; Tsai, 2014).

The first statistical model for business failure prediction was published in the 1960s by Beaver
(1966), which was a univariate model. As for the multivariate technique, Altman (1968) proposed the application
of discriminant analysis. However, the method was popular in business failure prediction before the 1980s (Geng
et al., 2015) because of its stick assumptions, such as linear separability, multivariate normality, and equal
covariances. LR was suggested in the business failure area to overcome the discriminant limitations. Martin (1977)
pioneered the logistic model to forecast bank failure. LR is mainly applied to forecast binary or multi-class
response attributes. The model cannot be generated by linear regression directly since the dependent variable is a
nominal type. Instead of predicting a point estimate of the event, it predicts the odds of the event. The logistic
model has been widely used for classification problems; however, its restrictive assumptions make data mining
techniques more popular in real-world prediction problems (Olson, Delen, & Meng, 2012).

Data mining techniques have influenced the area of business failure prediction since the 1990s. NN
and DT are the popular technique for this area (Klepa¢ & Hampel, 2017).

NN is a nonlinear mathematical approach to the data mining technique. The method comprises a
group of neural nodes linking with the weighted nodes. Each node can simulate a neuron of creatures, and the
connection among these nodes is equal to the synaptic that connects among the neurons. Generally, neural
networks consist of input, hidden, and output layers. Each layer is connected, of which input units will be
connected to hidden units, and the hidden units will later be joined to the output units.

DT is a non-parametric prediction method as a recursive partitioning using a divide and conquers
technique to distinguish instances. Its structure comprises a root node, branches, and leaf nodes. Each internal
node denotes a test on an attribute, each branch represents the outcome of a test, and each leaf node holds a class
label. The topmost node in the tree is the root node. The decision tree aims to divide the unknown data recursively
until every data belongs to a specific class. The algorithm for the decision tree is generally implemented in two
phases. Tree-building is the first phase; in that phase, the tree is divided until all the data have its class in a top-
down fashion. The second phase is tree pruning, where predictions and accuracy are improved bottom-up.

2.2.2 Clustering

Clustering is an unsupervised technique that differs from classification. The approach aims to
arrange a given data of unlabelled input patterns into meaningful clusters based on a measure of similarity (Jain,
Murty, & Flynn, 1999). Pattern clustering results in some well-separated groups in the feature space, which
summarise and visualize data in the given collection. Algorithms in the clustering technique can be grouped into
two categories-- hierarchical and non-hierarchical (or partitional) clustering. The hierarchical clustering algorithm
generates a hierarchy of clusters, in which a distinct singleton cluster will be combined one by one until satisfied
some thresholds. The result will produce a series of arborescence partitions. The work of Beranova, Basovnikova,
and Martinovicova (2013) applied this method to cluster agricultural enterprises. Some might prefer partitional
clustering, especially in business problems (Dissayarungkun, 2021; Olafsson, Li, & Wu, 2008). K-means is one
of the well-known partitional clustering algorithms since it procedures with a simple algorithm but gives efficient
clustering results (Tsai & Chen, 2010). The method aims to partition the data set into k clusters in which each
observation belongs to the cluster with the nearest mean (centroid). The algorithm computes centroids and repeats
until the optimal centroid is found. The process starts with selecting the k point as the initial centroids. Each
observation in the data set will be assigned to the closest centroid and then recomputed the new centroids of each
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cluster. The process reassigns each observation regarding their nearest new centroids. Repeatedly the process until
some convergence criterion is satisfied or the assignment is not changed.

3. Research Methodology

The research follows the important steps of the CRoss Industry Standard Process for Data Mining
(CRISP-DM) (Shearer, 2000), which is the standard data mining process. This study focuses on data
understanding, preparation, modeling, and evaluation. RapidMiner Studio Version 9.10 was used for the data
analysis processing.

3.1 Data Understanding and Preparation

The research focused on predicting agribusiness failure in Thailand based on the annual financial
statement collected from the Department of Business Development database. Regarding The Thailand Standard
Industrial Classification (TSIC), agribusiness is classified in A--Agriculture, Hunting, Forestry, and Fishing. This
research studied 3,118 companies that submitted their financial statements from 2016 to 2020 (The recent financial
statement data collected was in 2019). The input variables were related to 12 kinds of financial statements and
firm information attributes, including business size, company age, two consecutive years of profit or loss, recently
registered capital, working capital, corporate income tax, revenue, authorized capital stock, total assets, current
asset, liability, and operating profit margin.

3.2 Number of Failed Business Status

Since the research aimed to predict business failure in 2020, the target attribute was a nominal type--the
"Failure" or "Non-Failure" status in 2020. There were 100 failed companies in the study, including those registered
for liquidation or labeled as unoccupied firms. The rest of them are labeled as non-failure firms, including 3,018
companies.

3.3 The Time Span of the Data Set

The previous studies in Thailand used the financial statements data obtained during the last three years
before the failure, which achieved the accuracy of training data of about 70% to 80%. Buanak (2016) forecasted
bankruptcies of small and medium-sized enterprises (SMES) in Thailand ahead of one to three years before failure
happened. An imbalanced sample of 604 firms from 2008 to 2015, including 71 failed companies and 532 active
enterprises, was applied in the training model. The study compared the accuracy of Altman, Zmijewski, and
discriminant models. The finding showed that discriminant analysis gave the most accuracy of training data with
77.45%,75.80%, and 81.16% for one, two, and three years ahead. Narungsri (2005) applied logistic regression to
predict financial failure for small and medium companies from one to three years ahead. The study estimated the
model by the financial statement from 1999 to 2001. The sample size was 671 firms containing 321 failed
companies and 350 active firms. The selected model was applied to predict the business failure of testing data,
including 55 companies for each group of failed and non-failed. The result showed that the one-year-ahead
prediction was better than two and three years ahead, which achieved the accuracy of training data at 72.70%,
69.27%, 67.79%, and for testing data at 71.82%, 68.87%, and 66.98% consecutively.

This research also implemented the model based on the financial statement obtained for three previous
years before the companies were labeled as business failures in 2020. For example, in an early warning for one
year (t-1), the study used financial data by 2019 to predict whether the firm was marked as a failure in 2020. As
for the two-year prediction (t-2) of 2020, the financial statement before 2018 was applied to the model. The model
used only the financial information before 2017 to predict a three-year earlier failure (t-3) in 2020.

3.4 Data Preparation

As the initial data set, the business status in 2020 and the financial statement were combined. The missing
values were remedied by interpolation. Stratified random sampling was applied to partition the data into training
and testing data sets. The training data set was applied to generate the learning models, while the testing data set
was used to test the models' predictive ability. The random partitions of the training and testing data sets might
impact the analysis; hence, we conduct both single and multiple splits.

Regarding the single split, to avoid undertraining or overtraining, we applied the training ratios at 0.6,
0.7, and 0.8. As for the training data set, it worked with a balanced sample size. For instance, of 0.6 split ratios,
this training data set contained 120 observations, including 60 failed firms and 60 non-failed firms, since the
observations labeled as failed firms totally in the data set were 100 firms. As for the testing data set, the number
of data was 2,998 firms—40 failed firms and 2,958 non-failed firms, which the data did not use for generating the
model.

The research also conducted multiple splits or cross-validation, a resampling procedure, to evaluate the
models with ten folds. Cross-validation aims to reduce the bias associated with the random sampling of the training

Page | 38



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January — June 2023)

and holdout data samples. The analysis randomly selected 100 failed firms and 100 non-failed firms regarding a
balanced training data set. This input data was partitioned into ten subsets of equal size at 20 observations. A
single subset was retained as the test data set (20 observations) of those ten subsets. The remaining nine subsets
worked as a training data set (180 observations). The cross-validation process was then iterated ten times, with
each of the ten subsets used exactly once as the test data. The ten results from the ten iterations were combined to
produce the estimation.

This training data set of this study might be quite small for general problems using the data mining
technique; however, as for the limitation of data in the fields of business failure prediction, this training sample
size was acceptable. As seen in many works related to business failure prediction, such as the work of Geng et al.
(2015); Klepa¢ and Hampel (2017), who applied data mining models such as LR, NN, and DT, also used around
the same size of this research for the training data set.

3.5 Modelling

In the first step of data modeling, we generated single-classified models. LR, NN, and DT, well-known
and widely used classification methods in business failure prediction, were conducted. Regarding the RapidMiner
operator, as for LR, the logistic regression operator was used. This operator applied an S-shaped curve formed by
the logit transformation representing the probability of an event—Failure Non-Failur. The decision tree operator
was applied for DT, in which the algorithm collects nodes to identify a decision on values affiliation to a class of
business status. Each node represents a splitting rule for one variable. The new nodes were repeatedly created
until meeting the stopping criterion. A prediction of a business status was identified based on the majority of
Examples that reached this leaf during generation. The Neural Net operator was conducted for NN, which learns
a model through a feed-forward neural network trained by a multi-layer perceptron. Hereafter, the outperform
model will be selected regarding the predictive performance (Figure 1).

Secondly, the research conducted the hybrid classifier by combining the clustering method in the selected
classifier to improve business failure prediction (Figure 2). The k-mean clustering is one of which the well-known
clustering in business fields (Tsai & Chen, 2010) was applied for this task. Then we compared the predictive
performance of the selected model from the first step and the hybrid model from the second step.

financial statement financial statement financial statement
(t-1) (t-2) (t-3)
y
LR NN DT LR NN DT LR NN DT
y y y y \ 4 y 4 \ 4

per

< <
=% -3

per

Figure 1: A single method for business failure prediction

Page | 39



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January — June 2023)

financial statement financial statement financial statement
(t-1) (t-2) (t-3)
clustering selected classifier —DI performance

Figure 2: A hybrid method of clustering combined with classification for business failure
3.6 Evaluation

The research evaluated the model performance in terms of accuracy, recall, and precision, the common
evaluation metrics of machine learning. (Davis & Goadrich, 2006; Geng et al., 2015).

The accuracy is the ratio of correctly predicted observations, including failure and non-failure, to the
total number of observations. Whereas recall is the ratio of correctly predicted failure observations to the total
number of actual failure observations, precision is the ratio of correctly predicted failure observations to the total
number of predicted failure observations. The confusion matrix displays the classification prediction performance
in Table 1.

Table 1: Confusion matrix for business failure prediction

Actual
T (failure) F (non-failure)
T (failure) TP FP
Predict
F(non-failure) FN TN
TP+TN
Accuracy= ———
TP+FP+FN+TN

Recall=

TP+FN
Precision=

P+FP

4. Results and Discussion

The predictive performance of LR, DT, and NN are shown in Tables 2 and 3. The tables display the
accuracy, recall, and precision based on the training ratios of 0.6, 0.7, 0.8, and ten-fold cross-validation of the
early warning for t-1, t-2, and t-3.

Table 2 shows the single classifier performances of LR, NN, and DT to predict business failure. The
results varied according to the performance evaluation criterion, the training ratios or the cross-validation, the
early warning period, and the training or testing data set. For example, the accuracy of cross-validation for t-1 in
the training data set, the result of LR was outstanding, gaining at 87.67%; however, in the testing data, NN was
outperformed at 70.00%. Hence, the research considered the number of models achieving better performance in
the last section of Table 2. However, please note that an accuracy rate is generally applied to evaluate the correctly
classified sample number to the total sample number of a balanced data set. However, the data set of business
failure is highly class-imbalanced; the accuracy rate measure cannot evaluate model performance for the minority
class well (Sun, Li, Fujita, Fu, & Ai, 2020). The purpose of the business failure prediction is to capture the failure
of a business (Klepa¢ & Hampel, 2017), which is the minority class of the data set. Hence, this research focused
on the model with the highest recall and precision rates because they concentrate on correctly predicted failure
business.

Figure 3 shows the recall and precision of each single technique, whereas the last row of Table 2 focuses
on the number of models gaining better recall and precision. The results indicated that DT achieved better
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performance in both training and testing data sets (except for t-2, DT was equal to LR for training, and DT was
not different from NN for the testing data set). Many research suggested applying black-box algorithms such as
NN and the support vector machines method (SVM) to predict business failure; however, those techniques are
less comprehensible by human users than DT (Olson et al., 2012). Our results also were consistent with Klepac
and Hampel (2017). They indicated that DT offers better accuracy for agriculture companies in the EU than LR
and SVM. In addition, the study of Olson et al. (2012) related to bankruptcy prediction found that DT was
relatively more accurate than NN and SVM.

Since this research aimed to improve business failure prediction by applying the hybrid classifier--
segmentation before classification, the k-mean clustering was applied. K-mean separated the data into subgroups
based on the company's age and the two consecutive years of profit or loss before conducting the DT classification
method to improve the business failure prediction performance. However, k-mean is the non-hierarchical method;
identifying the number of groups or k is needed before using the technique. Therefore, the research applied the
hierarchical method with agglomerative algorithms to roughly set the number of clusters. The study decided to
apply k=3 for the k-mean clustering. In addition, as the suggestion by Hair, Black, Babin, and Anderson (2014),
the cluster solution was validated by considering the variable not included in the cluster analysis—Dbusiness size
(small, medium, and large) to ensure the practical significance of the cluster solutions. The results showed the
relevant reasons. For example, the largest group of the clustering analysis trended to be the companies that had
not conducted business for a long time and had two consecutive years of loss; most of the companies in the group
were small-size businesses.

Table 3 displays the comparison of the predictive performance of DT and hybrid DT to predict business
failure. For the same reason mentioned above, this part also considered only recall and precision. As for the
training data set, clustering before classification helped improve classification performance for t-1 and t-2;
however, the performance did not differ for t-3. As for the testing data set, clustering before classifying helped
improve classification performance for t-1 and t-3, but as for t-2, it gained lower performance (The last row of
Table 3 and Figure 4). Moreover, the result found that long-time forecasting seemed to decrease the model
prediction performance, which was according to the previous studies of Klepa¢ and Hampel (2017); Narungsri
(2005).
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Training data Testing data
Splits t-1 t-2 t-3 t-1 t-2 t-3
LR NN DT LR NN DT LR NN DT LR NN DT LR NN DT LR NN DT
0.6 100.00 88.33 88.33 | 9583 90.83 88.33 | 90.83 86.67 8583 | 58.30 67.20 54.37 | 49.72 | 5533 50.12 | 5854 | 7723 50.12
§ 0.7 97.14 90.00 83.57 88.57 86.43 77.14 | 8357 8357 7286 | 64.71 76.04 5048 | 63.32 54.01 4449 | 6396 | 75.72 37.11
§ 0.8 85.00 86.25 83.75 | 81.25 | 84.38 80.00 | 80.63 | 8250 6750 | 65.06 76.12 5593 [ 66.19 62.02 5593 | 7051 7051 29.33
<
Cross-validation 87.67 82.11 83.44 | 8156 79.28 79.72 | 79.67 78.83 | 80.06 | 64.50 70.00 67.00 | 61.00 @ 66.00 65.00 | 68.50 @ 68.00 65.00
0.6 100.00 86.67 = 100.00 | 96.67 9500 = 98.33 | 91.67 81.67 | 9833 | 5750 60.00 8750 | 55.00 = 77.50 75.00 | 52,50 55.00 | 72.50
= 0.7 98.57 82.86 = 100.00 | 87.14 9571 = 100.00 | 84.29 78.57 | 100.00 | 60.00 46.67 73.33 | 50.00 83.33 93.33 | 50.00 46.67 | 93.33
E 0.8 83.75 8250 9875 | 8250 9375 96.25 | 77.50 83.75 | 100.00 | 50.00 45.00 85.00 | 55.00 80.00 = 95.00 | 50.00 55.00 | 95.00
Cross-validation 87.44 8556 = 97.00 | 85.00 84.22 @ 96.11 | 8522 8456 | 9544 | 71.00 76.00 79.00 | 68.00 74.00 81.00 | 75.00 75.00 | 82.00
0.6 100.00 89.66 81.08 | 95.08 87.69 81.94 | 90.16 & 90.74 78.67 4.37 5.76 5.84 3.49 5.35 4.67 4.05 7.64 453
§ 0.7 95.83 96.67 75.27 | 89.71 80.72 68.63 | 83.10 | 87.30 64.81 5.36 6.31 4.61 4.37 5.56 5.14 4.45 6.22 4.56
g 0.8 85.90 89.19 7596 | 8049 78.95 72.64 | 8267 8171 60.61 4.59 6.12 5.88 5.16 6.43 6.48 5.43 591 4.14
o
Cross-validation 87.83 80.04 76.31 | 7952 76.64 7238 | 76.70 7587 7298 | 62.83 67.86 63.71 | 59.65 @ 63.79 61.36 | 66.37 6579 61.19
o Accuracy 3 1 0 3 1 0 2 2 1 0 4 0 2 2 0 2 3 0
£g
S e
z’ g Recall 1 0 4 0 0 4 0 0 4 0 0 4 0 1 3 0 0 4
g8
E o o
s ; Precision 2 2 0 4 0 0 2 2 0 0 3 1 0 3 1 1 3 0
2%
E“ Recall and
c . 3 2 4 4 0 4 2 2 4 0 3 5 0 4 4 1 3 4
Precision
Note: The highlight is the better performanc
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Figure 3: Recall and precision of DT, LR, NN

Note: () Training ratio or cross-validation
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Table 3: Comparing the predictive performance of the single classifier and hybrid classifier of DT

Soli t-1 t-2 t-3 t-1 t-2 t-3
its
P Single Hybrid Single Hybrid Single Hybrid Single Hybrid Single Hybrid Single Hybrid
0.6 88.33 86.67 82.50 54.37
§ 0.7 83.57 77.14 72.86 50.48
5 0.8 83.75 80.00 67.50 55.93
Cross-validation 83.44 79.72 77.28 67.00
0.6 98.33 98.33 85.00 75.00
= 0.7 97.18 98.59 73.33
g 08 96.25 91.25
Cross-validation 94.22 95.44
0.6 81.08 78.95 74.07
§ 0.7 75.27 64.81
8
§ 0.8 75.96 60.61
o
Cross-validation 76.31
o Accuracy 0
=
.% 8
Z é Recall 3
L o
g8
Eg N
"é 5 Precision 0
g7
E- Recall and
2 o 3
Precision

Note: The highlight is the better performance
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5. Conclusions

Business failure can significantly impact many parties—the private companies, the government, and the
whole economy. Therefore, predicting business failure is always one major research problem in business and
economics. This research aimed to improve business failure prediction for Thailand agribusiness using hybrid
classifiers. This case studied 3,118 companies submitting their financial statements from 2016 to 2020, and there
were 100 failed companies in the study, including those registered for liquidation or labeled as unoccupied firms.

As for the single classifier, focusing on recall and precision, the empirical result indicated that DT
performs better than LR and NN. This result was consistent with Klepa¢ and Hampel (2017), who showed DT
offers better accuracy for agriculture companies in the EU than LR and the SVM. Moreover, Olson et al. (2012),
whose study related to bankruptcy prediction, suggest that DT was relatively more accurate than NN and SVM.
Although much research concludes NN obtained more accuracy than DT, it is less comprehensible by human
users than DT (Olson et al., 2012).

Since the research focused on comparing the prediction performance of single and hybrid classified
methods, segmentation and classification were applied to improve the business failure prediction. The k-mean
clustering technique was applied to separate the data into three groups before using the DT classification method.
The results of the hybrid classifier of DT were not consensus for all t-1, t-2, and t-3. As for the testing data set,
the hybrid helped improve classification performance for t-1 and t-3, but for t-2, it gained lower performance than
a single DT. However, when considering the overall of all periods of t-1, t-2, and t-3, The results indicated that
hybrid classifiers helped improve classification performance. Clustering before classification was beneficially
supported by the studies of Alapati and Sindhu (2016) and Tsai (2014). Nevertheless, the results indicated that
increasing the previous year of early warning before the failure will decrease the accuracy of the business failure
prediction model, which is consistent with earlier studies by Klepa¢ and Hampel (2017) and Narungsri (2005).

In conclusion, in this case, the results suggest applying the hybrid method of clustering and classification
to the work of business failure prediction. Even though, in numerous instances, clustering can help improve
classification performance; however, it does not always improve the quality of classification (Piernik & Morzy,
2021).

For future work, I suggest considering these issues. First, more rule nodes were desired to improve the
NN performance; however, the compensation of this task is the more complex model. Second, several clustering
techniques can be pre-processed before classification for comparisons. Third, other advanced classification
methods could be regarded as the hybrid method in the same way. Forth, different data sets with higher failed
firms should be applied for this work.
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