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บทคดัยอ่ 

 
จากแนวโน้มของการลงทุนทางดา้นเทคโนโลยสีารสนเทศทีส่งูขึน้ในช่วงปีทีผ่่านมาท าใหเ้กดิโครงการทางดา้น

สารสนเทศขึน้เป็นจ านวนมาก แต่จากสถติพิบว่ามมีากถงึ 2 ใน 3 ของทีไ่ม่สามารถด าเนินการตามแผนงานทีว่างไวไ้ด ้
การวจิยัครัง้นี้มจีงึวตัถุประสงค์เพื่อศกึษาปัจจยัทีม่ผีลต่อความล้มเหลวของการด าเนินการโครงการทางดา้นเทคโนโลยี
สารสนเทศ และศกึษาความสมัพนัธ์ระหว่างผลลพัธ์ในการด าเนินโครงการทางด้านเทคโนโลยีสารสนเทศกบักรอบ
แนวคดิเชงิวศิวกรรมของผูจ้ดัการโครงการ รวมไปถงึการศกึษาปัจจยัทีส่่งผลต่อการพฒันากรอบแนวคดิเชงิวศิวกรรม
ของผูจ้ดัการโครงการ โดยใชก้ลุ่มตวัอย่างผูจ้ดัการโครงการทางดา้นเทคโนโลยสีารสนเทศในประเทศไทยจ านวน 214 
คน โดยใชก้ารเลอืกกลุ่มตวัอย่างแบบเจาะจง เครื่องมอืทีใ่ช้ในการวจิยั ได้แก่ แบบสอบถามทีผ่่านกระบวนการ IOC 
และ สถิติที่ใช้ในการวจิยั ได้แก่ ค่าเฉลี่ยและส่วนเบี่ยงเบนมาตรฐาน  โดยใช้ค่าสมัประสิทธิอ์ลัฟ่าครอนบาชในการ
ทดสอบความเชื่อมัน่ของแบบสอบถาม 

ผลการวจิยัพบว่าการบรหิารขอบเขตโครงการและการบรหิารการสื่อสารในโครงการเป็น 2 กลุ่มหลกัทีส่่งผล
ต่อความลม้เหลวของโครงการ โดยมเีปอรเ์ซน็ตร์วมกนัถงึ 58.76% นอกจากนี้ยงัพบว่า กรอบแนวคดิเชงิวศิวกรรมของ
ผูจ้ดัการโครงการ ซึง่ประกอบไปดว้ยแนวคดิในการปรบัตวั แนวคดิในการเตบิโต และ แนวคดิในการเรยีนรู ้เป็นหนึ่งใน
ทกัษะที่ส าคญัที่ส่งผลต่อความส าเร็จหรือล้มเหลวในการด าเนินโครงการ และประสบการณ์โดยตรงในการบรหิาร
โครงการของผูจ้ดัการโครงการน่าจะเป็นหนึ่งในปัจจยัส าคญัทีม่ส่ีวนในการพฒันาแนวคดิเชงิวศิวกรรมส าหรบัผูจ้ดัการ
โครงการ 
 
ค าส าคญั: กรอบแนวคดิเชงิวศิวกรรม, ผูจ้ดัการโครงการ, เทคโนโลยสีารสนเทศ, ความลม้เหลวของโครงการ  
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Abstract 

 
Due to the trend of higher investment in information technology in the recent years. As a result, there 

are many information technology projects occurred. However, the statistics show that more than two-thirds of 
the projects were unable to implement based on plan. The purposes of this research were to study the factors 
affecting the failure of the IT project implementation. Also, to study the relationship between the IT project 
implementation outcomes and the Engineering Mindset skills of project managers. These includes the study of 
factors affecting the development of the Project Manager’s Engineering Mindset.  The samples of this survey 
were chosen from 214 project managers who worked in Thailand and involved in information technology 
projects by specific purpose technique. In the study, a questionnaire that passed the IOC reviewing process 
was used to survey data. The statistics used in the research were the mean average method and standard 
deviation (S.D.) In addition, Cronbach's alpha coefficient was used to test the confidence of the questionnaire. 

The research findings showed that project scope management and project communication 
management were the two main factors that affected project failure with a combined percentage of 58.76%. 
The Engineering Mindset of project managers, including Adaptive Mindset, Growth Mindset and Learning 
Mindset, is one of the key factors that affect the success or failure of a project. It was also found that direct 
experience in project management is likely to be one of the key factors in the development of an engineering 
mindset for project managers. 
 
Keywords: Engineering Mindset, Project Manager, Information Technology, Project Failure  
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1. บทน า 

1.1 ท่ีมาและความส าคญัของงานวิจยั 
เทคโนโลยสีารสนเทศเป็นปัจจยัทีเ่ขา้มามบีทบาทอย่างมากในโลกยุคปัจจุบนั ทัง้ในแง่ของการอ านวยความ

สะดวกในชีวิตประจ าวนัและการแข่งขนัเพื่อสร้างโอกาสทางธุรกิจ ดงันัน้การด าเนินโครงการทางด้านเทคโนโลยี
สารสนเทศจึงเป็นสิ่งส าคญัในการขบัเคลื่อนอนาคต จากการส ารวจของ Gartner (2022) พบว่าการลงทุนทางด้าน
เทคโนโลยขีองบรษิทัขนาดใหญ่ทัว่โลกในปี พ.ศ. 2565 เพิม่ขึน้จากปี พ.ศ. 2564 ประมาณ 132,688 ลา้นดอลล่าสหรฐั 
และมแีนวโน้มที่จะลงทุนเพิม่ขึน้อีกประมาณ 274,929 ล้านดอลล่าสหรฐัในปี พ.ศ. 2566 ซึ่งเป็นสิง่ที่แสดงใหเ้หน็ว่า
โครงการทางดา้นเทคโนโลยสีารสนเทศเป็นสิง่ทีไ่ดร้บัความส าคญัและมแีนวโน้มทีจ่ะเกดิขึน้อกีเป็นจ านวนมาก แต่จาก
ผลการส ารวจของ The Standish Group (2021) พบว่าผลการด าเนินโครงการทางดา้นเทคโนโลยสีารสนเทศทัว่โลกใน
ปี พ.ศ.2564 มอีตัราความส าเรจ็ตรงตามแผนงานและงบประมาณทีว่างไวเ้พยีง 31% เท่านัน้ ซึง่เป็นเพยีง 1 ใน 3 ของ
การท าโครงการทัง้หมด อกี 69% หรอืประมาณ 2 ใน 3 คอืโครงการทีล่้มเหลว หรอืต้องใชเ้วลาและทรพัยากรมากกว่า
ทีไ่ดว้างแผนไว ้และจากการศกึษาถงึสาเหตุของความล้มเหลวของโครงการ  พบว่าทุกสาเหตุมคีวามเกี่ยวขอ้งกบัการ
บรหิารจดัการโครงการทัง้ทางตรงและทางอ้อม ดงันัน้การที่สามารถบรหิารโครงการได้อย่างมปีระสทิธภิาพจึงเป็น
ปัจจยัส าคญัทีช่่วยใหโ้ครงการประสบความส าเรจ็และบรรลุตามวตัถุประสงคข์องโครงการทีว่างไว้ 

จากทีไ่ดก้ล่าวมาขา้งตน้ ผูจ้ดัการโครงการ (Project Manager) จงึนับเป็นบุคคลทีม่ผีลโดยตรงต่อความส าเรจ็
หรอืล้มเหลวของโครงการ ความสามารถในการจดัการ วางแผน ควบคุม รวมถึงทกัษะในการแก้ปัญหาของผูจ้ดัการ
โครงการจงึเป็นปัจจยัส าคญัทีส่่งผลต่อผลลพัธข์องโครงการ 

กรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) เป็นหนึ่งทกัษะทีไ่ดร้บัการยอมรบัอย่างกวา้งขวางในการ
แก้ปัญหาว่าเป็นกระบวนการคิดที่สามารถวางแผนงานและแก้ปัญหาได้อย่างมปีระสิทธิภาพ ดงันัน้ หากผู้จดัการ
โครงการมทีกัษะในการบรหิารโครงการและมกีรอบแนวคดิเชงิวศิวกรรมทีด่ ีควรจะส่งผลต่อความส าเรจ็ของโครงการใน
อตัราทีส่งูขึน้ สามารถวางแผนงาน แกไ้ขปัญหาทีพ่บในโครงการไดอ้ย่างมปีระสทิธภิาพและเป็นระบบ ในขณะเดยีวกนั
ผูจ้ดัการโครงการทีข่าดกรอบแนวคดิเชงิวศิวกรรม อาจจะส่งผลใหป้ระสบปัญหาในการด าเนินโครงการ การแก้ปัญหา 
ซึง่อาจจะส่งผลใหโ้ครงการเกดิความลม้เหลวได ้จากสมมุตฐิานน้ี จงึไดท้ าการศกึษาถงึความสมัพนัธร์ะหว่างผลลพัธ์ใน
การด าเนินโครงการกบักรอบแนวคดิเชงิวศิวกรรมของผูจ้ดัการโครงการ โดยแสดงใหเ้หน็ถงึความแตกต่างของกรอบ
แนวคดิเชงิวศิวกรรมในผูจ้ดัการโครงการทีม่ผีลลพัธอ์ตัราความส าเรจ็ของโครงการแตกต่างกนั รวมถงึศกึษาปัจจยัอื่นๆ
ทีอ่าจส่งผลต่อการพฒันาความสามารถและทกัษะของกรอบแนวคดิเชงิวศิวกรรม 

1.2 วตัถปุระสงคข์องการวิจยั 
การวจิยัครัง้นี้มวีตัถุประสงค์เพื่อศกึษาปัจจยัที่มผีลต่อความล้มเหลวของการด าเนินการโครงการทางด้าน

เทคโนโลยสีารสนเทศ และศกึษาความสมัพนัธร์ะหว่างผลลพัธใ์นการด าเนินโครงการทางดา้นเทคโนโลยสีารสนเทศกบั
กรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) ของผู้จดัการโครงการ รวมไปถึงการศกึษาปัจจยัที่ส่งผลต่อการ
พัฒนากรอบแนวคิดเชิงวิศวกรรม (Engineering Mindset) ของผู้จ ัดการโครงการ นอกจากนี้ผลจากการศึกษายงั
สามารถน าไปประยุกตใ์ชใ้นการคดัเลอืกหรอืมอบหมายงานใหก้บัผูจ้ดัการโครงการเพื่อเพิม่อตัราผลส าเรจ็ของโครงการ
ทางดา้นเทคโนโลยสีารสนเทศต่อไป 
 
2. งานวิจยัท่ีเก่ียวข้อง 

2.1 โครงการเทคโนโลยีสารสนเทศ (Information Technology Project) 
โครงการเทคโนโลยีสารสนเทศ ( Information Technology Project) (ADHIATMA และ LEGOWO, 2018) 

เป็นโครงการประเภทหนึ่งทีเ่กี่ยวขอ้งกบัโครงสรา้งพืน้ฐานดา้นระบบสารสนเทศหรอืระบบคอมพวิเตอร์ ตวัอย่างของ
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โครงการทางดา้นสารสนเทศ ไดแ้ก่ การพฒันาเวบ็ การพฒันาซอฟต์แวร์ การพฒันาแอพพลเิคชัน่บนอุปกรณ์พกพา 
การก าหนดค่าเครอืขา่ย การใชซ้อฟตแ์วร ์การตดิตัง้ฮารด์แวร ์การจดัการฐานขอ้มลู รวมถงึระบบส ารองขอ้มลูและกูค้นื
ภยัพบิตั ิ(Backup and Disaster Recovery)  

Tohidi, H. (2011) ได้ท าการศึกษาเกี่ยวกับการด าเนินโครงการทางด้านเทคโนโลยีสารสนเทศ พบว่า 
เทคโนโลยีเป็นพื้นฐานของปัจจัยความส าเร็จขององค์กรที่ช่วยเพิ่มศักยภาพการแข่งขนั เพิ่มประสิทธิภาพและ
ประสทิธผิลของการท างาน อกีทัง้ยงัเป็นการเพิม่ความทา้ยทายในการท างานใหก้บับุคลากรในองคก์รอกีดว้ย 

เนื่องจากโครงการเทคโนโลยสีารสนเทศถอืเป็นโครงการประเภทหนึ่ง จงึเป็นกจิกรรมกจิกรรมทีเ่กี่ยวขอ้งกบั
การใชท้รพัยากรต่างๆ เพื่อน ามาลงทุนสรา้งผลงานทีก่่อใหเ้กดิประโยชน์ต่อกลุ่มเป้าหมาย โดยกจิกรรมดงักล่าวจะตอ้ง
เป็นหน่วยอิสระที่สามารถท าการวิเคราะห์ วางแผน และบริหารได้ นอกจากนัน้จะต้องมีวตัถุประสงค์ที่ชดัเจน มี
ก าหนดเวลาเริม่ตน้และสิน้สุดทีแ่น่ชดั การด าเนินงานจะตอ้งอยู่ภายใตง้บประมาณทีไ่ดต้ัง้ไว ้และไดผ้ลงานทีม่คีุณภาพ
ตามเกณฑท์ีก่ าหนด (Akampurira, 2013) 

 

รปูภาพท่ี 1 ความสมัพนัธข์ององคป์ระกอบทีม่ผีลต่อการด าเนินโครงการ 
 

2.2 องคป์ระกอบการบริหารโครงการ 
ผูจ้ดัการโครงการ (Project Manager) (PMI, 2022) คอื บุคคลทีไ่ดร้บัมอบหมายใหเ้ป็นรบัผดิชอบในการบรรลุ

วตัถุประสงคข์องโครงการ โดยการตัง้เป้าหมายของโครงการและใชท้กัษะและความเชีย่วชาญเพื่อสรา้งแรงบนัดาลใจให้
รูส้กึถงึจุดประสงค์ร่วมกนัของสมาชกิโครงการ ทีม่หีน้าทีร่บัผดิชอบในการบริหารจดัการ วางแผนงาน มอบหมายงาน 
ผลกัดนัควบคุม ติดตามผลและแก้ไขปัญหาต่างๆในโครงการ เป็นผู้ที่เห็นภาพรวมทัง้หมดของโครงการ รวมถึงเป็น
ผูร้บัผดิชอบต่อผลงานทัง้หมดทีเ่กดิขึน้จากการด าเนินงานในโครงการ (Gasemagha และ Kowang, 2021) 

ผู้จ ัดการโครงการจะต้องมีทกัษะด้านการสื่อสารระหว่างผู้มีส่วนได้ส่วนเสียของโครงการทัง้หมด ได้แก่ 
ผูส้นับสนุน ผูท้ีจ่ะใชป้ระโยชน์จากผลงานของโครงการ ผูค้วบคุมทรพัยากร และสมาชกิในทมีโครงการ โดยจะตอ้งมชีุด
เครื่องมอืและเทคนิคทีเ่หมาะสมในการแก้ไขปัญหา และจะต้องเป็นผูท้ีพ่ฒันาทกัษะของตนเองและสมาชกิในโครงการ
ผ่านการทบทวนบทเรยีนเมื่อโครงการเสรจ็สิน้ (PMBOK Guide, 2017) 

Blaskovics (2016) ได้ท าการศกึษาความส าคญัของผู้จดัการโครงการที่ส่งผลต่อความส าเร็จของโครงการ 
พบว่า บุคลกิ ทศันคติ และความเป็นผู้น าของผู้จดัการโครงการมผีลอย่างมากต่อความส าเร็จของโครงการและกา ร
ยอมรบัของลูกคา้ แต่โครงการแต่ละโครงการอาจตอ้งการผูจ้ดัการโครงการทีม่บีุคลกิและทศันคตทิีแ่ตกต่างกนัออกไป 
นอกจากนี้ Patanakul (2011) ก็ได้ท าการศึกษาผลกระทบเชงิประจกัษ์ของแนวทางที่ใช้ในการมอบหมายผู้จดัการ
โครงการในโครงการ โดยเน้นที่ประสิทธิภาพในการจดัการหลายโครงการในเวลาเดียวกัน ผลการวิจยัยืนยนัถึง
ความส าคญัของการมอบหมายผู้จดัการโครงการที่เหมาะสมส าหรบัโครงการสามารถเพิม่ประสทิธภิาพในด้านการ
พฒันาโครงการ การเรยีนรู ้ความส าเรจ็ของโครงการ และความพงึพอใจต่อทุกฝ่ายทีเ่กีย่วขอ้ง 

การบริหารโครงการ (Project Management) (PMI, 2021) เป็นการน ากระบวนการ วิธีการ ทกัษะ ความรู้ 
และประสบการณ์ไปประยุกต์ใชเ้พื่อให้บรรลุวตัถุประสงค์เฉพาะของโครงการตามเกณฑ์การยอมรบัโครงการภายใน
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ขอบเขตงานทีก่ าหนด กระบวนการจดัการโครงการแบ่งออกเป็น 5 ขัน้ตอน คอื การเริม่ต้น (Initiating) การวางแผน 
(Planning) การด าเนินการ (Executing) การตรวจสอบและควบคุม (Monitoring and Controlling) และ การปิดโครงการ 
(Closing)  

 

 
รปูภาพท่ี 2 กระบวนการด าเนินโครงการตามมาตรฐานของ PMI 

สถาบนั Project Management Institute (PMI) ไดน้ิยามก าหนดกรอบความรูใ้นการบรหิารโครงการออกเป็น 
10 เรื่อง (Knowledge Area) ดงันี้ 

(1) การบรหิารการบูรณาการโครงการ (Project Integration Management) 
(2) การบรหิารขอบเขตโครงการ (Project Scope Management) 
(3) การบรหิารเวลาโครงการ (Project Time Management) 
(4) การบรหิารค่าใชจ้่ายโครงการ (Project Cost Management) 
(5) การบรหิารคุณภาพโครงการ (Project Quality Management) 
(6) การบรหิารทรพัยากรของโครงการ (Project Resource Management) 
(7) การบรหิารการสื่อสารในโครงการ (Project Communications Management) 
(8) การบรหิารความเสีย่งโครงการ (Project Risk Management) 
(9) การบรหิารการจดัซื้อจดัจา้งของโครงการ (Project Procurement Management 
(10) การบรหิารผูม้ส่ีวนไดส่้วนเสยีของโครงการ (Project Stakeholders Management) 

กรอบความรูใ้นการจดัการโครงการทัง้ 10 เรื่องนี้ ครอบคลุมกระบวนการจดัการโครงการทัง้ 5 ขัน้ตอน ตาม
กระบวนการด าเนินโครงการตามมาตรฐานของ PMI (รปูภาพที ่2) ผูจ้ดัการโครงการจะตอ้งมคีวามเขา้ใจ ตระหนัก และ
สามารถน าไปประยุกต์ใชไ้ดอ้ย่างมปีระสทิธภิาพ โดยทีก่รอบความรูใ้นการจดัการโครงการเหล่านี้จะเป็นส่วนส าคญัที่
ช่วยผูจ้ดัการโครงการในการประเมนิและรบัมอืความเสีย่งทีอ่าจส่งผลต่อผลลพัธ์ของการด าเนินโครงการ และยงัเป็น
เครื่องมอืช่วยใหผู้จ้ดัการโครงการสามารถตดัสนิใจเชงิรุกได้อย่างมปีระสทิธภิาพ ดงันัน้ เมื่อผูจ้ดัการโครงการสามารถ
เขา้ใจแนวคดิของกรอบความรูใ้นการจดัการโครงการกจ็ะช่วยใหส้ามารถควบคุมปัจจยัต่างๆทีเ่กีย่วขอ้งกบัการด าเนิน
โครงการ และเพิม่อตัราความส าเรจ็ของโครงการใหส้งูขึน้ 

ดงันัน้ ในงานวจิยันี้จะใช้กรอบความรู้ในการจดัการโครงการทัง้ 10 เรื่อง (Knowledge Area) ขา้งต้น เป็น
แนวทางในการจดัหมวดหมู่ของปัญหาทีพ่บ เพื่อใหส้อดคลอ้งกบัมาตรฐานของการบรหิารโครงการในระดบัสากล 

2.3 ค านิยามความล้มเหลวของโครงการ (Project Failure Definition) 
ความล้มเหลวของโครงการ คอื โครงการทีไ่ม่สามารถปฏบิตัหิรอืด าเนินการไดต้ามแผนทีว่างไว ้ในโครงการ

ทางด้านเทคโนโลยีสารสนเทศได้ก าหนดความล้มเหลวในการส่งมอบโครงการคือ (Becker, 2017) งบประมาณ
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ค่าใชจ้่ายเกนิกว่าทีก่ าหนด การส่งมอบโครงการเกนิจากระยะเวลาทีก่ าหนด การบกพร่องในความสามารถและคุณภาพ
ทีส่่งมอบ และ ความลม้เหลวในการด าเนินโครงการหรอืยกเลกิโครงการ 

McManus และ Wood-Harper (2008) ได้ท าการศกึษาปัจจยัทีท่ าใหโ้ครงการล้มเหลว โดยได้ก าหนดความ
ลม้เหลวไวเ้ป็น 3 มติ ิคอื เวลา (ความเร่งด่วนทางธุรกจิ) ตน้ทุน (งบประมาณ) และคุณภาพ (ฟังกช์นัหรอืความสามารถ
ของผลติภณัฑ์) ซึ่งจากผลการศกึษาพบสาเหตุทีท่ าใหโ้ครงการล้มเหลวมากถงึ 51 สาเหตุ โดยทีส่ามารถจดักลุ่มของ
สาเหตุได้เป็น 3 กลุ่ม คอื ปัจจยัทางด้านธุรกิจ 19.6% ปัจจยัทางด้านการบรหิารโครงการ 53% และปัจจยัทางด้าน
เทคนิค 27.4% ซึง่จะเหน็ไดว้่าการบรหิารโครงการเป็นปัจจยัส าคญัทีส่่งผลอย่างมากต่อผลลพัธข์องโครงการ 

Pinto และ Mantel (2015) ได้ท าการศกึษาปัจจยัที่มผีลให้โครงการล้มเหลว โดยการก าหนดความล้มเหลว
นอกเหนือจากเรื่อง เวลา งบประมาณ และคุณภาพแล้ว ยงัมกีารพจิารณาครอบคลุมถงึเรื่องกระบวนการด าเนินการ 
การรกัษาความสมัพนัธ์ในการท างานร่วมกบักลุ่มต่าง ๆ ทัง้ภายในและภายนอกโครงการ การเป็นทีรู่จ้กัของโครงการ 
ประโยชน์ทีไ่ดร้บัจากโครงการ รวมไปถงึความพงึพอใจของผูใ้ชบ้รกิารอกีดว้ย ซึ่งจากการศกึษาไดท้ าการก าหนด 10 
ปัจจยัส าคญัทีม่ผีลต่อการด าเนินโครงการไวด้งันี้  

(1) การก าหนดเป้าหมายและทศิทางของโครงการอย่างชดัเจน 
(2) การสนับสนุนจากผูบ้รหิารระดบัสงู 
(3) การวางแผนรายละเอยีดขัน้ตอนการด าเนินการส าหรบัการด าเนินโครงการ 
(4) การสื่อสาร การใหค้ าปรกึษาและการใชง้านแก่ลูกคา้ การรบัฟังความตอ้งการจากทุกฝ่ายทีเ่กีย่วขอ้ง 
(5) การสรรหาบุคลากร การคดัเลอืก และการฝึกอบรมตามความจ าเป็น 
(6) งานด้านเทคนิค ความพร้อมใชง้านของเทคโนโลยทีีจ่ าเป็นและความเชีย่วชาญของบุคลากรเพื่อบรรลุ

ขัน้ตอนการด าเนินการทางเทคนิคเฉพาะ 
(7) การยอมรบัของลูกคา้  
(8) การตรวจสอบและควบคุมโครงการทีค่รอบคลุมทุกขัน้ตอนของกระบวนการด าเนินการ 
(9) การสื่อสารกบัผูม้บีทบาทต่างๆในการด าเนินโครงการ 
(10) การแกไ้ขปัญหา ความสามารถในการจดัการกบัเหตุการณ์ทีไ่ม่คาดคดิและกระทบกบัแผนงานทีว่างไว้ 

2.4 กรอบแนวคิดเชิงวิศวกรรม (Engineering Mindset) 
กรอบแนวคิดเชิงวิศวกรรม (Engineering Mindset) เป็นวิธีการคิดที่รวมกระบวนการแก้ปัญหาและการ

ออกแบบเขา้กบัทกัษะชวีติที่ส่งเสรมิการปฏิสมัพนัธ์กบัผู้อื่น มกีารก าหนดปัญหาและจดัหาวธิแีก้ปัญหาที่เหมาะสม 
ออกแบบและพฒันาผลติภณัฑท์ีเ่ป็นนวตักรรม แสวงหา คดิ และอยากรูอ้ยากเหน็อยู่เสมอ มคีวามมุ่งมัน่และเชื่อมโยง
กบัการเป้าหมายทีก่ าหนดไว ้(Caluori, 2014) แนวคดินี้จะเป็นการย่อยปัญหาใหส้ามารถจบัตอ้งได ้เพื่อใหเ้ขา้ใจและมี
มุมมองต่อปัญหาทีช่ดัเจนมากขึน้ เมื่อมองเหน็ปัญหาทีถู่กตอ้งกจ็ะสามารถแกไ้ขปัญหาไดอ้ย่างตรงประเดน็ นอกจากนี้
ยงัจะท าใหเ้หน็โอกาสทีเ่กิดขึน้ในปัญหาเหล่านัน้ เพื่อใหเ้กดิการพฒันากระบวนการท างานใหม้ปีระสทิธภิาพมากขึ้น 
(Miller, 2018) โดยสามารถสรุปความส าคญัของกรอบแนวคดิเชงิวศิวกรรม (Hope, 2022) คอื สิง่เชื่อมโยงแนวคดิที่
ซับซ้อนเข้ากับประสบการณ์ในโลกแห่งความเป็นจริงและน าไปสู่การเรียนรู้ที่ข ึ้นกับตวับุคคล ช่วยให้เกิ ดความคดิ
สร้างสรรค์ น าเสนอแนวคิดที่ดีที่สุดโดยไม่มีข้อจ ากัด เรียนรู้ที่จะสื่อสารและท างานร่วมกับผู้อื่นไปพร้อมกับการ
แกปั้ญหาทีเ่กดิขึน้ และเป็นทกัษะทีส่ามารถปรบัเปลีย่นสิง่รอบตวัใหเ้กดิประโยชน์ได้ 

โดยทีก่รอบแนวคดิเชงิวศิวกรรมไดม้กีารจดักลุ่มแนวคดิย่อย (Umaji & Paireekreng, 2021) เป็น 3 กลุ่ม คอื  
(1) แนวคิดในการปรับตัว (Adaptive Mindset) คือ แนวคิดที่ประเมินข้อเท็จจริงและสถานการณ์ หรือ

สิง่แวดลอ้มในปัจจุบนั และปรบัเปลีย่นอย่างเหมาะสมเพื่อให้สามารถแกปั้ญหาไดใ้นทุกสถานการณ์ 
(2) แนวคดิในการเตบิโต (Growth Mindset) คอื แนวคดิซึง่บุคคลเชื่อว่าความสามารถพฒันา สตปัิญญา และ

ความสามารถของตนเองได ้
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(3) แนวคดิในการเรยีนรู ้(Learning Mindset) คอื แนวคดิทีจ่งูใจใหเ้ปิดรบัประสบการณ์ใหม ่ๆ มคีวามเชื่อวา่
สามารถพฒันาไดด้ว้ยการเรยีนรูแ้ละเตบิโตจากประสบการณ์ 

Jamieson และ Donald (2020) ศึกษาความสมัพนัธ์ระหว่างทกัษะความเป็นผู้น า (Leadership) และกรอบ
แนวคิดเชิงวิศวกรรม (Engineering Mindset) พบว่า ผู้ที่มีกรอบแนวคิดเชิงวิศวกรรมสูง มีความสามารถทางด้าน
เทคนิค การสื่อสาร และการท างานเป็นทมี มศีกัยภาพทีจ่ะพฒันาความสามารถระดบัความเป็นผูน้ าในองคก์รและสงัคม
มากกว่าแนวทางทางวศิวกรรมแบบดัง้เดมิ สอดคล้องกบังานวจิยัของ Pia Lappalainen (2009) ที่สนับสนุนเรื่องการ
สื่อสาร ความร่วมมอื การท างานเป็นทมีและการเรยีนรู ้เป็นทกัษะส าคญัของกรอบแนวคดิเชงิวศิวกรรม  และงานวจิยั
ของ Katz (1955) และ Mumford และคณะ (2000) ที่กล่าวถึงความสมัพนัธ์ระหว่างทกัษะความเป็นผู้น าและกรอบ
แนวคดิเชงิวศิวกรรมทีเ่ป็นทกัษะจ าเป็นส าหรบัการเป็นผูน้ า 

Lottero และ Lachapelle (2020) ได้ท าการวจิยัเปรยีบเทยีบกรอบแนวคดิเชงิวศิวกรรมของเด็กนักเรยีนชัน้
ประถมศกึษาปีที่ 5 อายุระหว่าง 10 ถึง 11 ปีในประเทศสหรฐัอเมรกิา โดยใช้กลุ่มตวัอย่าง 2,086 คน พบว่า 3 ใน 4 
ของกลุ่มนักเรยีนทีไ่ดร้บัการศกึษาเพิม่เตมิทางดา้นแนวคดิเชงิวศิวกรรมตอบแบบสอบถามทีแ่สดงใหเ้หน็ถงึคะแนน
ทางดา้นกรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset)  และความคดิแบบเตบิโต (Growth Mindset) ทีส่งูขึน้อย่าง
เห็นได้ชดั มทีกัษะในการเรยีน การเขา้สงัคม การสื่อสาร และการแก้ปัญหาที่ดขี ึ้น นอกจากนี้ยงัสามารถรบัมอืและ
เรยีนรูจ้ากความลม้เหลวไดด้กีว่ากลุ่มนักเรยีนทัว่ไป 

Cunningham (2017) ไดศ้กึษาการน ากรอบแนวคดิเชงิวศิวกรรมไปประยุกต์สอดแทรกในการเรยีนการสอน
ทางด้านวิทยาศาสตร์ (STEM) พบว่านักเรียนสามารถน ากรอบแนวคิดเชิงวิศวกรรมไปใช้ในการแก้ไขปัญหาทาง
วทิยาศาสตรร์วมถงึปัญหาทีม่คีวามซบัซอ้นไดด้ขีึน้ และสามารถวเิคราะห์ปัญหาและหาวธิใีนการคน้หาค าตอบไดอ้ย่าง
ตรงประเดน็และมคีวามหมายมากขึน้ 

2.5 กรอบแนวคิดการวิจยัและสมมติฐานการวิจยั 
จากการทบทวนวรรณกรรมที่เกี่ยวของกบักรอบแนวคดิเชงิวศิวกรรมพบว่า การศกึษากลุ่มตวัอย่างทีม่หีรอื

ได้รบัการฝึกฝนทกัษะทางด้านกรอบแนวคดิเชงิวศิวกรรมจะเป็นผู้ทีม่คีวามสามารถและทกัษะในการแก้ปัญหา การ
เรยีนรู ้พฒันาตนเอง รวมถงึทกัษะการสื่อสารและการเขา้สงัคมทีด่กีว่ากลุ่มตวัอย่างทัว่ไป แต่จากงานวจิยัทีศ่กึษานัน้จะ
เป็นลกัษณะของการศกึษากลุ่มเป้าหมายทีใ่ชท้กัษะในการแกปั้ญหาเฉพาะเรื่อง เช่น กลุ่มผูน้ าทีศ่กึษาในแงมุ่มของการ
สื่อสารและการท างานเป็นทมี หรอื กลุ่มนักเรยีนทีศ่กึษาในดา้นของการแกปั้ญหาทางวทิยาศาสตร ์เป็นตน้ 

ผูจ้ดัการโครงการ (Project Manager) เป็นผูท้ีม่บีทบาทส าคญัอย่างยิง่ ที่จะส่งผลทัง้โดยตรงและโดยอ้อมต่อ
ความส าเรจ็หรอืล้มเหลวของโครงการ โดยจะต้องเป็นผู้ทีจ่ะตอ้งประยุกต์ใช้กรอบความรูใ้นการจดัการโครงการทัง้ 10 
เรื่อง (Knowledge Area) รวมถงึจะตอ้งเป็นผูค้วามคุมและจดัการโครงการทัง้ 5 ขัน้ตอน โดยจะตอ้งอาศยัทัง้ Soft skills 
และ Hard Skills เพื่อใหส้ามารถด าเนินโครงการไดอ้ย่างมปีระสทิธภิาพตามเป้าหมายทีว่างไว้ 

ดงันัน้ จึงเป็นประเด็นที่น่าสนใจในการศึกษากรอบแนวคิดเชิงวศิวกรรมของผู้จดัการโครงการที่ส่งผลต่อ
ความส าเรจ็หรอืล้มเหลวของโครงการ โดยตัง้สมมุตฐิานไดว้่า ผูจ้ดัการโครงการ (Project Manager) ซึ่งเป็นผูค้วบคุม
การด าเนินโครงการและมหีน้าที่โดยตรงในการจดัการควบคุมปัจจยัต่างๆ ที่ส่งผลต่อผลลพัธ์ของโครงการ (Project 
Control & Monitoring and Risk Management) หากผู้จดัการโครงการเป็นผู้ที่มกีรอบแนวคดิเชงิวศิวกรรม (Project 
Manager’s Engineering Mindset) ที่ด ีจะส่งผลให้การบรหิารจดัการและแก้ปัญหาในโครงการมแีนวโน้มทีจ่ะประสบ
ผลส าเรจ็ในอตัราทีส่งูขึน้เมื่อเทยีบกบัผูจ้ดัการโครงการโดยทัว่ไป 

ในการด าเนินโครงการยงัมปัีจจัยอื่นๆที่ส่งผลต่อผลลพัธ์การด าเนินงาน ไม่ว่าจะเป็นปัจจยัส่วนบุคคลของ
สมาชกิในโครงการ เช่น ประสบการณ์ ความสามารถของบุคลากร ทศันคต ิ ปัจจยัทีเ่กี่ยวของกบัโครงการ เช่น วธิกีาร
ด าเนินโครงการ (Agile, Water Fall ฯลฯ) ความซบัซอ้น ระยะเวลา และ งบประมาณของโครงการ และ ปัจจยัภายนอก
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อื่นๆ เช่น นโยบายขององค์กร สภาพแวดล้อมในการท างาน และ การเมอืงภายนอก เป็นต้น ดงันัน้การศกึษาปัจจยั
ต่างๆ ที่มผีลต่อความล้มเหลวในการด าเนินโครงการจงึเป็นอีกหวัขอ้ส าคญัที่จะช่วยให้ผู้จดัการโครงการเกิดความ
ตระหนัก และวางแผนในการจดัการ หาวธิกีารรบัมอื และแกปั้ญหาไดล่้วงหน้า  

จากปัจจยัต่างๆทีก่ล่าวมาขา้งตน้ สามารถสรา้งแผนภาพกรอบการวจิยัไดต้ามภาพที ่3 ดงันี้ 
 

 
 

รปูภาพท่ี 3 กรอบงานวจิยัปัจจยัทีม่ผีลต่อผลลพัธข์องโครงการ 

3. ระเบียบวิธีวิจยั 

3.1 เคร่ืองมือการวิจยั 
ในการด าเนินการวจิยั ไดใ้ชแ้บบสอบถามเป็นเครื่องมอืในการเกบ็ขอ้มลู โดยแบบสอบถามจะแบ่งออกเป็น 3 

ส่วน ดงันี้ 
(1) ขอ้มลูส่วนบุคคลของผูต้อบแบบสอบถาม โดยเป็นลกัษณะค าถามแบบส ารวจรายการและระบุค าตอบ  
(2) ขอ้มลูการด าเนินโครงการยอ้นหลงั 3 ปี ของผูต้อบแบบสอบถาม โดยเป็นการใหผู้ต้อบแบบสอบถามระบุ

ค าตอบตามขอ้เทจ็จรงิ ขอ้มลูจะแบ่งออกเป็น 4 ส่วน คอื 
- จ านวนโครงการทีท่ าทัง้หมด 
- จ านวนโครงการทีด่ าเนินการส าเรจ็ตามแผน 
- จ านวนโครงการทีด่ าเนินการส าเรจ็แต่ไม่เป็นไปตามแผน 
- จ านวนโครงการทีด่ าเนินการไม่ส าเรจ็ 

(3) ส ารวจแนวความคดิของผูจ้ดัการโครงการ โดยเป็นลกัษณะค าถามแบบสอบถามแบบมาตราส่วน 5 ระดบั
ซึง่แบ่งออกเป็น 2 ส่วน ดงันี้ 
- กรอบแนวคดิของการเป็นผูจ้ดัการโครงการ 
- กรอบแนวคดิแบบวศิวกรรม (Engineering Mindset) โดยไดร้บัอทิธพิลมาจากงานวจิยัของ Dr. 

George D. Ricco’s (2017) ซึง่มคี าถามทีใ่ชใ้นการวจิยัดงันี้  



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January – June 2023) 

Page | 9  

ตารางท่ี 1 ค าถามในงานวจิยัจากงานวจิยัของ Dr. George D. Ricco’s 

ข้อ 
เชิงบวก (P) 

หรือ เชิงลบ (N) 
ค าถาม 

1 N You have a certain amount of intelligence, and you really can't do much to 
change it 
คุณคดิว่าคุณมสีตปัิญญาพอสมควรและไม่สามารถเปลีย่นแปลงอะไรไดม้ากนัก 

2 N Your intelligence is something about you that you can't change very much. 
คุณคดิว่าความฉลาดของคุณเป็นสิง่ทีไ่ม่สามารถเปลีย่นแปลงไดม้ากนัก 

3 P No matter who you are, you can significantly change your intelligence level 
ไม่ว่าคุณจะเป็นใครคุณสามารถเปลีย่นระดบัสตปัิญญาของคุณไดอ้ย่างมาก 

4 N To be honest, you can't really change how intelligent you are 
คุณคดิว่าคุณไม่สามารถเปลีย่นแปลงความฉลาดของคุณได ้

5 P You can always substantially change how intelligent you are 
คุณคดิว่าคุณสามารถเปลีย่นแปลงความฉลาดของคุณไดเ้สมอ 

6 N You can learn new things, but you can't really change your basic intelligence 
คุณสามารถเรยีนรูส้ิง่ใหม่ ๆ ได ้แต่คุณไมส่ามารถเปลีย่นแปลงสตปัิญญาพืน้ฐานของคุณ
ได ้

7 P No matter how much intelligence you have, you can always change it quite a bit 
คุณคดิว่าไม่ว่าคุณจะมสีตปัิญญามากแค่ไหนคุณกส็ามารถเปลีย่นแปลงไดเ้สมอ 

8 P You can change even your basic intelligence level considerably 
คุณสามารถเปลีย่นแปลงไดแ้มก้ระทัง่ระดบัสตปัิญญาพืน้ฐานของคุณ 

9 N You have a certain amount of talent, and you can't really do much to change it 
คุณมคีวามสามารถในระดบัหนึ่งและไม่สามารถเปลีย่นแปลงอะไรไดม้ากนัก 

10 N Your talent in an area is something about you that you can't change very much 
ความสามารถของคุณเป็นสิง่ทีคุ่ณไม่สามารถเปลีย่นแปลงไดม้ากนัก 

11 P No matter who you are, you can significantly change your level of talent 
ไม่ว่าคุณจะเป็นใครคุณสามารถเปลีย่นระดบัความสามารถไดอ้ย่างมาก 

12 N To be honest, you can't really change how much talent you have 
คุณคดิว่าคุณไม่สามารถเปลีย่นแปลงความสามารถของคุณได ้

13 P You can always substantially change how much talent you have 
คุณสามารถเปลีย่นแปลงความสามารถของคุณไดอ้ยา่งมาก 

14 N You can learn new things, but you can't really change your basic level of talent 
คุณสามารถเรยีนรูส้ิง่ใหม่ ๆ ได ้แต่คุณไมส่ามารถเปลีย่นระดบัความสามารถพืน้ฐานของ
คุณได ้

15 P No matter how much talent you have, you can always change it quite a bit 
ไม่ว่าคุณจะมคีวามสามารถมากแค่ไหนคุณกส็ามารถเปลีย่นแปลงไดเ้สมอ 

16 P You can change even your basic level of talent considerably 
คุณสามารถเปลีย่นระดบัความสามารถไดอ้ย่างมาก 
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โดยผู้วิจยัได้น าค าถามในงานวิจยัมาท าการแบ่งประเภทย่อยของกรอบแนวคิดเชิงวิศวกรรมออกเป็น 3 
ประเภท คอื แนวคดิในการปรบัตวั (Adaptive Mindset) แนวคดิในการเตบิโต (Growth Mindset) และ แนวคดิในการ
เรยีนรู ้(Learning Mindset) ตามทีแ่สดงในตารางที ่2 ดงันี้ 

 
ตารางท่ี 2 การแบ่งประเภทขอ้ค าถาม 

กลุ่มค าถามตามประเภทยอ่ยของแนวคิดเชิงวิศวกรรม ข้อค าถาม 
แนวคดิในการปรบัตวั (Adaptive Mindset) 1,2,3,11,13,16 
แนวคดิในการเตบิโต (Growth Mindset) 4,5,7,8,9,12 
แนวคดิในการเรยีนรู ้(Learning Mindset) 6,10,14,15 

 

3.2 กลุ่มเป้าหมาย 
(1) ประชากรทีใ่ชศ้กึษา คอื ผูจ้ดัการโครงการทางดา้นเทคโนโลยสีารสนเทศในประเทศไทย 
(2) กลุ่มตวัอย่าง คอื ผูจ้ดัการโครงการทางดา้นเทคโนโลยสีารสนเทศในประเทศไทย จ านวน 214 คน โดยใช้

การเลอืกกลุ่มตวัอย่างแบบเจาะจง (Purposive Sampling)  

3.3 ขัน้ตอนการด าเนินการวิจยั  
(1) ก าหนดตวัแปรทีต่อ้งการศกึษา ไดแ้ก่ ปัจจยัทีม่ผีลต่อผลลพัธใ์นการด าเนินโครงการ 
(2) ก าหนดขอ้มูลและตวัชี้วดัจากตวัแปรทีศ่กึษา โดยจะต้องระบุขอ้มูลและลกัษณะของขอ้มูลทีต่อ้งการว่ามี

ลกัษณะอย่างไร ใหส้อดคลอ้งกบัวตัถุประสงค ์หรอืปัญหาและขอบเขตของการวจิยั 
(3) ก าหนดแหล่งขอ้มลูว่าตอ้งการขอ้มลูหรอืรวบรวมขอ้มลูมาจากแหล่งขอ้มลูใด  
(4) ออกแบบแบบสอบถาม และวางแผนวธิกีารเกบ็รวบรวมขอ้มลู 
(5) น าแบบสอบถามทีอ่อกแบบไว ้เขา้สู่กระบวนการ Index of Item Objective Congruence (IOC) โดยผ่าน

การพจิารณาและตรวจสอบจากผูท้รงคุณวุฒ ิ3 ท่าน 
(6) ด าเนินการเก็บข้อมูลตามแผนการเก็บข้อมูลที่วางไว้ โดยใช้ Google Form เป็นเครื่องมือในการเก็บ

ขอ้มลู 
(7) สรุปผลการวจิยั 

3.4 สถิติท่ีใช้ในการวิจยั  
การวิเคราะห์ข้อมูลในการวิจยันี้เป็นการวิเคราะห์ข้อมูลเชิงปริมาณโดยใช้สถิติพรรณนา  ได้แก่ ค่าเฉลี่ย 

(Mean Average) และส่วนเบี่ยงเบนมาตรฐาน (S.D.) โดยน าผลที่ได้มาเปรยีบเทยีบกบัปัจจยัต่างๆทีม่ผีลต่อผลลพัธ์
ของการด าเนินโครงการ นอกจากนี้ยงัมกีารใชค้่าสมัประสทิธิอ์ลัฟ่าครอนบาช (Cronbach’s alpha) ในการทดสอบความ
เชื่อมัน่ของแบบสอบถาม โดยค่าสมัประสทิธิอ์ลัฟ่าครอนบาชมสีตูรในการค านวณตามสมการ (1) ดงันี้  

 
(1) 

 
โดยที ่: N = จ ำนวนขอ้ของแบบสอบถำม, c̄ = ควำมแปรปรวนรว่มเฉลีย่, v̄ = ควำมแปรปรวนเฉลีย่ 

 
 การประเมนิความเทีย่งตรงของสมัประสทิธิอ์ลัฟ่าครอนบาช ไดม้กีารพจิารณาจากเกณฑ์การประเมนิความ

เทีย่งตรง ดงันี้ (ศริชิยั กาญจนวาส,ี 2544) 



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January – June 2023) 

Page | 11  

ตารางท่ี 3 การแปลความหมายระดบัความเทีย่งตรงของค่าสมัประสทิธิแ์อลฟา 

ค่าสมัประสิทธ์ิแอลฟา ( α ) การแปลความหมายระดบัความเท่ียงตรง 

มากกว่า 0.9 ดมีาก 
มากกว่า 0.8 ด ี
มากกว่า 0.7 พอใช ้
มากกว่า 0.6 ค่อนขา้งพอใช ้
มากกว่า 0.5 ต ่า 

น้อยกว่าหรอืเท่ากบั 0.5 ไม่สามารถรบัได ้
 

ซึ่งการประเมนิความเที่ยงตรงของสมัประสทิธิอ์ลัฟ่าครอนบาชจากผลการส ารวจโดยแบ่งตามกลุ่มค าถาม
ประเภทย่อยของแนวคดิเชงิวศิวกรรม (Engineering Mindset) ไดผ้ลตามทีแ่สดงในตารางที ่4 ดงันี้ 

 
ตารางท่ี 4 ค่าสมัประสทิธิแ์อลฟาของกลุ่มค าถามย่อยของแนวคดิเชงิวศิวกรรม 

กลุ่มค าถามตามประเภทยอ่ยของแนวคิดเชิงวิศวกรรม ค่าสมัประสิทธ์ิแอลฟา ( α ) 
แนวคดิในการปรบัตวั (Adaptive Mindset) 0.780 
แนวคดิในการเตบิโต (Growth Mindset) 0.763 
แนวคดิในการเรยีนรู ้(Learning Mindset) 0.841 

 
4. ผลการวิจยั 

4.1 ผลการศึกษาปัจจยัท่ีมีผลต่อความล้มเหลวของการด าเนินการโครงการทางด้านเทคโนโลยี
สารสนเทศ 

จากผลการส ารวจพบว่า ปัจจยัทีม่ผีลต่อความลม้เหลวของโครงการ มคีวามสอดคลอ้งอย่างชดัเจนกบังานวจิยั
ของ Pinto และ Mantel ที่ส ารวจในปี ค.ศ. 2015 โดยผลจากการส ารวจในงานวจิยัชิ้นนี้ ได้แบ่งย่อยกลุ่มของปัญหา
ออกเป็น 15 กลุ่มปัญหา ตามตารางที ่5 ดงันี้ 
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ตารางท่ี 5 ปัจจยัทีม่ผีลท าใหก้ารด าเนินโครงลม้เหลว 

ล าดบั ปัญหาทางด้าน จ านวน เปอรเ์ซน็
ต์ 

1 ขอบเขตงาน ความตอ้งการของผูใ้ชง้านมกีารเปลีย่นแปลง (Change 
Requirement) 

52 17.87% 

2 การสื่อสารภายนอกทมีพฒันา 46 15.81% 
3 ขาดความร่วมมอืจากกลุ่มเป้าหมาย/ผูใ้ชง้าน (End User) ในโครงการ 41 14.09% 
4 ขอบเขตงาน ความตอ้งการของผูใ้ชง้านไม่ครบถว้น (Incomplete Gathering 

Requirement) 
39 13.40% 

5 การสื่อสารภายในทมีพฒันา 25 8.59% 
6 กระบวนการ (Process) ในการด าเนินโครงการ 23 7.90% 
7 บุคลากรในโครงการไม่เพยีงพอ 13 4.47% 
8 ทรพัยากร อุปกรณ์ ในโครงการไม่เพยีงพอ (HW, SW, Network เป็นตน้) 10 3.44% 
9 งานเอกสาร 9 3.09% 
10 เทคโนโลยทีีใ่ชใ้นการพฒันาโครงการ 8 2.75% 
11 ขาดความชดัเจนในดา้นวสิยัทศัน์และวตัถุประสงคใ์นการด าเนินโครงการ 7 2.41% 
12 ขาดการสนับสนุนจากผูบ้รหิารระดบัสงู  6 2.06% 
13 ทกัษะของบุคลากรในโครงการไม่เพยีงพอ 6 2.06% 
14 งบประมาณในการด าเนินโครงการ 3 1.03% 
15 การบรหิารจดัการโครงการ การจดัการความเสีย่ง 3 1.03% 

 รวม 291 100% 

 

 

รปูภาพท่ี 4 กราฟแสดงสดัส่วนเปอรเ์ซน็ตข์องปัญหาทีพ่บ 
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จากปัจจยัที่มผีลท าใหก้ารด าเนินโครงล้มเหลวในตารางที่ 5 เมื่อน ามาจดัหมวดหมู่ตามกรอบความรู้ในการ
บรหิารโครงการ (Knowledge Area) ทีก่ าหนดโดย PMI จะสามารถจดัโดยเรยีงล าดบัตามสดัส่วนเปอร์เซน็ต์รวมจาก
มากไปน้อยไดต้ามตารางที ่6 ดงันี้ 
ตารางท่ี 6 การจดัหมวดหมูต่ามกรอบความรูใ้นการบรหิารโครงการ 

กรอบความรู้ใน 
การบริหารโครงการ 

ปัญหา 
เปอรเ์ซน็ต์

รวม 
การบรหิารขอบเขตโครงการ 
(Project Scope Management) 

• ขอบเขตงาน ความตอ้งการของผูใ้ชง้านมกีาร
เปลีย่นแปลง (Change Requirement) 

• ขอบเขตงาน ความตอ้งการของผูใ้ชง้านไม่ครบถว้น 
(Incomplete Gathering Requirement) 

31.27 % 

การบรหิารการสื่อสารในโครงการ 
(Project Communications 
Management) 

• การสื่อสารภายนอกทมีพฒันา 
• การสื่อสารภายในทมีพฒันา 
• งานเอกสาร 

27.49 % 

การบรหิารผูม้ส่ีวนไดส่้วนเสยี
ของโครงการ (Project 
Stakeholders Management) 

• ขาดความร่วมมอืจากกลุ่มเป้าหมาย/ผูใ้ชง้าน (End 
User) ในโครงการ 

• ขาดการสนับสนุนจากผูบ้รหิารระดบัสงู 

16.15 % 

การบรหิารทรพัยากรของ
โครงการ (Project Resource 
Management) 

• บุคลากรในโครงการไม่เพยีงพอ 
• ทรพัยากร อุปกรณ์ ในโครงการไม่เพยีงพอ 
• เทคโนโลยทีีใ่ชใ้นการพฒันาโครงการ 
• ทกัษะของบุคลากรในโครงการไม่เพยีงพอ 

12.71 % 

การบรหิารการบูรณาการ
โครงการ (Project Integration 
Management) 

• กระบวนการ (Process) ในการด าเนินโครงการ 
• ขาดความชดัเจนในดา้นวสิยัทศัน์และวตัถุประสงคใ์น

การด าเนินโครงการ 

10.31 % 

การบรหิารค่าใชจ้่ายโครงการ 
(Project Cost Management) 

• งบประมาณในการด าเนินโครงการ 1.03 % 

การบรหิารความเสีย่งโครงการ 
(Project Risk Management) 

• การบรหิารจดัการโครงการ การจดัการความเสีย่ง 1.03 % 

 
เมื่อน าผลจากการส ารวจในตารางที่ 5 มาเปรียบเทียบกับผลการส ารวจและจดักลุ่มของ McManus และ 

Wood-Harper ในปี 2008 สามารถสรุปขอ้มลูไดด้งันี้ 
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ตารางท่ี 7 การเปรยีบเทยีบกบัผลการวจิยัของ McManus และ Wood-Harper 

ปัจจยัท่ีท าให้
โครงการล้มเหลว 

McManus และ 
Wood-Harper 

ผลการส ารวจของงานวิจยั 

ทางดา้นธุรกจิ 19.60% รวม 16.50% 
• ขาดความร่วมมอืจากกลุ่มเป้าหมาย/ผูใ้ชง้าน (End User) 

ในโครงการ (14.09%) 

• ขาดความชดัเจนในดา้นวสิยัทศัน์และวตัถุประสงคใ์นการ

ด าเนินโครงการ (2.41%) 

ทางดา้นการบรหิาร
โครงการ 

53% รวม 75.25% 
• ขอบเขตงาน ความตอ้งการของผูใ้ชง้านมกีารเปลีย่นแปลง 

(Change Requirement) (17.87%) 

• การสื่อสารภายนอกทมีพฒันา (15.81%) 

• ขอบเขตงาน ความตอ้งการของผูใ้ชง้านไม่ครบถว้น 

(Incomplete Gathering Requirement) (13.40%) 

• การสื่อสารภายในทมีพฒันา (8.59%) 

• กระบวนการ (Process) ในการด าเนินโครงการ (7.90%) 

• บุคลากรในโครงการไม่เพยีงพอ (4.47%) 

• งานเอกสาร (3.09%) 

• ขาดการสนับสนุนจากผูบ้รหิารระดบัสงู (2.06%) 

• งบประมาณในการด าเนินโครงการ (1.03%) 

• การบรหิารจดัการโครงการ การจดัการความเสีย่ง (1.03%) 

ทางดา้นเทคนิค 27.4% รวม 8.25% 
• ทรพัยากร อุปกรณ์ ในโครงการไม่เพยีงพอ (HW, SW, 

Network เป็นตน้) (3.44%) 

• เทคโนโลยทีีใ่ชใ้นการพฒันาโครงการ (2.75%) 

• ทกัษะของบุคลากรในโครงการไม่เพยีงพอ (2.06%) 
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รปูภาพท่ี 5 กราฟแสดงการเปรยีบเทยีบกบัผลการวจิยัของ McManus และ Wood-Harper 

 
จากการเปรียบเทียบกับผลการวิจยัของ McManus และ Wood-Harper พบว่า ปัจจยัทางด้านการบริหาร

โครงการยงัคงเป็นสาเหตุหลกัที่ท าใหเ้กิดความล้มเหลวในการด าเนินโครงการ โดยในผลส ารวจในงานวจิยันี้ ความ
ล้มเหลวที่มผีลมาจากปัจจยัทางด้านการบรหิารโครงการมมีากถึง 75.25% ซึ่งมากกว่าผลการส ารวจของ McManus 
และ Wood-Harper ถึง 22.25% ในขณะที่ความล้มเหลวที่มผีลมาจากปัจจยัทางด้านธุรกิจและเทคนิคมแีนวโน้มทีจ่ะ
ลดลง โดยเฉพาะอย่างยิง่ปัจจยัทางดา้นเทคนิคทีล่ดลงถงึ 18.90% ซึง่น่าจะเป็นผลมาจากการทีเ่ทคโนโลยมีกีารพฒันา
ปรบัเปลีย่นอย่างรวดเรว็ในระหว่างปี ค.ศ. 2008 ถงึปัจจุบนั ไม่ว่าจะเป็นเรื่องของระบบ Cloud Infrastructure ทีช่่วยลด
ปัญหาทางดา้นของฮารด์แวร ์รวมถงึการทีส่ถาบนัการศกึษาต่างๆไดใ้หค้วามส าคญัในการผลติทรพัยากรบุคคลออกมา
รองรบัความตอ้งการของตลาดแรงงานไดอ้ย่างต่อเนื่องและมปีระสทิธภิาพ 

ปัจจยัทีม่ผีลต่อความล้มเหลวของโครงการทีพ่บนัน้ นอกจากจะสามารถแก้ไขดว้ยการใชก้รอบความรูใ้นการ
บรหิารโครงการ (Knowledge Area) ตามมาตรฐานของ PMI แล้ว ยงัมมีาตรฐานอื่นๆ ทีส่ามารถน ามาเป็นแนวทางใน
การปรบัปรุงประสทิธภิาพของการบรหิารโครงการ หนึ่งในมาตรฐานทีเ่ป็นทีย่อมรบัอย่างกว้างขวางในอุตสาหกรรม
ทางดา้นเทคโนโลยสีาสนเทศ ไดแ้ก่ มาตรฐานการบรหิารงานบรกิารดา้นสารสนเทศ (ITIL : Information Technology 
Infrastructure Library)  โดยในตารางที ่8 ได้สรุปหวัขอ้แนวทางการแก้ปัญหา (Practices Area) ตามมาตรฐาน ITIL 
ไวด้งันี้  

 
ตารางท่ี 8 การจดัปัจจยัปัญหากบัหวัขอ้แนวทางการแกปั้ญหา (Practices Area) ตามมาตรฐาน ITIL 

กรอบความรู้ใน 
การบริหารโครงการ (PMI) 

ปัญหา 
หวัข้อตามมาตรฐาน ITIL 

(Practices Area) 
การบรหิารขอบเขตโครงการ (Project Scope 
Management) 

• ขอบเขตงาน ความตอ้งการ
ของผูใ้ชง้านมกีาร
เปลีย่นแปลง (Change 
Requirement) 

• ขอบเขตงาน ความตอ้งการ
ของผูใ้ชง้านไม่ครบถว้น 
(Incomplete Gathering 
Requirement) 

• Change control 

• Business analysis 

• Release management 
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ตารางท่ี 8 การจดัปัจจยัปัญหากบัหวัขอ้แนวทางการแกปั้ญหา (Practices Area) ตามมาตรฐาน ITIL (ต่อ) 

กรอบความรู้ใน 
การบริหารโครงการ (PMI) 

ปัญหา หวัข้อตามมาตรฐาน ITIL 

(Practices Area) 

การบรหิารการสื่อสารในโครงการ (Project 
Communications Management) 

• การสื่อสารภายนอกทมี
พฒันา 

• การสื่อสารภายในทมีพฒันา 
• งานเอกสาร 

• Relationship 

management 

• Knowledge 

management 

การบรหิารผูม้ส่ีวนไดส่้วนเสยีของโครงการ 
(Project Stakeholders Management) 

• ขาดความร่วมมอืจาก
กลุ่มเป้าหมาย/ผูใ้ชง้าน (End 
User) ในโครงการ 

• ขาดการสนับสนุนจาก
ผูบ้รหิารระดบัสงู 

• Relationship 

management 

การบรหิารทรพัยากรของโครงการ (Project 
Resource Management) 

• บุคลากรในโครงการไม่
เพยีงพอ 

• ทรพัยากร อุปกรณ์ ใน
โครงการไม่เพยีงพอ 

• เทคโนโลยทีีใ่ชใ้นการพฒันา
โครงการ 

• ทกัษะของบุคลากรใน
โครงการไม่เพยีงพอ 

• Workforce and talent 

management  

• Architecture 

management 

• Capacity and 

performance 

management 

• Software 

development and 

management 

การบรหิารการบูรณาการโครงการ (Project 
Integration Management) 

• กระบวนการ (Process) ใน
การด าเนินโครงการ 

• ขาดความชดัเจนในดา้น
วสิยัทศัน์และวตัถุประสงคใ์น
การด าเนินโครงการ 

• Project management 

• Strategy 

management 

การบรหิารค่าใชจ้่ายโครงการ 
(Project Cost Management) 

• งบประมาณในการด าเนิน
โครงการ 

• Service financial 

management 

การบรหิารความเสีย่งโครงการ 
(Project Risk Management) 

• การบรหิารจดัการโครงการ 
การจดัการความเสีย่ง 

• Risk management 

 



Journal of Applied Statistics and Information Technology Vol 8 No 1 (January – June 2023) 

Page | 17  

4.2 ผลการศึกษาความสมัพนัธร์ะหว่างผลลพัธใ์นการด าเนินโครงการทางด้านเทคโนโลยีสารสนเทศ
กบัทกัษะการคิดเชิงวิศวกรรม (Engineering Mindset) ของผู้จดัการโครงการ 

จากผลการส ารวจ เมื่อน าผลจากแบบสอบถามมาค านวณหาค่าเฉลี่ย (Mean Average) และส่วนเบี่ยงเบน
มาตรฐาน (S.D.) เพื่อท าการเปรียบเทียบในมิติของกรอบแนวคิด (Mindset) ระหว่างผู้จ ัดการโครงการที่มีอัตรา
ความส าเรจ็ในการด าเนินโครงการสงู (Success PM - ด าเนินโครงการไดต้รงตามแผนงาน ระยะเวลา งบประมาณ และ 
คุณภาพ) และแนวคดิของผูจ้ดัการโครงการทีม่อีตัราความส าเรจ็ในการด าเนินโครงการต ่า (Unsuccess PM - ด าเนิน
โครงการไดไ้ม่ตรงตามแผนงาน ระยะเวลา งบประมาณ หรอื คุณภาพ) ไดต้ามตารางที ่9 ดงันี้ 

 
ตารางท่ี 9 การเปรยีบเทยีบค่าเฉลีย่คะแนนกรอบแนวคดิเชงิวศิวกรรมระหว่างกลุ่มของผูจ้ดัการโครงการ 

ประเภทยอ่ยของกรอบแนวคิดเชิงวิศวกรรม 
Success PM Unsuccess PM 

Mean S.D. Mean S.D. 
แนวคดิในการปรบัตวั (Adaptive Mindset) 4.33 0.77 3.76 0.87 
แนวคดิในการเตบิโต (Growth Mindset) 4.47 0.71 4.02 0.73 
แนวคดิในการเรยีนรู ้(Learning Mindset) 4.25 0.84 3.68 0.78 

 
 

 
รปูภาพท่ี 6 การเปรยีบเทยีบค่าเฉลีย่คะแนนกรอบแนวคดิเชงิวศิวกรรมระหว่างกลุ่มของผูจ้ดัการโครงการ 

 
จากขอ้มลูการเปรยีบเทยีบค่าเฉลีย่ของกรอบแนวคดิเชงิวศิวกรรมของผูจ้ดัการโครงการในตารางที ่9 (รปูภาพ

ที ่6) พบว่า คะแนนเฉลี่ยของกลุ่มของผูจ้ดัการโครงการทีม่อีตัราความส าเรจ็ในการด าเนินโครงการสูง  (Success PM) 
จะสูงกว่าคะแนนเฉลี่ยของกลุ่มของผูจ้ดัการโครงการทีม่อีตัราความส าเรจ็ในการด าเนินโครงการต ่า (UnSuccess PM) 
ในทัง้ 3 กลุ่มแนวคดิ (แนวคดิในการปรบัตวั การเตบิโต และการเรยีนรู้) อย่างมนีัยส าคญั โดยทีใ่นแต่ละกลุ่มจะส่งผล
ต่อผลลพัธข์องการบรหิารโครงการ ดงันี้ 

1. ผู้จ ัดการโครงการที่มีกรอบแนวคิดในการปรับตัว (Adaptive Mindset) ที่ดี จะสามารถปรับเปลี่ยนแผน 
เครื่องมอื หรือวิธีการในการด าเนินงานได้อย่างเหมาะสมตามสถานการณ์ที่เปลี่ยนไป  ตามสภาพความเป็นจรงิ ณ 
ขณะนัน้ มีความยืดหยุ่นในการท างาน จึงสามารถรบัมือและแก้ปัญหาที่เกิดขึ้นในโครงการได้อย่างรวดเร็วและมี
ประสทิธภิาพ 

2. ผูจ้ดัการโครงการทีม่กีรอบแนวคดิในการเตบิโต (Growth Mindset) ทีด่ ีจะช่วยใหก้ารพฒันาขดีความสามารถ
ของผูจ้ดัการโครงการเป็นไปไดอ้ย่างรวดเรว็ ซึง่จะส่งผลโดยตรงต่อแนวคดิและวธิกีารบรหิารโครงการ การแกไ้ขปัญหา
ไดอ้ย่างมปีระสทิธภิาพมากขึน้ 
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3. ผูจ้ดัการโครงการทีม่กีรอบแนวคดิในการเรยีนรู ้(Learning Mindset) ทีด่ ีจะเป็นผูท้ีเ่ปิดรบัการเรยีนรูเ้รื่องใหม่ 
ๆ จากช่องทางต่างๆ รวมถึงการเรียนรู้จากประสบการณ์ที่ผ่านมาทัง้ที่ประสบความส าเร็จและล้มเหลว เพื่อน ามา
ประยุกตใ์ชใ้หเ้กดิประโยชน์สงูสุดในการบรหิารโครงการ 

ซึ่งจากขอ้มูลแสดงใหเ้หน็ว่าผูจ้ดัการโครงการทีม่กีรอบแนวคดิในการปรบัตวั การเตบิโต และการเรยีนรู้ที่ด ี
จะส่งผลต่อภาพรวมของกรอบแนวคดิเชงิวศิวกรรมทีด่ ีและมแีนวโน้มทีจ่ะประสบผลส าเร็จในการจดัการและบรหิาร
โครงการมากขึน้ 

4.3 ผลการศึกษาปัจจยัท่ีส่งผลต่อผลลพัธข์องการด าเนินโครงการอนัเป็นปัจจยัจากผู้จดัการโครงการ 
นอกเหนือจากการศกึษาปัจจยัทางด้านแนวคดิ (Mindset) ในงานวจิยันี้ยงัได้ศึกษาถึงปัจจยัอื่นๆที่อาจจะ

ส่งผลต่อผลลพัธข์องการด าเนินโครงการ ไดแ้ก่ ปัจจยัทางดา้นอายุ ประสบการณ์การท างานโดยรวม และประสบการณ์
ในการเป็นผูจ้ดัการโครงการ โดยจากขอ้มลูการส ารวจไดผ้ลดงันี้ 
 
ตารางท่ี 10 การเปรยีบเทยีบค่าเฉลีย่ปัจจยัอื่นๆ ระหว่างกลุ่มของผูจ้ดัการโครงการ 

ปัจจยั Success PM Unsuccess PM 
อายุของผูจ้ดัการโครงการ (ปี) 42.32 41.57 
ประสบการณ์การท างานโดยรวม (ปี) 21.5 22.3 
ประสบการณ์ในการเป็นผูจ้ดัการโครงการ (ปี) 10.58 6.42 

 

 

รปูภาพท่ี 7 การเปรยีบเทยีบค่าเฉลีย่ปัจจยัอื่นๆ ระหว่างกลุ่มของผูจ้ดัการโครงการ 
 

จากขอ้มูลการเปรยีบเทยีบค่าเฉลี่ยของปัจจยัอื่นๆของผูจ้ดัการโครงการในตารางที ่ 10 (รูปภาพที ่7) พบว่า 
อายุ และประสบการณ์โดยรวมของผูจ้ดัการโครงการอยู่ในช่วงทีใ่กล้เคยีงกนั จงึไม่ควรจะมผีลต่อผลลพัธข์องโครงการ
มากนัก ในขณะทีป่ระสบการณ์ในการบรหิารโครงการมคีวามแตกต่างกนัอย่างเหน็ไดช้ดั โดยจากขอ้มลูสามารถสรุปได้
ว่า ผูจ้ดัการโครงการทีม่ปีระสบการณ์ในการบรหิารโครงการมากกว่า มแีนวโน้มในการบรหิารโครงการส าเรจ็ในอตัราที่
สงูกว่าผูจ้ดัการโครงการทีม่ปีระสบการณ์น้อยกว่า 

ผลจากการส ารวจพบว่ากรอบแนวคิดเชิงวิศวกรรม (Engineering Mindset) ของผู้จ ัดการโครงการ ซึ่ง
ประกอบไปด้วยแนวคดิในการปรบัตวั (Adaptive Mindset) แนวคดิในการเติบโต (Growth Mindset) และ แนวคดิใน
การเรยีนรู้ (Learning Mindset) เป็นหนึ่งในทกัษะทีส่ าคญัที่ส่งผลต่อความส าเร็จหรอืล้มเหลวในการด าเนินโครงการ 
นอกจากนี้ยงัพบว่าประสบการณ์โดยตรงในการบรหิารโครงการทีผ่่านประสบการณ์การเรยีนรูแ้ละการแกปั้ญหา น่าจะ
เป็นหนึ่งในปัจจยัส าคญัทีม่ส่ีวนในการพฒันากรอบแนวคดิเชงิวศิวกรรมส าหรบัผูจ้ดัการโครงการอกีดว้ย 
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ดงันัน้ในการด าเนินโครงการทางดา้นเทคโนโลยสีารสนเทศทีม่ขีนาดใหญ่ มคีวามซบัซ้อนหรอืความเสีย่งสูง 
ควรเลอืกผูจ้ดัการโครงการทีม่จี านวนปีประสบการณ์ในการบรหิารโครงการโดยตรงสูง ประกอบกบัอตัราความส าเร็จ
ของการด าเนินโครงการทีผ่่านมาของผูจ้ดัการโครงการเป็นเงื่อนไขแรก เนื่องจากเป็นผูท้ีม่แีนวโน้มทีจ่ะมแีนวคดิเชิ ง
วศิวกรรมทีด่ ีควรจะสามารถวางแผน บรหิาร และรบัมอืกบัปัญหาต่าง ๆ ทีจ่ะผ่านเขา้มาในโครงการไดด้ ีโดยอาจจะมี
ขอ้มลูอื่น ๆ ประกอบในการคดัเลอืก เช่น ลกัษณะ ขนาดหรอืความซบัซอ้นของโครงการทีเ่คยบรหิาร เป็นตน้ เพื่อเป็น
การลดโอกาสส าหรบัความลม้เหลวของโครงการ 

 
5. สรปุผลการวิจยั 

5.1 อภิปรายผลการวิจยั 
ในขณะทีโ่ลกมกีารเปลี่ยนแปลงอยู่ตลอดเวลา โดยเฉพาะอย่างยิง่ในการพฒันาโครงการทางดา้นเทคโนโลยี

สารสนเทศซึง่มคีวามซบัซ้อนและปัจจยัมากมายทัง้ภายในและภายนอกทีจ่ะส่งผลใหโ้ครงการไม่สามารถเป็นไปไดต้าม
แผนที่วางไว้ ผู้จดัการโครงการจึงเป็นบุคคลที่มีบทบาทและส าคญัอย่างยิ่งที่จะส่งผลโดยตรงต่อความส าเร็จหรือ
ล้มเหลวของโครงการ นอกจากทกัษะในการบรหิารจดัการโครงการทีด่แีล้ว ผูจ้ดัการโครงการมคีวามจ าเป็นอย่างยิง่ที่
จะต้องมทีกัษะพเิศษทีจ่ะต้องพร้อมรบัมอืทุกการเปลี่ยนแปลง พฒันาและก้าวขา้มขดีจ ากดัของตนเอง รวมถึงเรยีนรู้
เพื่อให้เท่าทนักับโลกทีเ่ปลี่ยนแปลงไป รูปแบบที่เป็นแนวปฏิบตัิทีด่ใีนวนันี้จะต้องมกีารปรบัปรุงและพฒันาอยู่อย่าง
สม ่าเสมอเพื่อใหพ้รอ้มรบัมอืทุกสภาพของปัญหาทีอ่าจเกดิขึน้ไดใ้นระหว่างการด าเนินโครงการ 

จากผลการวจิยัพบว่ากรอบความรูใ้นการบรหิารโครงการทีก่ าหนดขึน้โดย PMI ยงัคงเป็นเครื่องมอืส าคญัใน
การช่วยใหโ้ครงการประสบความส าเรจ็โดยมแีนวโน้มทีจ่ะประสบความส าเรจ็มากขึน้เมื่อน ามาประยุกต์ใชร้่วมกนักบั
กรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) โดยเน้นไปที ่3 ทกัษะหลกั ไดแ้ก่ แนวคดิในการปรบัตวั (Adaptive 
Mindset) เพื่อให้สามารถรบัมอืกับความเปลี่ยนแปลง หรือปัญหาต่างๆที่เกิดขึ้นได้ แนวคิดในการเติบโต (Growth 
Mindset) เพื่อให้ไม่เกิดขอ้จ ากดัในการด าเนินงานหรอืการแก้ปัญหา  และ แนวคดิในการเรยีนรู้ (Learning Mindset) 
เพื่อค้นหาแนวทางหรือรูปแบบใหม่ ๆ ที่เหมาะสมต่อการการด าเนินงาน รวมถึงการเรียนรู้ ถอดบทเรียนจาก
ขอ้ผดิพลาดต่างๆทีเ่กดิขึน้ เพื่อเป็นการพฒันาใหเ้กดิการปรบัปรุงการท างานทีม่ปีระสทิธภิาพต่อไป 

นอกจากนี้ยังพบว่า การบริหารขอบเขตโครงการ (Scope Management) และการบริหารการสื่อสารใน
โครงการ (Communication Management) เป็น 2 กลุ่มหลกัที่ส่งผลต่อความล้มเหลวของโครงการ โดยมเีปอร์เซ็นต์
รวมกนัถงึ 58.76% โดยจาก 10 กลุ่มกรอบความรูใ้นการบรหิารโครงการ (Knowledge Area) ทีก่ าหนดโดย PMI มถีงึ 
7 กลุ่มที่ส่งผลโดยตรงต่อความล้มเหลวของโครงการ (ตารางที่ 6) มเีพยีง 3 กลุ่มเท่านัน้ทีไ่ม่ไดส่้งผลโดยตรง ไดแ้ก่ 
การบรหิารเวลาโครงการ (Time Management) การบรหิารคุณภาพโครงการ (Quality Management) และ การบรหิาร
การจดัซื้อจดัจ้างของโครงการ (Procurement Management) แต่ก็มีความเป็นไปได้ว่าทัง้ 3 กลุ่มนี้จะส่งผลกระทบ
ทางอ้อมต่อความส าเรจ็และล้มเหลวของโครงการเช่นกนั ทัง้นี้ ในปัจจุบนัไดม้กีรอบการท างาน (Framework) ซึ่งเป็น
เครื่องมอืในการบรหิารจดัการโครงการทีเ่ป็นทีน่ิยมอยู่เป็นจ านวนมาก เช่น มาตรฐาน CMMI, Information technology 
infrastructure library (ITIL) หรือ ISO 29110 ซึ่งมาตรฐานและเครื่องมือเหล่านี้จะช่วยเป็นแนวทางในการลดความ
เสีย่งและขอ้ผดิพลาดในการท าเนินโครงการไดเ้ป็นอย่างด ีจงึควรจะพจิารณาน าไปใชใ้นการบรหิารโครงการ 

การศกึษาความสมัพนัธร์ะหว่างผลลพัธใ์นการด าเนินโครงการทางดา้นเทคโนโลยสีารสนเทศกบักรอบแนวคดิ
เชงิวศิวกรรม (Engineering Mindset) ของผูจ้ดัการโครงการ พบว่ากรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) 
ของผู้จดัการโครงการ ซึ่งประกอบไปด้วยแนวคดิในการปรบัตวั (Adaptive Mindset) แนวคดิในการเติบโต (Growth 
Mindset) และ แนวคดิในการเรยีนรู ้(Learning Mindset) เป็นหนึ่งในทกัษะทีส่ าคญัทีส่่งผลต่อความส าเรจ็หรอืลม้เหลว
ในการด าเนินโครงการ นอกจากนี้ยงัพบว่าประสบการณ์โดยตรงในการบรหิารโครงการน่าจะเป็นหนึ่งในปัจจยัส าคญัทีม่ี
ส่วนในการพฒันากรอบแนวคิดเชงิวศิวกรรม (Engineering Mindset) ส าหรบัผู้จดัการโครงการ ในขณะที่อายุหรอื
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ประสบการณ์โดยรวมของผูจ้ดัการโครงการไม่น่าจะเป็นปัจจยัทีม่คีวามส าคญัต่อการพฒันากรอบแนวคดิเชงิวศิวกรรม 
(Engineering Mindset) ส าหรบัผูจ้ดัการโครงการมากนัก 

จากผลการเปรยีบเทยีบค่าเฉลี่ยทางดา้นกรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) จะเหน็ไดอ้ย่าง
ชดัเจนว่ากลุ่มของผู้จดัการโครงการที่มคี่าเฉลี่ยสูง มโีอกาสและแนวโน้มที่จะช่วยให้โครงการประสบความส าเร็จได้
มากกว่าเมื่อเทยีบกบักลุ่มของผูจ้ดัการโครงการทีม่คี่าเฉลีย่ต ่า ซึง่สอดคลอ้งกบัผลการวจิยัของ Jamieson และ Donald 
ทีศ่กึษาความสมัพนัธร์ะหว่างกรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) และดา้นความเป็นผูน้ า (Leadership) 
ผลจากการศกึษาพบว่า ผูน้ าทีม่กีรอบแนวคดิเชงิวศิวกรรม จะมโีอกาสทีจ่ะกา้วขึน้ไปเป็นผูน้ าในระดบัสงัคมหรอืองคก์ร
มากกว่าผูน้ าแบบดัง้เดมิ และเป็นไปในทศิทางเดยีวกนักบังานวจิยัของ Lottero และ Lachapelle (2020) ทีพ่บว่าผูท้ีม่ ี
กรอบแนวคดิเชงิวศิวกรรม ทีด่ ีจะมแีนวคดิแบบเตบิโต (Growth) ทีด่ ีและสามารถปรบัตวั (Adaptive) เพื่อรบัมอืและ
แก้ปัญหาได ้อกีทัง้ยงัสามารถเรยีนรู ้ (Learning) จากความผดิพลาดและน ามาใชเ้ป็นแนวทางในการพฒันาตนเองใน
อนาคตได ้รวมถงึความสามารถในการวเิคราะห์ คน้หาค าตอบ และวธิกีารแก้ไขไดอ้ย่างมปีระสทิธภิาพ ซึ่งสอดคล้อง
กับการศึกษาของ Cunningham ด้วยเช่นกัน ดังนัน้ จากผลการศึกษาจึงสามารถแสดงให้เห็นได้ว่า การที่จะเป็น
ผู้จดัการโครงการทางด้านเทคโนโลยีสารสนเทศที่ประสบความส าเร็จได้นัน้ ควรจะมีทกัษะหลกัๆ ที่ส าคญั ได้แก่ 
แนวคิดในการปรับตัว (Adaptive Mindset) แนวคิดในการเติบโต (Growth Mindset) และ แนวคิดในการเรียนรู้ 
(Learning Mindset) ซึง่เป็นองคป์ระกอบของกรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) นัน่เอง 

5.2 ข้อเสนอแนะส าหรบังานวิจยัต่อเน่ือง 
การบรหิารโครงการเป็นทัง้ศาสตร์และศลิป์ ซึ่งมปัีจจยัมากมายทีเ่กีย่วขอ้ง ดงันัน้ จงึยงัคงมอีกีหลายปัจจยัที่

ควรจะน ามาพจิารณาประกอบเป็นปัจจยัทีอ่าจจะส่งผลต่อผลการด าเนินโครงการ เช่น ระดบัการศกึษา  หรอื ใบรบัรอง
ความสามารถ (Certificate) ของผู้จดัการโครงการ หรอือาจจะเป็นปัจจยัอื่นๆ เช่น ขนาด ขอบเขตและความซบัซ้อน
ของโครงการ หรอื ระเบยีบวธิ ี(Methodology) ในการด าเนินโครงการ เช่น Agile Waterfall หรอื Hybrid เป็นตน้ 

นอกจากนี้ การพฒันากรอบกระบวนการ (Framework) ในการประเมนิความสามารถทางด้านกรอบแนวคดิ
เชิงวิศวกรรม (Engineering Mindset) ของผู้จ ัดการโครงการเพื่อเป็นเครื่องมือในการมอบหมายโครงการ หรือ
การศกึษาเพื่อหาปัจจยัหรอืวธิกีารทีจ่ะพฒันากรอบแนวคดิเชงิวศิวกรรม (Engineering Mindset) ใหส้ามารถพฒันาได้
อย่างรวดเรว็ยิง่ขึน้ การน ากรอบแนวคดิเชงิวศิวกรรมไปประยุกตใ์ชใ้นรปูแบบต่างๆ หรอืการสรา้งแนวปฏบิตัขิองกรอบ
แนวคิดเชิงวิศวกรรม ก็ถือเป็นหัวข้อที่น่าสนใจที่จะน ามาศึกษาเพิ่มเติมในอนาคต เพื่อเป็นการต่อยอด เพิ่ม
ประสทิธภิาพของผูจ้ดัการโครงการ อกีทัง้ยงัเป็นการเพิม่อตัราความส าเรจ็ในการบรหิารโครงการอกีดว้ย 
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บทคดัย่อ 

 

งานวจิยัน้ี ไดนํ้าเสนอตวัแบบช่วงชวีติทีอ่ยู่ในวงศ์ของตวัแบบวางนัยการมิากําลงั ซึ่งเรยีกว่าการแจกแจงการิ

มากําลงั-เรยล์ ีมกีารศกึษาคุณสมบตัทิางสถติขิองการแจกแจงน้ี ไดแ้ก่ ฟังก์ชนัควอนไทล์ ฟังก์ชนัอยู่รอด โมเมนต์ และ

สถติอินัดบั มกีารประมาณค่าพารามเิตอรข์องการแจกแจกแจงการมิากําลงั-เรย์ลีดว้ยวธิภีาวะน่าจะเป็นสูงสุด รวมทัง้มี

การประยุกต์ใช้การแจกแจงการมิากําลงั-เรย์ลกีบัข้อมูลจรงิ ซึ่งเป็นข้อมูลช่วงชวีติ จํานวน 2 ชุด ผลการศึกษาพบว่า 

การแจกแจงการมิากําลงั-เรยล์ี เป็นตวัแบบที่อธิบายลกัษณะการแจกแจงความน่าจะเป็นของค่าสงัเกตได้ใกล้เคยีงกบั

ข้อมูลจรงิ นัน่คอืการแจกแจงน้ีมคีวามยดืหยุ่นและครอบคลุมกบัขอ้มูลช่วงชวีติมากกว่าการแจกแจงอื่น ๆ  ที่เกีย่วขอ้ง 

เช่น การแจกแจงเรยล์ ีการแจกแจงการมิากําลงั-ลนิด์เลย ์และการแจกแจงลนิด์เลย ์
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Abstract 

 
This paper considers a new lifetime model of the class of power Garima generalized models, called the 

power Garima-Rayleigh (PG-R) distribution. Some statistical properties are provided, including quantile function, 
hazard function, moments, and order statistics. The maximum likelihood estimation is used to estimate the 
parameters of the PG-R distribution. In addition, we apply the PG-R distribution with two real-life data sets. The 
study found that the PG-R distribution is a model that describes the probability distribution of observation values 
close to the real data. The proposed distribution is more flexible and comprehensive with lifetime data than other 
related distributions, such as the Rayleigh, power Garima-Lindley, and Lindley distributions.  
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1. Introduction 
Many new statistical distributions have been derived using the commonly known distributions through 

different types of transformations, compounding, or mixing. Flexible distributions are obtained from extending the 
classical distributions by introducing one or more additional parameter(s) to the baseline distribution. Many 
generalized families of distributions have been proposed and studied for modelling data in many applied areas such 
as economics, engineering, biological studies, environmental sciences, medical sciences, and finance (Gupta et al., 
1998). Some of the generated (G) families are: the beta-G (Eugene et al., 2002), gamma-G (Zografos & 
Balakrishnan, 2009; Ristic & Balakrishnan, 2012), transformed-transformer (T-X; Alzaatreh et al., 2013), Weibull-
G (Bourguignon et al., 2014), exponentiated half-logistic-G (Cordeiro et al., 2014), half logistic-G family 
(Cordeiro et al., 2016; Soliman et al., 2017), exponentiated Weibull-G (Hassan & Elgarhy, 2016), generalized 
transmuted-G (Nofal et al., 2017), Gompertz-G (Alizadeh et al., 2017), beta Weibull-G (Yousof et al., 2017), new 
Weibull-G (Ahmad et al., 2018), and transmuted Gompertz-G (Reyad et al., 2018).  

Recently, Aryuyuen et al. (2021) proposed a power Garima-G (PG-G) family of distributions, which is 
obtained by using the concept of T-X family by Alzaatreh et al. (2013) when a generator T distributed as the power 
Garima (PG) distribution. The cumulative density function (cdf) and the probability density function (pdf) of a 
random variable X  distributed as the PG-G family are represented, respectively. 
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α α
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ξ ξ
ξ ξ

     (2) 

where , , 0,α β λ >  and G( ; )x ξ is the cdf of any existing (baseline) distribution with a parameter vector ξ . 

In practice, the PG-G family of distributions: (a) is the primary method of introducing an additional 
parameter(s) to generate an extended version of the baseline distribution; (b) improve the characteristics of the 
traditional distributions; (c) make the kurtosis more flexible compared to the baseline distribution; (d) generated 
distributions that have the pdf with various shapes, i.e., symmetric, right-skewed, left-skewed, and reversed-J 
shaped; (e) define special models with all types of hazard rate function; (f) define special models having a closed-
form for cdf, survival function as well as hazard rate function; (g) provide consistently better fits than other 
generated distributions having the same or higher number of parameters. Thus, we are interested in constructing a 
new distribution to analyse lifetime data using the PG-G family of distributions using some baseline distribution. 
This study uses a Rayleigh distribution as the baseline distribution (Aryuyuen et al., 2021). 

Rayleigh (1880) derived the Rayleigh distribution; it was introduced in connection with a problem in the 
field of acoustics. The cdf and pdf of the Rayleigh distribution are given by 

2 2(2 )G( ; ) 1 xx e− σσ = −  and  
2 2(2 )

2

1g( ; ) xx xe− σσ =
σ

 for 0x >  and 0σ > .    (3) 

In nature, physical phenomena in many fields of science (for example, noise theory, lethality, radar return, 
and others) have amplitude distributions that the Rayleigh density function can characterize. Since then, extensive 
work has occurred related to this distribution in different areas of science and technology. It has some relations 
with well-known distributions like the Weibull, chi-square, or extreme value distributions. The hazard function of 
the Rayleigh distribution is an increasing function of time (Rayleigh, 1880; Dey et al., 2014; Al-Babtain, 2020). 
Statistical inference of one parameter Rayleigh distribution, such as parameter estimation, predictions, and testing, 
have been extensively studied by several authors (See Johnson et al., 1994; Abd-Elfattah et al., 2006; Dey & Das, 
2007; Dey, 2009; Al-Babtain, 2020). 

This paper proposes a new lifetime model of the class of power Garima generalized models called the 
power Garima-Rayleigh distribution. Some statistical properties of the proposed distribution are provided. The 
algorithm for generating a random number from the proposed distribution is shown. We estimate the model 
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parameters using the maximum likelihood (ML) method. Moreover, applications are illustrated. Finally, we offer 
some concluding remarks. 
 
2. Methods 

The methods of this research are:  
2.1 The cdf and pdf of the proposed distribution and its mathematical properties are studied.  
2.2 The appropriate parameter estimation method for the proposed distribution using the ML method is 

provided.  
2.3 Application of the proposed distribution to real data sets has been studied by comparing it to some 

existing distributions using the criteria of Akaike information criterion (AIC), corrected Akaike information 
criterion (CAIC), and Kolmogorov-Smirnov (D*) statistics. 

 

3. Results and Discussion 
This section proposes a new distribution, namely the power Garima-Rayleigh distribution. We provided 

some statistical properties, parameter estimation, and applications of the proposed distribution. The remaining part 
of this article is presented as follows: 

3.1 The power Garima-Rayleigh distribution 
Let X  be a random variable with the cdf of the PG-G family of distributions as in (1), when G( ; )x σ  is 

the cdf of the Rayleigh distribution as (3). Then the cdf of X  is 
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θ   (4) 

where ( , , , )T= α β λ σθ  and , , , 0.α β λ σ >  Its corresponding pdf is 
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    (5) 

We have a random variable X  with the cdf as (4) and pdf as (5) distributed as the power Garima-Rayleigh 
(PG-R) distribution with parameters , ,α β λ  and ,σ  denoted by X ~PG-R ( , , , ).α β λ σ  Some pdf plots of PG-R 
distribution with different values of , ,α β λ  and σ  are shown in Figure1. 

3.2 Some statistical properties 
 We derive statistical properties of the PG-R distribution, including survival and hazard functions, 
moments, quantile function, skewness and kurtosis, algorithm for generating random variables, and order 
statistics. 
 3.2.1 Survival and hazard functions 
 The survival function S( ),x  is the probability that a subject survives longer than time ,x

S( ) 1 F( ).x x= −  The survival function of the PG-R distribution is 
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θ .  (6) 
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 From the expression of the hazard function h( ),x  h( ) f( ) S( ) ,x x x=  we have the hazard function of 
the PG-R distribution, that is 
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Figure 1 Some pdf plots of the PG-R distribution with different values of , ,α β λ  and .σ  

 3.2.2 Moments 

 The thr  moments of the PG-G family of distributions (Aryuyuen et al., 2021) is 
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  [ ]
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+Γ λ + +  β −
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for 1, 2k =  and (.)Γ  is a gamma function. 

 From the cdf and pdf in (3), the thr  moments of the PG-R distribution is 
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  From the moment of the PG-R distribution, we have the mean and variance are respectively 
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 3.2.3 Quantile function and related measurements 
 Let X  be a random variable distributed as the PG-R distribution with cdf as (4). Theoretically,  
F( ; , , , ) ,x Uα β λ σ =  where U is a uniform random variable on the interval (0,1). Then the quantile function (qf) 
of the PG-R distribution is obtained by inverting equation (4) as follows: 

 ( )( )
1 211

1
1Q( ; , , , ) 2 log 1 1 W (1 )(2 )exp 2 2u u

− α− λ

−

       α β λ σ = σ − − + − − − +β − −β +β+      β     

 (9) 

where 1W [ ]− ⋅  denotes the negative branch of the LambertW function (see Corless et al., 1996; Veberic, 2012), 

i.e., { }1 1W [ ]exp W [ ] ,z z z− − = where z  is a complex number.  

 Median: In particular, the median can be derived from (9) be setting 0.5.u =  Then, the median is 
given by 

 ( )

1 211

1
1Median 2log 1 1 W 1 exp 2 2

2

− α− λ

−

      β     = σ − − + − − + − −β +β+       β           

.  

 Algorithm for generating variate: We can generate a random variable of iX  from the PG-R 
distribution using the following algorithm.  

    Step 1: Generate iU  from the uniform distribution on the interval (0, 1) for 1, 2,..., .i n=  

    Step 2: Generate iX  by using the qf of the PG-R distribution in (9), Q( ; , , , )i iX u= α β λ σ . 
 For 1W [ ]− ⋅  in equation (9), it computes with lambertWm1 function in the LamW package (Adler, 
2015) in contribution package in R (R Core Team, 2022).  
 Since the moments of the PG-R distribution is not a close form. Thus, the expression of mean, standard 
deviation, skewness, and kurtosis is in the close form, too. However, these values are shown in terms of the 
simulation study. Some simulations are performed for illustration purposes of how the skewness of the PG-R 
distribution with different values of each parameter that is appeared in Figure1. Random samples with size 1,000 
are generated 10,000 times, that is, Q( ; , , , ).i iX u= α β λ σ  The results, including sample mean, variance, skewness 
value (SV), and kurtosis value (KV), are shown in Table 1. Skewness can be used as a measure of the symmetry 
of distribution for SV = 0. It is defined as a symmetrical distribution (left-skewed for SV < 0 and right-skewed for 
SV > 0). Meanwhile, the KV is often compared to the kurtosis of the normal distribution that is KV = 3. If the KV 
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> 3, the dataset has heavier tails than a normal distribution. Moreover, the dataset has lighter tails than a normal 
distribution for KV < 3. 
 We can consider the effects of the shape parameters on the pdf-plotted of PG-R distribution in Figure 
1, and the values of skewness and kurtosis values in Table 1, which the results are follows. For fixed other 
parameters but α  changed, the distribution shapes are right-skewed and left-skewed when 1α <  and 1,α ≥  
respectively (see Figure 1 (a)). For fixed other parameters but β  changed, the distribution shapes are left-skewed, 
and is close to symmetric when β  increase (see Figure 1 (b)). Figure 1 (c) shows that the various shape when 
different values of λ  (for fixed other parameters); the distribution is decreasing function when 0.5,λ ≤  but it is 
unimodal distribution when 0.5;λ ≥  for 0.5 1≤ λ <  the distribution is right-skewed; for 1λ ≥  the distribution is 
left-skewed. Figure 1 (d) shows that the values for σ  increase and the distribution is flatten but is still left-skewed. 
 
Table 1 Results of the average values of the sample mean, variance, skewness, and kurtosis of PG-R distribution. 

Figure 1 α  β  λ  σ  sample mean variance SV KV 

(a)  
 

α ↑  

5 1.5 1.5 3 5.6669 0.5127 -0.6228 3.3300 
3 1.5 1.5 3 4.8972 0.5995 -0.6045 3.2596 

1.5 1.5 1.5 3 3.7586 0.7113 -0.5175 3.0176 
1 1.5 1.5 3 3.0525 0.7416 -0.4039 2.7756 

0.5 1.5 1.5 3 1.8474 0.6360 -0.0525 2.3674 
0.3 1.5 1.5 3 1.0642 0.4123 0.3676 2.4358 

(b)  
 

β ↑  

1.5 30 1.5 3 1.8720 0.2296 -0.1768 2.7719 
1.5 15 1.5 3 2.2005 0.3124 -0.2073 2.7692 
1.5 5 1.5 3 2.8518 0.4901 -0.3089 2.8009 
1.5 2.5 1.5 3 3.3514 0.6198 -0.4168 2.8867 
1.5 1 1.5 3 4.0974 0.7743 -0.6058 3.1648 
1.5 0.5 1.5 3 4.6923 0.8586 -0.7637 3.5045 

(c)  
 

λ ↑  

1.5 5 3 3.5 4.0460 0.2569 -0.7412 3.7268 
1.5 5 2 3.5 3.6649 0.4671 -0.5139 3.1472 
1.5 5 1.5 3.5 3.3270 0.6666 -0.3089 2.7987 
1.5 5 1 3.5 2.7644 0.9777 0.0555 2.5559 
1.5 5 0.5 3.5 1.7010 1.2950 0.9253 3.6533 
1.5 5 0.3 3.5 1.0197 1.2068 1.9518 7.7386 

(d)  
 

σ ↑  

1.5 2.5 1 5 5.0469 2.9459 -0.0967 2.4988 
1.5 2.5 1 4 4.0365 1.8857 -0.0961 2.4986 
1.5 2.5 1 3 3.0278 1.0605 -0.0959 2.4981 
1.5 2.5 1 2.5 2.5227 0.7364 -0.0965 2.4979 
1.5 2.5 1 2 2.0185 0.4715 -0.0961 2.4971 
1.5 2.5 1 1.5 1.5141 0.2650 -0.0969 2.4976 

 
 3.2.4 Order statistics 
 Let (1) ( ), , nX X  denote the order statistics of a random sample iX  for 1, 2,...,i n=  from the PG-R 

distribution with the pdf in equation (5) and cdf in equation (4); then the pdf of ( )jX  for 1, 2,...,j n=  is 
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3.3 Parameter estimation 
The ML estimates of the unknown parameters for the PG-R distribution are determined based on complete 

samples. Let 1, , nX X  be a random sample of size n  from the PG-R distribution with set of parameters 
( , , , ) .T= α β λ σθ  The log-likelihood function of θ  can be expressed as 
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The elements of the score function U( ) (U , U , U , U )α β λ σ=θ  are given by 
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Then the ML estimates of the parameters , ,α β λ  and σ  are obtained by setting the last two equations 
to be zero and solving them. Clearly, it is difficult to solve them, therefore computer packages. In this study, the 
nlm function in the stats package and contribution package in R (R Core Team, 2022) is used to find the ML 
estimates.  

 
3.4 Application study 
In this section, we demonstrate the flexibility and the potentiality of the PG-R distribution through two 

real data sets, which data set are: 
Data I: The data set is gauge lengths of 10 mm (Kundu & Raqab, 2009). This data set consists of 63 

observations: 1.901, 2.132, 2.203, 2.228, 2.257, 2.350, 2.361, 2.396, 2.397, 2.445, 2.454, 2.474, 2.518, 2.522, 
2.525, 2.532, 2.575, 2.614, 2.616, 2.618, 2.624, 2.659, 2.675, 2.738, 2.740, 2.856, 2.917, 2.928, 2.937, 2.937, 
2.977, 2.996, 3.030, 3.125, 3.139, 3.145, 3.220, 3.223, 3.235, 3.243, 3.264, 3.272, 3.294, 3.332, 3.346, 3.377, 
3.408, 3.435, 3.493, 3.501, 3.537, 3.554, 3.562, 3.628, 3.852, 3.871, 3.886, 3.971, 4.024, 4.027, 4.225, 4.395, 
5.020.  

Data II: The second data is the strength data set originally reported by Badar and Priest in 1982 (see 
Dey, 2014). It describes the strength measured in GPA for single-carbon fibers and impregnated 1000-carbon 
fiber tows. This data set consists of 62 observations: 0.5620, 0.5640, 0.7290, 0.8020, 0.9500, 1.0530, 1.1110, 
1.1940, 1.2080, 1.2160, 1.2470, 1.2560, 1.2710, 1.2777, 1.3050, 1.3130, 1.3900, 1.4290, 1.4740, 1.4900, 
1.5030, 1.5200, 1.5220, 1.5240, 1.5510, 1.6090, 1.6320, 1.6320, 1.6760, 1.6840, 1.6850, 1.7280, 1.7400, 
1.7640, 1.7850, 1.8040, 1.8160, 1.8240, 1.8360, 1.8790. 

We use these real data sets to illustrate the importance and flexibility of the PG-R distribution and compare 
it with some lifetime distributions which related the PG-R distribution and the PG-G family of distributions with 
four-parameter, such as the Rayleigh (R), power Garima-Lindley (PG-L; Aryuyuen et al., 2021), and Lindley (L) 
distributions. All the model parameters are estimated by the ML method for the proposed model. These applications 
will be used to determine the estimated parameters of each distribution. The value of ML estimates of each 
distribution is obtained using the nlm function in the stats package and contribution package in R (R Core Team, 
2022). The results are presented in Tables 2-3. In each application, we compare the fit of the PG-G distribution 
with the fit of the corresponding baseline distribution (R distribution), the PG-G family with a four-parameter 
distribution (PG-L distribution), and the L distribution. The criteria of the Akaike information criterion (AIC), the 
corrected Akaike information criterion (CAIC), and Kolmogorov-Smirnov (D*) statistics are used. The model 
gives the smallest values of AIC, CAIC, and D*. Therefore, it is the best model for fitting data. 
 
Table 2 ML estimates of the model parameters and goodness of measures for their estimates for Data I. 

Distributions ML estimates AIC CAIC D* (p-value) 

PG-R 
α̂ = 40.3156, β̂ = 2.3421,  

λ̂ = 0.3076, σ̂ = 1.3118 
121.19 121.88 0.0770 (0.8492) 

R σ̂ = 2.2067 189.04 189.11 0.3607 (<0.0001) 

PG-L 
α̂ = 6.5264, β̂ = 216.0021, 

λ̂ = 0.7011, τ̂ = 0.2743 
129.65 130.34 0.0810 (0.8031) 

L τ̂ = 0.5392 244.72 244.78 0.4308 (<0.0001) 
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Table 3 ML estimates of the model parameters and goodness of measures for their estimates for Data II. 
Distribution ML estimates AIC CAIC D* (p-value) 

PG-R 
α̂ = 2.5351, β̂ = 114.5274, 

λ̂ = 0.7918, σ̂ = 4.1840 
95.81 86.51 0.0490 (0.9984) 

R σ̂ =  1.2464 121.60 121.67 0.2551 (<0.0001) 

PG-L 
α̂ = 1.4544, β̂ = 21.2383, 

λ̂ = 2.1026, τ̂ = 0.4522 
95.98 96.68 0.0559 (0.9902) 

L τ̂ =  0.9015 176.00 176.06 0.5454 (<0.0001) 
 
 
 

  

  
 

Figure 2 Plots of the estimated pdf for each distribution and the PG-R probability plot for the data sets. 
 

Figure 2 shows the plots of the estimated pdf of the fitted models for the data sets. The numerical values 
of the AIC, CAIC, and D* statistics are listed in Tables 2-3. The PG-R model gives the lowest values for the AIC, 
CAIC, and D* statistics for the data set among the fitted model. The PG-R distribution could fit the data better 
than the PG-L, R, and L distributions. A density plot compares the fitted densities of the models with the empirical 
histogram of the observed data (Figure 2). 
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4. Conclusion 
This paper proposes a new four-parameter distribution, namely the PG-R distribution. The PG-R 

distribution is motivated by the wide use of the Rayleigh distribution in practice and the fact that generalization 
provides more flexibility to analyze positive real-life data. We derive explicit expressions for the quantile function 
and order statistics. We also provide a foundation for some mathematical properties of this distribution, including 
the derivation of the hazard rate function, moments, quantile function, generating numbers, and order statistics. 
The model parameters are estimated by maximum likelihood. Applying the PG-R distribution to a real data set 
indicates that the new distribution outperforms several distributions, including the PG-L, Rayleigh, and Lindley 
distributions. 
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Abstract 

 

The failure of a business could significantly impact private companies, the government, and the whole 

economy. Therefore, predicting business failure is always one major research problem in business and economics. 

Many methods, such as theoretical models, statistical models, and data mining techniques, were applied to predict 

business failures. This research developed a business failure prediction model to classify failed and non-failed 

companies from one to three years before the failure by a hybrid data mining technique. The interest of this 

research is to integrate clustering and classification techniques to predict business failure, which can be beneficial 

for further research related to business failure prediction or early warning models. The study involved 3,118 

agribusiness companies that submitted their financial statements from 2016 to 2020 in Thailand. Based on the 

data of financial statements, a single classifier, including decision tree (DT), logistic regression (LR), and neural 

network (NN), was compared with a hybrid data mining technique—clustering and classification. The results 

showed that applying the hybrid method, k-mean and DT, helped to improve the business failure prediction 

performance. 
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1. Introduction 

Business failure prediction has been a topic of interest and tends to gain more attention because of its 

importance to many parties—the private companies, the government, and the whole economy (Tsai, 2014; Wanke, 

Barros, & Faria, 2015). The failure of a business can cause social costs and the economy involving entrepreneurs, 

workers, lenders, suppliers, and clients, which are related to increased debt. Rising household debt possibly 

negatively affected the nation's economy (Pumjaroen, 2019; Pumjaroen, Vichitthamaros, & Sethapramote, 2020).  

Both private and government sectors will benefit if the prediction is reliable (Geng, Bose, & Chen, 2015; 

Klepáč & Hampel, 2017; Lin & McClean, 2001; Pumjaroen & Sethapramote, 2023). Since business failure does 

not suddenly happen just in one day, the loss is a gradual process that evolves over a considerable period (Altman, 

1968; Lincoln, 1984; Webb, 2003). Hence, the firms and the policymakers notice the early sign of business failure; 

they could initiate remedial measures to avoid deterioration before the collapse. The firm could make a strategic 

plan to reform itself; the investors have information to better manage their investment portfolios by reallocating 

the stocks' funds and avoiding companies that are about to fail. Financial sectors related to investment and lending 

would better assess the default risk Gepp, Kumar, and Bhattacharya (2010); (Tsai, 2014). The government 

policymaker will have a longer time to find a strategy for healing the economy. Therefore, accurate business 

failure prediction models would help the economy stabilize and increase for all involved.  

Many empirical studies apply business failure as the outcome of financial distress (Geng et al., 2015). 

Since if the firm's financial health is weakened, it deals with financial distress, developing into a financial crisis 

and ending as a failure. Because financial analysis informs the company's standing, it helps identify scenarios 

leading to its financial health and management's quality decisions (Klepáč & Hampel, 2017).  

There are many aliases in the area of business failure prediction, such as financial distress prediction, 

bankruptcy prediction, and business failure prediction. However, they are all related to the model aiming to predict 

the failure of a business before it actually happens. Some models apply only the available financial information 

associated with the company. Many studies include other attributes, such as industrial and economic indicators 

(Geng et al., 2015).  

Since agribusiness is one of the driving sectors of Thailand's economy, this research aimed to develop 

its business failure prediction model to classify failed and non-failed companies. Data mining techniques have 

become popular alternatives in business failure prediction (Li, Sun, & Wu, 2010). Most of the business failure 

predictions in Thailand were conducted by a single classifier (Buanak, 2016; Narungsri, 2005). However, many 

recent studies indicate that a hybrid method, which combines multiple approaches, outperforms a single process 

(Alapati & Sindhu, 2016; Jader & Aminifar, 2022; Shalaby, Belal, & Omar, 2021). Moreover, some related  studies 

of business failure prediction found that a hybrid method helps improve the model performance over using only 

a single process (Hsieh, 2005; West, Dellana, & Qian, 2005). Hence, this research focused on comparing the 

prediction performance of single and hybrid classified methods with different previous years' early warnings 

before the business failure. The interest of this research is to integrate the clustering and classification techniques 

to predict Thailand's agribusiness failure, which can be beneficial for further research related to the model of 

business failure prediction or early warning model. The result showed whether applying the clustering technique 

before classification helped improve Thailand's agribusiness business failure prediction.  

The remainder of the article is organized as follows—Section Two reviews related studies on a business 

failure description and prediction model using data mining techniques. The research steps and empirical data 

collected for agribusiness failure prediction are described in Section Three. The results are discussed in Section 

Four. Finally, Section Five presents the conclusions of the empirical results and their implications. 

 
2. Conceptual Background 

 

2.1 Description of Business Failure 

Many terms are used to describe when firms face financial difficulties, such as financial distress, business 

bankruptcy, firm default, and business failure (Geng et al., 2015). As for business failure, Dimitras, Zanakis, and 

Zopounidis (1996) defined it as a situation in which the firms could not continually operate. 

The financial statement has long been applied to predict business failure. Since it is the accounting report 

assessing a firm's information focusing on the financial situation and the results of its operations, the financial 

statement helps provide useful information for making economic decisions. Altman (1968) was among the first 

researchers who used financial ratios to predict corporate bankruptcy.  

In Thailand, a registered juristic person must report  a financial statement to the Department of Business 

Development (DBD),  Ministry of Commerce every year (Development, 2020). If the firm does not submit the 

financial report for consecutively three years, the officer will label its status as an unoccupied firm. In case the 

company cannot operate the business, it must report to the department for liquidation.  

As for those mentioned above, the firm that registers the liquidation or does not report the financial 

statements for three consecutive years will be defined as a business failure for this research.  
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2.2 Business Failure Prediction Models 

The business failure prediction model could be classified into three groups: statistical models (such as 

discriminant and regression analysis), data mining techniques (such as neural networks and decision trees), and 

theoretical models (such as expert evaluation and market risk models) (Klepáč & Hampel, 2017). Nowadays, 

many studies have applied hybrid methods to enhance prediction accuracy (Alapati & Sindhu, 2016; Klepáč & 

Hampel, 2017; Tsai & Chen, 2010). The procedure combines more than one model from statistical and machine 

learning techniques to improve prediction performance. Recent studies of business failure prediction have also 

used a hybrid method and confirmed that combining multiple approaches outperforms a single process (Hsieh, 

2005; West et al., 2005). More specifically, pre-classification by clustering technique before classification helps 

improve predictive performance (Hsieh, 2005; Tsai, 2014). 

 

2.2.1 Classification 

Classification is considered a supervised technique since it learns by a set of examples, acting as a 

supervisor. The supervisor has the expertise of the environment, represented by a group of input-output examples. 

As for classifying unknown patterns, the process tries to generate a classifier or a model from a training sample 

set for each class during the learning task. The learning process tries to map between the input-output examples 

and correctly label the training set. Consequently, the model obtained from the training process is applied to 

classify an unknown pattern into each class. The classification techniques used frequently for business failure are 

decision tree (DT), logistic regression (LR), and neural network (NN) (Kumar & Ravi, 2007; Tsai, 2014). 

The first statistical model for business failure prediction was published in the 1960s by Beaver 

(1966), which was a univariate model. As for the multivariate technique, Altman (1968) proposed the application 

of discriminant analysis. However, the method was popular in business failure prediction before the 1980s (Geng 

et al., 2015) because of its stick assumptions, such as linear separability, multivariate normality, and equal 

covariances. LR was suggested in the business failure area to overcome the discriminant limitations. Martin (1977) 

pioneered the logistic model to forecast bank failure. LR is mainly applied to forecast binary or multi-class 

response attributes. The model cannot be generated by linear regression directly since the dependent variable is a 

nominal type. Instead of predicting a point estimate of the event,  it predicts the odds of the event. The logistic 

model has been widely used for classification problems; however, its restrictive assumptions make data mining 

techniques more popular in real-world prediction problems (Olson, Delen, & Meng, 2012).  

Data mining techniques have influenced the area of business failure prediction since the 1990s. NN 

and DT are the popular technique for this area (Klepáč & Hampel, 2017). 

NN is a nonlinear mathematical approach to the data mining technique. The method comprises a 

group of neural nodes linking with the weighted nodes. Each node can simulate a neuron of creatures, and the 

connection among these nodes is equal to the synaptic that connects among the neurons. Generally, neural 

networks consist of input, hidden, and output layers. Each layer is connected, of which input units will be 

connected to hidden units, and the hidden units will later be joined to the output units. 

DT is a non-parametric prediction method as a recursive partitioning using a divide and conquers 

technique to distinguish instances. Its structure comprises a root node, branches, and leaf nodes. Each internal 

node denotes a test on an attribute, each branch represents the outcome of a test, and each leaf node holds a class 

label. The topmost node in the tree is the root node. The decision tree aims to divide the unknown data recursively 

until every data belongs to a specific class. The algorithm for the decision tree is generally implemented in two 

phases. Tree-building is the first phase; in that phase, the tree is divided until all the data have its class in a top-

down fashion. The second phase is tree pruning, where predictions and accuracy are improved bottom-up. 

 

2.2.2 Clustering  

Clustering is an unsupervised technique that differs from classification. The approach aims to 

arrange a given data of unlabelled input patterns into meaningful clusters based on a measure of similarity (Jain, 

Murty, & Flynn, 1999). Pattern clustering results in some well-separated groups in the feature space, which 

summarise and visualize data in the given collection. Algorithms in the clustering technique can be grouped into 

two categories-- hierarchical and non-hierarchical  (or partitional) clustering. The hierarchical clustering algorithm 

generates a hierarchy of clusters, in which a distinct singleton cluster will be combined one by one until satisfied 

some thresholds. The result will produce a series of arborescence partitions. The work of Beranová, Basovníková, 

and Martinovičová (2013) applied this method to cluster agricultural enterprises. Some might prefer partitional 

clustering, especially in business problems (Dissayarungkun, 2021; Olafsson, Li, & Wu, 2008). K-means is one 

of the well-known partitional clustering algorithms since it procedures with a simple algorithm but gives efficient 

clustering results (Tsai & Chen, 2010). The method aims to partition the data set into k clusters in which each 

observation belongs to the cluster with the nearest mean (centroid). The algorithm computes centroids and repeats 

until the optimal centroid is found. The process starts with selecting the k point as the initial centroids. Each 

observation in the data set will be assigned to the closest centroid and then recomputed the new centroids of each 

https://en.wikipedia.org/wiki/Partition_of_a_set
https://en.wikipedia.org/wiki/Mean
https://en.wikipedia.org/wiki/Centroid
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cluster. The process reassigns each observation regarding their nearest new centroids. Repeatedly the process until 

some convergence criterion is satisfied or the assignment is not changed.  

 

3. Research Methodology 

 

The research follows the important steps of the CRoss Industry Standard Process for Data Mining 

(CRISP-DM) (Shearer, 2000), which is the standard data mining process. This study focuses on data 

understanding, preparation, modeling, and evaluation. RapidMiner Studio Version 9.10 was used for the data 

analysis processing. 

 

3.1 Data Understanding and Preparation 

The research focused on predicting agribusiness failure in Thailand based on the annual financial 

statement collected from the Department of Business Development database. Regarding The Thailand Standard 

Industrial Classification (TSIC), agribusiness is classified in A--Agriculture, Hunting, Forestry, and Fishing. This 

research studied 3,118 companies that submitted their financial statements from 2016 to 2020 (The recent financial 

statement data collected was in 2019). The input variables were related to 12 kinds of financial statements and 

firm information attributes, including business size, company age, two consecutive years of profit or loss, recently 

registered capital, working capital, corporate income tax, revenue, authorized capital stock, total assets, current 

asset, liability, and operating profit margin. 

 

3.2 Number of Failed Business Status 

Since the research aimed to predict business failure in 2020, the target attribute was a nominal type--the 

"Failure" or "Non-Failure" status in 2020. There were 100 failed companies in the study, including those registered 

for liquidation or labeled as unoccupied firms. The rest of them are labeled as non-failure firms, including 3,018 

companies.  

 

3.3 The Time Span of the Data Set 

The previous studies in Thailand used the financial statements data obtained during the last three years 

before the failure, which achieved the accuracy of training data of about 70% to 80%. Buanak (2016)   forecasted 

bankruptcies of small and medium-sized enterprises (SMEs) in Thailand ahead of one to three years before failure 

happened. An imbalanced sample of 604 firms from 2008 to 2015, including 71 failed companies and 532 active 

enterprises, was applied in the training model. The study compared the accuracy of Altman, Zmijewski, and 

discriminant models. The finding showed that discriminant analysis gave the most accuracy of training data with 

77.45%,75.80%, and 81.16% for one, two, and three years ahead. Narungsri (2005) applied logistic regression to 

predict financial failure for small and medium companies from one to three years ahead. The study estimated the 

model by the financial statement from 1999 to 2001. The sample size was 671 firms containing 321 failed 

companies and 350 active firms. The selected model was applied to predict the business failure of testing data, 

including 55 companies for each group of failed and non-failed. The result showed that the one-year-ahead 

prediction was better than two and three years ahead, which achieved the accuracy of training data at 72.70%, 

69.27%, 67.79%, and for testing data at 71.82%, 68.87%, and 66.98% consecutively. 

This research also implemented the model based on the financial statement obtained for three previous 

years before the companies were labeled as business failures in 2020. For example, in an early warning for one 

year (t-1), the study used financial data by 2019 to predict whether the firm was marked as a failure in 2020. As 

for the two-year prediction (t-2) of 2020, the financial statement before 2018 was applied to the model. The model 

used only the financial information before 2017 to predict a three-year earlier failure (t-3) in 2020. 

 

3.4 Data Preparation 

As the initial data set, the business status in 2020 and the financial statement were combined. The missing 

values were remedied by interpolation. Stratified random sampling was applied to partition the data into training 

and testing data sets. The training data set was applied to generate the learning models, while the testing data set 

was used to test the models' predictive ability.  The random partitions of the training and testing data sets might 

impact the analysis; hence, we conduct both single and multiple splits.  

Regarding the single split, to avoid undertraining or overtraining, we applied the training ratios at 0.6, 

0.7, and 0.8. As for the training data set, it worked with a balanced sample size. For instance, of 0.6 split ratios, 

this training data set contained 120 observations, including 60 failed firms and 60 non-failed firms, since the 

observations labeled as failed firms totally in the data set were 100 firms. As for the testing data set, the number 

of data was 2,998 firms—40 failed firms and 2,958 non-failed firms, which the data did not use for generating the 

model.  

The research also conducted multiple splits or cross-validation, a resampling procedure, to evaluate the 

models with ten folds. Cross-validation aims to reduce the bias associated with the random sampling of the training 
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and holdout data samples. The analysis randomly selected 100 failed firms and 100 non-failed firms regarding a 

balanced training data set. This input data was partitioned into ten subsets of equal size at 20 observations. A 

single subset was retained as the test data set (20 observations) of those ten subsets. The remaining nine subsets 

worked as a training data set (180 observations). The cross-validation process was then iterated ten times, with 

each of the ten subsets used exactly once as the test data. The ten results from the ten iterations were combined to 

produce the estimation. 

This training data set of this study might be quite small for general problems using the data mining 

technique; however, as for the limitation of data in the fields of business failure prediction, this training sample 

size was acceptable. As seen in many works related to business failure prediction, such as the work of Geng et al. 

(2015); Klepáč and Hampel (2017), who applied data mining models such as LR, NN, and DT, also used around 

the same size of this research for the training data set. 

 

3.5 Modelling 

In the first step of data modeling, we generated single-classified models. LR, NN, and DT, well-known 

and widely used classification methods in business failure prediction, were conducted. Regarding the RapidMiner 

operator, as for LR, the logistic regression operator was used. This operator applied an S-shaped curve formed by 

the logit transformation representing the probability of an event—Failure Non-Failur. The decision tree operator 

was applied for DT, in which the algorithm collects nodes to identify a decision on values affiliation to a class of 

business status. Each node represents a splitting rule for one variable. The new nodes were repeatedly created 

until meeting the stopping criterion. A prediction of a business status was identified based on the majority of 

Examples that reached this leaf during generation. The Neural Net operator was conducted for NN, which learns 

a model through a feed-forward neural network trained by a multi-layer perceptron. Hereafter, the outperform 

model will be selected regarding the predictive performance (Figure 1). 

Secondly, the research conducted the hybrid classifier by combining the clustering method in the selected 

classifier to improve business failure prediction (Figure 2). The k-mean clustering is one of which the well-known 

clustering in business fields (Tsai & Chen, 2010) was applied for this task. Then we compared the predictive 

performance of the selected model from the first step and the hybrid model from the second step. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: A single method for business failure prediction 
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Figure 2: A hybrid method of clustering combined with classification for business failure 

 

3.6 Evaluation 

 

The research evaluated the model performance in terms of accuracy, recall, and precision, the common 

evaluation metrics of machine learning. (Davis & Goadrich, 2006; Geng et al., 2015).  

The accuracy is the ratio of correctly predicted  observations, including failure and non-failure, to the 

total number of observations. Whereas recall is the ratio of correctly predicted failure observations to the total 

number of actual failure observations, precision is the ratio of correctly predicted failure observations to the total 

number of predicted failure observations. The confusion matrix displays the classification prediction performance 

in Table 1.  

 

Table 1: Confusion matrix for business failure prediction 

  Actual 

  T (failure) F (non-failure) 

Predict 
T (failure) TP FP 

F(non-failure) FN TN 

 

TP+TN
Accuracy=

TP+FP+FN+TN
 

TP
Recall=

TP+FN
 

TP
Precision=

TP+FP
 

 

4. Results and Discussion 

 

The predictive performance of LR, DT, and NN are shown in Tables 2 and 3. The tables display the 

accuracy, recall, and precision based on the training ratios of 0.6, 0.7, 0.8, and ten-fold cross-validation of the 

early warning for t-1, t-2, and t-3. 

Table 2 shows the single classifier performances of LR, NN, and DT to predict business failure. The 

results varied according to the performance evaluation criterion, the training ratios or the cross-validation, the 

early warning period, and the training or testing data set. For example, the accuracy of cross-validation for t-1 in 

the training data set, the result of LR was outstanding, gaining at 87.67%; however, in the testing data, NN was 

outperformed at 70.00%. Hence, the research considered the number of models achieving better performance in 

the last section of Table 2. However, please note that an accuracy rate is generally applied to evaluate the correctly 

classified sample number to the total sample number of a balanced data set. However,   the data set of business 

failure is highly class-imbalanced; the accuracy rate measure cannot evaluate model performance for the minority 

class well (Sun, Li, Fujita, Fu, & Ai, 2020). The purpose of the business failure prediction is to capture the failure 

of a business (Klepáč & Hampel, 2017), which is the minority class of the data set. Hence, this research focused 

on the model with the highest recall and precision rates because they concentrate on correctly predicted failure 

business.  

Figure 3 shows the recall and precision of each single technique, whereas the last row of Table 2 focuses 

on the number of models gaining better recall and precision. The results indicated that DT achieved better 

financial statement 
(t-1) 

 

financial statement 
(t-2) 

 

financial statement 

(t-3) 
 

selected classifier performance clustering 
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performance in both training and testing data sets (except for t-2, DT was equal to LR for training, and DT was 

not different from NN for the testing data set). Many research suggested applying black-box algorithms such as 

NN and the support vector machines method (SVM) to predict business failure; however, those techniques are 

less comprehensible by human users than DT (Olson et al., 2012). Our results also were consistent with Klepáč 

and Hampel (2017). They indicated that DT offers better accuracy for agriculture companies in the EU than LR 

and SVM. In addition, the study of Olson et al. (2012) related to bankruptcy prediction found that DT was 

relatively more accurate than NN and SVM.  

Since this research aimed to improve business failure prediction by applying the hybrid classifier--

segmentation before classification, the k-mean clustering was applied. K-mean separated the data into subgroups 

based on the company's age and the two consecutive years of profit or loss before conducting the DT classification 

method to improve the business failure prediction performance. However, k-mean is the non-hierarchical method; 

identifying the number of groups or k is needed before using the technique. Therefore, the research applied the 

hierarchical method with agglomerative algorithms to roughly set the number of clusters. The study decided to 

apply k=3 for the k-mean clustering. In addition, as the suggestion by Hair, Black, Babin, and Anderson (2014), 

the cluster solution was validated by considering the variable not included in the cluster analysis—business size 

(small, medium, and large) to ensure the practical significance of the cluster solutions. The results showed the 

relevant reasons. For example, the largest group of the clustering analysis trended to be the companies that had 

not conducted business for a long time and had two consecutive years of loss; most of the companies in the group 

were small-size businesses.  

Table 3 displays the comparison of the predictive performance of DT and hybrid DT to predict business 

failure.  For the same reason mentioned above, this part also considered only recall and precision.  As for the 

training data set, clustering before classification helped improve classification performance for t-1 and t-2; 

however, the performance did not differ for t-3. As for the testing data set, clustering before classifying helped 

improve classification performance for t-1 and t-3, but as for t-2, it gained lower performance (The last row of 

Table 3 and Figure 4).  Moreover, the result found that long-time forecasting seemed to decrease the model 

prediction performance, which  was according to the previous studies of Klepáč and Hampel (2017); Narungsri 

(2005). 
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Table 2: Model performance of DT, LR, NN 

 
Splits 

Training data Testing data 

 t-1 t-2 t-3 t-1 t-2 t-3 

 
LR NN DT LR NN DT LR NN DT LR NN DT LR NN DT LR NN DT 

A
cc

u
ra

cy
 

0.6 100.00 88.33 88.33 95.83 90.83 88.33 90.83 86.67 85.83 58.30 67.20 54.37 49.72 55.33 50.12 58.54 77.23 50.12 

0.7 97.14 90.00 83.57 88.57 86.43 77.14 83.57 83.57 72.86 64.71 76.04 50.48 63.32 54.01 44.49 63.96 75.72 37.11 

0.8 85.00 86.25 83.75 81.25 84.38 80.00 80.63 82.50 67.50 65.06 76.12 55.93 66.19 62.02 55.93 70.51 70.51 29.33 

Cross-validation 87.67 82.11 83.44 81.56 79.28 79.72 79.67 78.83 80.06 64.50 70.00 67.00 61.00 66.00 65.00 68.50 68.00 65.00 

R
ec

al
l 

0.6 100.00 86.67 100.00 96.67 95.00 98.33 91.67 81.67 98.33 57.50 60.00 87.50 55.00 77.50 75.00 52.50 55.00 72.50 

0.7 98.57 82.86 100.00 87.14 95.71 100.00 84.29 78.57 100.00 60.00 46.67 73.33 50.00 83.33 93.33 50.00 46.67 93.33 

0.8 83.75 82.50 98.75 82.50 93.75 96.25 77.50 83.75 100.00 50.00 45.00 85.00 55.00 80.00 95.00 50.00 55.00 95.00 

Cross-validation 87.44 85.56 97.00 85.00 84.22 96.11 85.22 84.56 95.44 71.00 76.00 79.00 68.00 74.00 81.00 75.00 75.00 82.00 

P
re

ci
si

o
n
 

0.6 100.00 89.66 81.08 95.08 87.69 81.94 90.16 90.74 78.67 4.37 5.76 5.84 3.49 5.35 4.67 4.05 7.64 4.53 

0.7 95.83 96.67 75.27 89.71 80.72 68.63 83.10 87.30 64.81 5.36 6.31 4.61 4.37 5.56 5.14 4.45 6.22 4.56 

0.8 85.90 89.19 75.96 80.49 78.95 72.64 82.67 81.71 60.61 4.59 6.12 5.88 5.16 6.43 6.48 5.43 5.91 4.14 

Cross-validation 87.83 80.04 76.31 79.52 76.64 72.38 76.70 75.87 72.98 62.83 67.86 63.71 59.65 63.79 61.36 66.37 65.79 61.19 

n
u

m
b
er

 o
f 

m
o
d

el
s 

g
ai

n
in

g
 

b
et

te
r 

p
er

fo
rm

an
ce

 

Accuracy 3 1 0 3 1 0 2 2 1 0 4 0 2 2 0 2 3 0 

Recall 1 0 4 0 0 4 0 0 4 0 0 4 0 1 3 0 0 4 

Precision 2 2 0 4 0 0 2 2 0 0 3 1 0 3 1 1 3 0 

Recall and 

Precision 
3 2 4 4 0 4 2 2 4 0 3 5 0 4 4 1 3 4 

Note: The highlight is the better performanc
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Figure 3: Recall and precision of DT, LR, NN 

Note: () Training ratio or cross-validation 
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Table 3: Comparing the predictive performance of the single classifier and hybrid classifier of DT  

 
Splits 

t-1 t-2 t-3 t-1 t-2 t-3 

 Single Hybrid Single Hybrid Single Hybrid Single Hybrid Single Hybrid Single Hybrid 

A
cc

u
ra

cy
 

0.6 88.33 89.17 88.33 86.67 85.83 82.50 54.37 57.74 50.12 54.45 50.12 47.15 

0.7 83.57 88.03 77.14 83.80 72.86 78.87 50.48 53.96 44.49 53.10 37.11 44.22 

0.8 83.75 88.13 80.00 83.75 67.50 79.38 55.93 60.03 55.93 56.66 29.33 58.91 

Cross-validation 83.44 88.22 79.72 86.44 80.06 77.28 67.00 68.50 65.00 70.50 65.00 57.50 

R
ec

al
l 

0.6 100.00 100.00 98.33 100.00 98.33 100.00 87.50 85.00 75.00 87.50 72.50 85.00 

0.7 100.00 100.00 100.00 97.18 100.00 98.59 73.33 89.66 93.33 75.86 93.33 86.21 

0.8 98.75 98.75 96.25 98.75 100.00 91.25 85.00 85.00 95.00 80.00 95.00 70.00 

Cross-validation 97.00 97.44 96.11 94.22 95.44 99.89 79.00 79.00 81.00 77.00 82.00 82.00 

P
re

ci
si

o
n
 

0.6 81.08 82.19 81.94 78.95 78.67 74.07 5.84 6.13 4.67 5.85 4.53 4.95 

0.7 75.27 80.68 68.63 76.67 64.81 70.71 4.61 5.74 5.14 4.86 4.56 4.61 

0.8 75.96 81.44 72.64 75.96 60.61 73.74 5.88 6.46 6.48 5.67 4.14 5.30 

Cross-validation 76.31 82.27 72.38 81.54 72.98 68.78 63.71 65.29 61.36 68.14 61.19 55.03 

n
u

m
b
er

 o
f 

m
o
d

el
s 

g
ai

n
in

g
 

b
et

te
r 

p
er

fo
rm

an
ce

 

Accuracy 0 4 1 3 2 2 0 4 0 4 2 2 

Recall 3 4 2 2 2 2 3 3 3 1 3 2 

Precision 0 4 1 3 2 2 0 4 2 2 1 4 

Recall and  

Precision 
3 8 3 5 4 4 3 7 5 3 4 6 

Note: The highlight is the better performance 
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Figure 4: Recall and precision of the single classifier and hybrid classifier of DT 

Note: () Training raio or cross-validation 
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5. Conclusions 

 

Business failure can significantly impact many parties—the private companies, the government, and the 

whole economy. Therefore, predicting business failure is always one major research problem in business and 

economics. This research aimed to improve business failure prediction for Thailand agribusiness using hybrid 

classifiers. This case studied 3,118 companies submitting their financial statements from 2016 to 2020, and there 

were 100 failed companies in the study, including those registered for liquidation or labeled as unoccupied firms. 

As for the single classifier, focusing on recall and precision, the empirical result indicated that DT 

performs better than LR and NN. This result was consistent with Klepáč and Hampel (2017), who showed DT 

offers better accuracy for agriculture companies in the EU than LR and the SVM. Moreover, Olson et al. (2012), 

whose study related to bankruptcy prediction, suggest that DT was relatively more accurate than NN and SVM. 

Although much research concludes NN obtained more accuracy than DT, it is less comprehensible by human 

users than DT (Olson et al., 2012).  

Since the research focused on comparing the prediction performance of single and hybrid classified 

methods, segmentation and classification were applied to improve the business failure prediction. The k-mean 

clustering technique was applied to separate the data into three groups before using the DT classification method. 

The results of the hybrid classifier of DT were not consensus for all t-1, t-2, and t-3. As for the testing data set, 

the hybrid helped improve classification performance for t-1 and t-3, but for t-2, it gained lower performance than 

a single DT. However, when considering the overall of all periods of t-1, t-2, and t-3, The results indicated that 

hybrid classifiers helped improve classification performance. Clustering before classification was beneficially 

supported by the studies of Alapati and Sindhu (2016) and Tsai (2014). Nevertheless, the results indicated that 

increasing the previous year of early warning before the failure will decrease the accuracy of the business failure 

prediction model, which is consistent with earlier studies by Klepáč and Hampel (2017) and Narungsri (2005). 

In conclusion, in this case, the results suggest applying the hybrid method of clustering and classification 

to the work of business failure prediction. Even though, in numerous instances, clustering can help improve 

classification performance; however, it does not always improve the quality of classification (Piernik & Morzy, 

2021). 

For future work, I suggest considering these issues. First, more rule nodes were desired to improve the 

NN performance; however, the compensation of this task is the more complex model. Second, several clustering 

techniques can be pre-processed before classification for comparisons. Third, other advanced classification 

methods could be regarded as the hybrid method in the same way. Forth, different data sets with higher failed 

firms should be applied for this work. 
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