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บทคัดย่อ 

การยกเลิกการใช้บริการเป็นปัญหาที่พบได้ทั่วไปในหลายธุรกิจ โดยเฉพาะอย่างยิ่งกับธุรกิจโทรคมนาคม การ

จัดการเพื่อลดอัตราการยกเลิกใช้บริการอย่างมีประสิทธิภาพเป็นสิ่งสําคัญที่ธุรกิจต้องการ เพื่อสร้างความ

ประทับใจให้กับลูกค้า ดังนั้นธุรกิจจําเป็นจะต้องเข้าใจถึงเหตุผลที่ลูกค้ายกเลิกการใช้บริการก่อน  ในงานวิจัยนี้ 

ได้ประยุกต์ใช้การเรียนรู้ของเครื่องโดยใช้เทคนิคการทํานายแบบหลายคลาสกับธุรกิจการให้บริการอินเทอร์เน็ต 

โดยเสนอการแก้ปัญหาเป็นสองส่วน 1) แก้ปัญหาข้อมูลไม่สมดุลในระดับข้อมูล โดยใช้เทคนิคการสุ่มเพิ่มข้อมูล

ด้วย SMOTE 2) แก้ปัญหาข้อมูลไม่สมดุลด้วยการปรับค่านํ้าหนักข้อมูลในกระบวนการเรียนรู้ร่วมกันด้วย

เทคนิค XGBoost ผลลัพธ์ที่ได้จากการทํานายพบว่าสามารถทํานายคลาสที่มีข้อมูลขนาดใหญ่และข้อมูลขนาด

เล็กได้อย่างเท่าเทียมและแม่นยํา 

 

คําสําคัญ: การทํานายแนวโน้มการยกเลิกใช้บริการ ปัญหาข้อมูลไม่สมดุล การทํานายแบบหลายคลาส การ

เรียนรู้ของเครื่อง การเรียนรู้ร่วมกัน 

Abstract 

Churn is common problem across various industry, especially in the telecommunication sector. 

In order to reduce customer churn rates and complete effectively, many telecom companies 

are recognizing the need to improve customer experience and service. Therefore, understanding 

the reasons behind customer churn is essential. In this research, we apply machine learning 

multi-class classification technique for predicting customer churn to the internet service provider 

industry. We propose a two-fold approach to address the issue: 1) Handling imbalanced data at 

the dataset level by utilizing the SMOTE technique to synthetically generate additional data, and 

2) Addressing imbalanced data at the learning process level by adjusting the data weights using 

the XGBoost technique. The resulting XGBoost based classifier is able to predict accurately the 

majority classes and as well as the minority classes. The combination of SMOTE and XGBoost 

techniques demonstrates effectiveness in solving imbalanced problem in the case of multi-class 

datasets. 

 

Keywords: churn prediction, imbalanced data, multi-class classification, machine learning, 

ensemble learning 
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1. บทนํา 
ในปัจจุบันที่ข้อมูลเป็นสิ่งสําคัญในการขับเคลื่อนธุรกิจให้เติบโต

หรือก้าวหน้านําคู่แข่งรายอื่น ส่วนหนึ่งที่สําคัญมากที่แต่ละธุรกิจ

ให้ความสําคัญคือการรักษาฐานลูกค้าเดิมไว้ให้ได้มากที ่สุด 

เพื่อที่จะสามารถรักษาฐานของส่วนแบ่งการตลาดอย่างมั่นคง 

ข้อมูลการใช้บริการของลูกค้าจึงเป็นสิ่งที่แต่ละธุรกิจจะต้องให้

ความสําคัญ และจําเป็นต้องนํามาใช้เพื่อเรียนรู้และวิเคราะห์

พฤติกรรมของลูกค้าเพื่อทํานายการยกเลิกการใช้บริการ (Churn) 

ก่อนที ่เหตุการณ์จะเกิดขึ ้นจริง โดยนําการเรียนรู ้ของเครื ่อง 

(Machine Learning) ด ้วยเทคน ิคการเร ียนร ู ้แบบม ีผู้สอน 

(Supervised Learning) เข้ามาประยุกต์ใช้ [1-3] 

ประสิทธิภาพที่ดีของโมเดลนั้น ขึ้นอยู่กับหลายปัจจัย ซึ่ง

ลักษณะและคุณภาพของข้อมูลก็เป็นปัจจัยหนึ่งที่มีความสําคัญ

เป็นอย่างมาก และโดยส่วนมากมักจะพบความไม่สมบูรณ์ของ

ข้อมูลที่เกิดขึ ้นบ่อยในกรณีของการยกเลิกบริการและจะต้อง

นําไปผ่านกระบวนการเตรียมข้อมูลต่อไป [1,3] เพื ่อให้ได้ชุด

ข้อมูลที ่มีสัดส่วนที ่เท่ากันหรือใกล้เคียงกัน เพื ่อป้องกันการ

ทํานายที่โน้มเอียงไปยังคลาสใดคลาสหนึ่ง 

และด้วยทุกคลาสมีความสําคัญเท่าเทียมกัน การทํานาย

แบบหลายคลาส (Multi-class classification) [4] จ ึงเป ็นที่

น่าสนใจเนื่องจากสามารถระบุได้ถึงผลลัพธ์ที่ชัดเจนกว่าแบบ 2 

คลาส (Binary Classification) ทําให้ธุรกิจสามารถเข้าใจปัญหา

ของลูกค้าได้ตรงจุด ในงานวิจ ัยนี ้จะมีความท้าทายในการ

แก้ปัญหาข้อมูลไม่สมดุลร่วมกับการทํานายแบบหลายคลาส [5] 

โดยใช้เทคนิคการสุ่มเพื่อทําให้ข้อมูลมีความสมดุล ได้แก่ การสุ่ม

เพิ่มข้อมูล (Over-sampling) [6,8,11] การสุ่มลดข้อมูล (Under-

sampling) [7-8,11-12] หรือเทคนิคการสุ่มแบบผสม (Mixed-

sampling) [8,11-12]  

งานวิจัยชิ้นนี้เสนอการแก้ปัญหาข้อมูลไม่สมดุลกับการ

ทํานายแบบหลายคลาสในระดับของข้อมูล [7] และในระดับการ

เรียนรู้ของเครื่อง โดยใช้เทคนิค SMOTE เพื่อสังเคราะห์ข้อมูล

ใหม่จากข้อมูลเดิม ซึ่งจะช่วยให้ค่าความสําคัญของข้อมูลไม่สูญ

หาย และจะช่วยให้ข้อมูลในการทํานายผลในคลาสขนาดเล็กมี

ความถูกต้องมากยิ่งขึ้น แล้วจึงนําข้อมูลที่สมดุลไปสร้างโมเดลโดย

ใช้วิธีการเรียนรู้ร่วมกันด้วยเทคนิคการจําแนกข้อมูลวิธี Bagging 

และการจําแนกข้อมูลวิธี Boosting เพื ่อเปรียบเทียบและหา

ผลลัพธ์ของโมเดลที่ให้ค่าประสิทธิภาพและความแม่นยํามากที่สุด  

จากผลการทดลองพบว่าเทคนิค SMOTE + XGBoost ซึ่ง

เป็นเทคนิคการจําแนกข้อมูลวิธี Boosting ให้ผลลัพธ์ที ่ดีที ่สุด 

โดยมีค่า Accuracy ที่ 0.89 และค่า Macro F1-score ที่ 0.80 

ตามลําดับ ช่วยให้สามารถทํานายคลาสที่มีข้อมูลขนาดเล็กว่า

ลูกค้าจะยกเลิกบริการด้วยเหตุผลอะไรได้แม่นยํามากยิ่งขึ้น ซึ่ง

เป็นไปตามจุดประสงค์งานวิจัยนี้ที่ให้ความสําคัญกับการทํานาย

ผลของทุกคลาสอย่างเท่าเทียม ทําให้ธุรกิจสามารถทําการตลาด

ในการรักษาฐานลูกค้าได้อย่างตรงจุดต่อไป 

 

2. ข้ันตอนการดําเนินงานวิจัย 
 

 
 

รูปที ่1 ขั้นตอนการดําเนินงานวิจัย 
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จากรูปที่ 1 แสดงภาพรวมของขั้นตอนการดําเนินงานวิจัย

ตั ้งแต่เริ ่มต้นจนจบกระบวนการวิจัย โดยมีรายละเอียดการ

ดําเนินงานวิจัยในแต่ละขั้นตอน ดังนี้ 

2.1 แหล่งข้อมูล 

ในงานวิจัยนี้ใช้การบูรณาการข้อมูลจากหลายแหล่งข้อมูล ตามรูป

ที่ 1 ได้แก่ 1) ข้อมูลการใช้บริการ อาทิ ข้อมูลส่วนบุคคลของ

ลูกค้า ข้อมูลบริการที่ใช้งาน และข้อมูลการเรียกเก็บเงิน เป็นต้น 

2) ข้อมูลลูกค้าสัมพันธ์ อาทิ ข้อมูลบริการ ข้อมูลการยกเลิก

บริการ และข้อมูลใบแจ้งหนี้ เป็นต้น 

2.2 การเตรียมข้อมูล 

ในขั้นตอนการเตรียมข้อมูลนี้แบ่งการเตรียมข้อมูลออกเป็น 4 

ขั้นตอนย่อย ดังต่อไปนี้ 

2.2.1 การทําความสะอาดข้อมูล (Data Cleansing) 

• การจัดรูปแบบข้อมูลให้มีความถูกต้อง เหมือนกัน 
• การจัดการค่าว่าง กรณีข้อมูลเป็นตัวเลขจะแทนที ่ด ้วย
ค่าเฉลี่ย หากข้อมูลเป็นตัวอักษรจะแทนที่ด้วยคําว่าอื่น ๆ 

• การลบข้อมูลซํ้าซ้อนออกจากชุดข้อมูล 
• การจัดการข้อมูลผิดปกติ (Outlier) โดยใช้วิธีการลบข้อมูลที่

ต ํ ่ากว ่า upper percentile และ lower percentile ออก

จากชุดข้อมูล 

2.2.2 การเลือกข้อมูล (Data Selection) 

• เลือกตัดตัวแปรที่มีความสําคัญน้อยออกจากชุดข้อมูล เช่น 
ข้อมูลที่สามารถระบุตัวตนของลูกค้า (Personal Data) เป็นต้น 

• เลือกตัวแปรที่ให้ค่า Information Gain สูง (เข้าใกล้ 1) โดย

คํานวณด้วยวิธีการหาค่า Entropy 

2.2.3 การแปลงข้อมูล (Data Transformation) 

• ตัวแปรที่อยู่ในรูปแบบวันที่ นํามาคํานวณเพื่อสร้างตัวแปรที่
แสดงจํานวนวันที่ใช้บริการตั้งแต่สมัครใช้งานจนถึงปัจจุบัน 

• สร้างตัวแปรคลาสเป้าหมาย (Label) แบบหลายคลาส เพื่อ

รวมกลุ่มของข้อมูลบางประเภทที่มีความหมายใกล้เคียงหรือ

เป็นสับเซ็ตเดียวกัน รวมเข้าด้วยกัน ส่งผลให้จากเดิมมีตัวแปร

เป้าหมาย 17 คลาส เหลือจํานวน 4 คลาส 

• การแปลงข้อมูลจัดกลุ่ม (categorical data) ให้อยู่ในลักษณะ

ของ One-Hot Encoding โดยแปลงข้อมูล ให้เป็นค่า 0 และ 

1 (binary values) 

2.2.4 การรวมข้อมูล (Data Integration) 

ทําการรวมข้อมูลที ่ผ่านกระบวนการตามขั ้นตอนที ่ 2.2.1 ถึง 

2.2.3 โดยใช้ตัวแปรหมายเลขบริการเป็นคีย์หลักในการเชื ่อม

ข้อมูลหลายชุด เพื่อสร้างเป็นชุดข้อมูลตั้งต้นที่เตรียมจะนําไป

สร้างโมเดลต่อไป 

จะได้ชุดข้อมูลตั้งต้นจํานวน 167,603 รายการ ที่คงเหลือ

ตัวแปรจํานวน 11 ตัว ได้แก่ ตัวแปรเป้าหมาย ประเภทลูกค้า 

จํานวนเงินที่จ่ายให้บริษัททั้งหมด จํานวนเงินที่จ่ายเดือนล่าสุด 

ประเภทข่ายสาย จํานวนความเร็วในการดาวน์โหลด จํานวน

ความเร็วในการอัปโหลด จํานวนวันที่ใช้บริการสะสม ประเภท

กลุ ่มลูกค้า ประเภทกลุ ่มบริการอินเทอร์เน็ต และประเภท

ข้อตกลงการให้บริการ 

2.3 การผสม (Mixed sampling) 

ชุดข้อมูลตั้งต้นจํานวน 167,603 รายการ มีตัวแปรเป้าหมายที่

นํามาทํานาย จํานวน 4 คลาส ได้แก่ ใช้บริการ (Active) ยกเลิก

ใช้บริการเนื ่องจากการย้ายค่าย (Churn)  ยกเลิกใช้บริการ

เน ื ่องจากการค ้างช ําระ (Overdue) และยกเล ิกใช ้บร ิการ

เน ื ่องจากเหต ุผลอ ื ่น ๆ (Other reason) โดยน ํามาแบ ่งใน

อัตราส่วน 70:30 เพื ่อเป็นข้อมูลเรียนรู ้ (Training dataset) 

จํานวน 117,322 รายการและข้อมูลทดสอบ (Testing dataset) 

จํานวน 50,281 รายการ 

 

 
รูปที่ 2 กราฟแท่งเปรียบเทียบสัดส่วนข้อมูลในแต่ละคลาสของ

ชุดข้อมูลตั้งต้น 
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จากการวิเคราะห์ข้อมูลตัวแปรเป้าหมายในชุดข้อมูล

เรียนรู้ก่อนนําไปสร้างโมเดล พบว่าจํานวนข้อมูลแต่ละคลาสไม่

สมดุลกัน และมีสัดส่วนที่แตกต่างกันอย่างชัดเจน โดยมีสัดส่วน

ของคลาส  Active 63,679 รายการ  คลาส  Churn 30,239 

รายการ คลาส Overdue 14,718 รายการ และคลาส Other 

reason 8,686 รายการ ตามลําดับ ดังรูปที่ 2 

สามารถคํานวณหาอัตราความไม่สมดุล (Imbalance 

Ratio: IR) [11] เพื่อเปรียบเทียบสัดส่วนจํานวนข้อมูลระหว่าง

คลาสใหญ่และคลาสเล็ก โดยใช้สูตรการคํานวณดังนี ้

 
𝐼𝑅	 =

𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑀𝑎𝑗𝑜𝑟𝑖𝑡𝑦	𝑐𝑙𝑎𝑠𝑠
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑀𝑖𝑛𝑜𝑟𝑖𝑡𝑦	𝑐𝑙𝑎𝑠𝑠	 

(1) 

 

เมื่อกําหนดให้คลาส Active เป็นคลาสใหญ่ และคลาสอื่น ๆ 

เป็นคลาสเล็กเพื่อเปรียบเทียบกับทุกคลาส พบว่าคลาส Active 

vs Churn มีค่า IR ที่ 2.10 คลาส Active vs Overdue มีค่า IR 

ที ่ 4.33 และคลาส Active vs Other reason มีค่า IR ที ่ 7.33 

สามารถเปรียบเทียบการกระจายข้อมูลระหว่างคลาสใหญ่และ

คลาสเล็ก ดังรูปที่ 3 

 

 
รูปที่ 3 กราฟเปรียบเทียบการกระจายตัวของข้อมูลคลาสใหญ่ 

Active กับทุก ๆ คลาสเล็ก 

 

จากชุดข้อมูลตั้งต้นได้ทํานายการยกเลิกการใช้บริการ

อินเทอร์เน็ตโดยใช้เทคนิคการสุ่มป่าไม้ (Random Forest) เป็น

โมเดลพื้นฐานในการทํานาย พบว่ากรณีที่ข้อมูลมีความไม่สมดุล

จะส่งผลให้โมเดลมีความโน้มเอียงของการทํานายไปยังคลาสใหญ่ 

และทํานายคลาสเล็กได้ไม่แม่นยํา เนื่องจากความไม่สมดุลของ

ข้อมูลในแต่ละคลาส โดยมีค่า Accuracy ที่ 0.87 และ Macro 

F1-score ที่ 0.74 ซึ่งเป็นค่าเฉลี่ยของ F1-score ในแต่ละคลาส 

สามารถเปรียบเทียบค่า F1-score ของแต่ละคลาส ตามรูปที่ 4 

 

 
รูปที่ 4 กราฟแท่งเปรียบเทียบค่า F1-score ของชุดข้อมูลตั้งต้น 

 

เนื ่องด้วยธุรกิจนี ้ให้ความสําคัญกับทุกคลาสอย่างเท่า

เทียม เพื่อที่จะสามารถทํานายเหตุผลการยกเลิกใช้บริการได้ จึง

จําเป็นจะต้องแก้ปัญหาข้อมูลไม่สมดุลเพื่อให้ได้ผลการทํานายที่มี

ความแม่นยําในทุกคลาส 

2.4 การแก้ปัญหาข้อมูลไม่สมดุลแบบหลายคลาส 

เพื่อให้ได้ชุดข้อมูลที่มีความสมดุลเท่าเทียมกันในทุกคลาส และ

ป้องกันการทํานายผลที่โน้มเอียง ในงานวิจัยนี้เสนอการแก้ปัญหา

ออกเป็น 2 ส่วน 1) การแก้ปัญหาในระดับข้อมูล และ 2) การใช้

วิธีการเรียนรู้ร่วมกัน เพื่อช่วยในการทํานายผลแบบหลายคลาส 

ซึ่งจะกล่าวถึงในหัวข้อที่ 2.5 

วิธีการแก้ปัญหาข้อมูลไม่สมดุลแบบหลายคลาสในระดับ

ข้อมูล เป็นวิธีที่ทําให้ข้อมูลในคลาสขนาดใหญ่ (Majority Class) 

และคลาสขนาดเล ็ก (Minority Class) ม ีขนาดเท ่าก ันหรือ

ใกล้เคียงกัน ซึ่งเป็นวิธีที่นิยมใช้ในการแก้ปัญหาข้อมูลไม่สมดุล 

โดยแบ่งกลุ่มการแก้ปัญหาได้เป็น 3 วิธี [11] ดังนี้ 

  



 

รักชนก และกฤษณะ     ECTI-ARD ปีที่ 3 ฉบับที่ 3 (2023): 250325 23 

2.4.1 การสุ่มลดข้อมูล (Under-sampling) 

• RandomUnderSampler (RUS) [7-8,12] เป ็นการส ุ ่มลด

ข้อมูลจากคลาสใหญ่ เพื ่อให้จํานวนข้อมูลในคลาสใหญ่มี

ขนาดข้อมูลเท่ากับคลาสเล็ก 

• NearMiss version1 [8] เป็นการสุ่มลดข้อมูลจากคลาสใหญ่ 

โดยมีตัวแปรควบคุม k-neighbors มาเกี่ยวข้อง ใช้การเลือก

สุ่มตัวอย่างจากคลาสใหญ่ที่มีค่าระยะทางเฉลี่ยของ k ที่น้อย

ที่สุด โดยเปรียบเทียบกับเพื่อนบ้านคลาสเล็กที่ใกล้ที่สุด 

• NearMiss version2 [8] เลือกสุ่มตัวอย่างจากคลาสใหญ่ที่มี

ค่าระยะทางเฉลี ่ยของ k ที่น้อยที่สุด โดยเปรียบเทียบกับ

เพื่อนบ้านคลาสเล็กที่ไกลที่สุด 

• EditedNearestNeighbors (ENN) [7-8,11] เป็นการใช้การ

เปรียบเทียบระหว่างข้อมูลตัวอย่างในคลาสใหญ่และผลลัพธ์

ที่ได้จากการทํานายคลาสเป้าหมายด้วยเทคนิค k nearest 

neighbors (k-NN) โดยลบข้อมูลที่คลาสเป้าหมายมีผลลัพธ์

ไม่ตรงกันออก ช่วยให้ข้อมูลที่เหลืออยู่มีความถูกต้องมากขึ้น 

• Tomek’s Links (T-Links) [7-8] เป็นเทคนิคการจับคู ่ของ

ข้อมูลต่างคลาสที่อยู่ใกล้กัน แล้วเลือกลบข้อมูลคลาสใหญ่

ออก เพื่อให้เกิดช่องว่างระหว่างกลุ่ม ช่วยให้การแบ่งกลุ่มมี

ความชัดเจนมากขึ้น 

2.4.2 การสุ่มเพิ่มข้อมูล (Over-sampling) 

• RandomOverSampler  (ROS) [8] เป็นการสุ ่มเพิ ่มข้อมูล

จากคลาสเล็ก เพื่อให้จํานวนข้อมูลในคลาสเล็กมีขนาดข้อมูล

เท่ากับคลาสใหญ ่

• Synthetic Minority Oversampling Technique (SMOTE) 

[6,8-9,11-12] เป็นเทคนิคที่ใช้ในการสุ่มเพิ่มข้อมูลคลาสเล็ก

ให ้ม ีขนาดใกล้เค ียงหร ือเท ่าก ับคลาสใหญ่ โดยทําการ

สังเคราะห์ข้อมูลใหม่จากข้อมูลเดิม ทําให้ข้อมูลในคลาสเล็กมี

การกระจายตัวที่ดีขึ้นและช่วยให้ค่าความสําคัญของข้อมูลไม่

สูญหาย 

• Adaptive Synthetic (ADASYN) [6] เป็นเทคนิคที่ปรับปรุง

มาจาก SMOTE โดยจะไม่พิจารณาข้อมูลทุกตัวในคลาสเล็ก

แบบเดียวกับ SMOTE แต่จะใช้การแจกแจงแบบถ่วงนํ้าหนัก

ของข้อมูลในคลาสเล็ก ทําให้การปรับขอบเขตการตัดสินใจใน

การแบ่งกลุ่มดีขึ้น 

2.4.3 การสุ่มข้อมูลแบบผสม (Mixed-Sampling) 

• SMOTEENN [8,11-12] เทคนิคผสมระหว่าง SMOTE และ 

ENN โดยจะทําการเพิ่มข้อมูลให้แต่ละคลาสมีขนาดเท่ากัน

ก่อน แล้วจึงจะสุ่มลดข้อมูลให้มีความถูกต้องมากขึ้น 

• SMOTETOMEK [8,11] เทคนิคผสมระหว่าง SMOTE และ 

Tomek’s Link โดยจะทําการเพิ ่มข้อมูลให้แต่ละคลาสมี

ขนาดเท่ากันก่อน แล้วจึงจะสุ่มลดข้อมูลให้มีความถูกต้อง

มากขึ้น 

จากการทดลองแก้ปัญหาข้อมูลไม่สมดุลแบบหลายคลาส

ด้วยวิธีต่าง ๆ ร่วมกับการใช้เทคนิค Random Forest ซึ่งเป็นการ

จําแนกข้อมูลในกลุ ่มว ิธ ี Bagging ตามข้อ 2.5.1 เป ็นโมเดล

พื ้นฐานในการทํานาย พบว่าการสุ ่มเพิ ่มข้อมูลโดยใช้เทคนิค 

SMOTE จะได้ชุดข้อมูลเรียนรู้ที่มีความสมดุลกันจํานวน 254,716 

รายการ โดยแบ่งสัดส่วนอย่างเท่ากันคลาสละ 63,679 รายการ 

เปรียบเทียบสัดส่วนข้อมูลของแต่ละคลาสก่อนและหลังแก้ปัญหา

ข้อมูลไม่สมดุล ดังรูปที่ 5 

เมื่อเปรียบเทียบประสิทธิภาพโมเดลระหว่างเทคนิคการ

สุ ่มแบบต่าง ๆ ผลการทดลองพบว่าวิธีการสุ ่มเพิ ่มข้อมูลด้วย

เทคนิค SMOTE ทําให้ชุดข้อมูลมีความสมดุลและให้ผลการ

ทํานายที่ดีที่สุด ซึ่งจะดีกว่าการเลือกใช้วิธีการสุ่มลดข้อมูลหรือ

การสุ่มแบบผสมที่อาจจะทําให้ความสําคัญของข้อมูลสูญหาย

เนื่องจากการลดข้อมูล ดังรูปที่ 6 

 

 
รูปที่ 5 กราฟแท่งเปรียบเทียบสัดส่วนข้อมูลในแต่ละคลาส 

ก่อนและหลังแก้ไขปัญหาข้อมูลไม่สมดุลด้วยเทคนิค SMOTE 
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รูปที่ 6 กราฟแท่งเปรียบเทียบประสิทธิภาพของโมเดลแบบหลาย

คลาสตามแต่ละเทคนิคการแก้ไขปัญหาข้อมูลไม่สมดุล 

 

 
รูปที่ 7 ขั้นตอนการทํางานของวิธี Bagging 

 

2.5 วิธีการเรียนรู้ร่วมกัน (Ensemble Learning) 

โดยทั่วไปการจําแนกข้อมูลแบบโมเดลเดียวให้ผลการทํานาย

โดยรวมที่ค่อนข้างดี แต่ยังไม่ดีเพียงพอสําหรับการทํานายแบบ

หลายคลาสที่มีความไม่สมดุลของตัวแปรเป้าหมาย โดยเฉพาะกับ

โมเดลที่ต้องการให้ความสําคัญกับทุกคลาสอย่างเท่าเทียม เมื่อ

พิจารณาผลการทํานายในคลาสขนาดเล็กพบว่าโมเดลทํานายได้

ไม่ดีนัก มีความโน้มเอียงไปยังคลาสขนาดใหญ ่

เพื่อที่จะสามารถจําแนกข้อมูลแบบหลายคลาสได้อย่าง

แม่นยําและลดความโน้มเอียงที่เกิดขึ้น การจําแนกข้อมูลด้วย

วิธีการเรียนรู้แบบร่วมกันโดยใช้โมเดลหลาย ๆ ตัว (Multiple 

classifier) [11] จึงให้ประสิทธิภาพการทํานายที่ดีกว่าการจําแนก

ข้อมูลโดยใช้โมเดลเดียว 

2.5.1 การจําแนกข้อมูลด้วยวิธ ี Bootstrap Aggregation 

(Bagging) 

เป็นเทคนิคการเรียนรู้แบบร่วมกันโดยสุ่มสร้างโมเดลพร้อม ๆ กัน 

ด้วยวิธีการสุ่มข้อมูลแบบแทนที่ (sampling with replacement) 

ซึ่งจะทําให้การสุ่มข้อมูลทุกครั้งมีโอกาสเท่ากัน และแต่ละครั้ง

อาจจะสุ่มซํ้ากันได้ วิธีนี้จะช่วยสุ่มข้อมูลและสร้างโมเดลหลาย ๆ 

ตัวในการทํานาย แล้วใช้ค่าเฉลี่ยหรือการโหวตเพื่อตัดสินใจ ดังรูป

ที่ 7 โดยเทคนิคที่ใช้วิธีนี้ ได้แก่ Random Forest [9-11] 

2.5.2 การจําแนกข้อมูลด้วยวิธี Boosting 

เป็นเทคนิคการเรียนรู้ร่วมกันโดยใช้การเรียนรู้แบบเป็นลําดับ 

โดยโมเดลจะนําค่าที่ผิดพลาดที่ได้จากโมเดลก่อนหน้ามาเรียนรู้ 

และปรับปรุงโมเดลในครั้งถัดไป จะช่วยลดความผิดพลาดและ

เพิ่มความถูกต้องในการสร้างโมเดล โดยจะทําเป็นลําดับไปเรื่อย 

ๆ จนกว่าจะได้โมเดลสุดท้ายที ่มีผลลัพธ์ที ่ด ีที ่ส ุด ดังรูปที ่ 8  

เทคน ิคท ี ่ ใช ้ว ิธ ีน ี ้ ได ้แก ่ ADABoost, Gradient Boost และ 

Extream Gradient Boost (XGBoost) [9-11] 

 

 
รูปที่ 8 ขั้นตอนการทํางานของวิธี Boosting 

 

จากวิธีการจําแนกข้อมูลแบบหลายคลาส ได้กําหนดให้

เทคนิค Random Forest ในกลุ่มวิธี Bagging เป็นโมเดลพื้นฐาน

ในการทํานาย โดยเปรียบเทียบกับโมเดลจากกลุ่มวิธี Boosting 

พบว่าการใช้เทคนิค XGBoost เป็นอัลกอริทึมการเรียนรู้

ของเครื่องที่มีความสามารถในการจัดการกับชุดข้อมูลที่ไม่สมดุล

ในระหว่างขั้นตอนการเรียนรู้ โดยจัดการกับปัญหาความไม่สมดุล

ของข้อมูลด้วยการกําหนดนํ้าหนักสูงให้กับตัวอย่างของคลาสเล็ก 

และนํ้าหนักตํ่าให้กับตัวอย่างของคลาสใหญ่ หลักการนี้ช่วยให้

อัลกอริทึมให้ความสําคัญต่อตัวอย่างคลาสเล็กมากขึ้นและปรับ
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กระบวนการการเรียนรู ้ของโมเดลให้เหมาะสม และสามารถ

ทํานายผลในแต่ละคลาสที่ธุรกิจให้ความสําคัญเท่าเทียมกันได้

อย่างแม่นยํา 

 

3. ผลการดําเนินงานวิจัย 
3.1 การประเมินผล 

3.1.1 ตารางวัดประสิทธิภาพ (Confusion Matrix) 

ตารางวัดประสิทธิภาพของข้อมูลโดยเปรียบเทียบผลลัพธ์จากค่า

จริง (Actual) และค่าที่ได้จากการทํานาย (Predicted) ในแต่ละ

คลาส ตามตารางที่ 1 รายละเอียดดังนี้ 

• True Positive: TP คือ ค่าจริงเป็น true และทํานายได้ true 

• False Positive: FP คือ ค่าจริงเป็น false แต่ทํานายได้ true 

• True Negative: TN คือ ค่าจริงเป็น false และทํานายได้ 

false 

• False Negative: FN คือ ค่าจร ิงเป ็น true แต่ท ํานายได้ 

false 

 

ตารางที่ 1 Confusion matrix 

Confusion Matrix 
Predict 

False True 

Actual 
False TN FP 

True FN TP 
 

3.1.2 Accuracy 

ค่าประสิทธิภาพโดยรวมของโมเดล มีสูตรการคํานวณ ดังนี้ 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

(𝑇𝑃 + 𝑇𝑁)
(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)	 

(2) 

3.1.3 Precision 

ค่าความแม่นยําที่โมเดลทํานายในคลาสที่พิจารณาโดยเทียบกับ

ค่าที่ทํานายได้ทั้งหมด มีสูตรการคํานวณ ดังนี้ 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃) 
(3) 

3.1.4 Recall 

ค่าความแม่นยําที่โมเดลทํานายในคลาสที่พิจารณาโดยเทียบกับ

ค่าจริงทั้งหมด มีสูตรการคํานวณ ดังนี้ 

 
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
(𝑇𝑃 + 𝐹𝑁) 

(4) 

3.1.5 F1-score 

ค่าประสิทธิภาพของโมเดลในคลาสที่พิจารณา เพื่อดูว่าโมเดลมี

ประสิทธิดีหรือไม่ โดยคํานวณจากค่าเฉลี่ยของ Precision กับ 

Recall มีสูตรการคํานวณ ดังนี้ 

 
𝐹1 − 𝑠𝑐𝑜𝑟𝑒	 = 	2 ∗

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 

(5) 

3.1.6 Macro average F1-score (Macro F1-score) 

ค่าประส ิทธ ิภาพรวมของโมเดลในข ้อม ูลแบบหลายคลาส 

เนื่องจากทุกคลาสมีความสําคัญอย่างเท่าเทียม จึงใช้วิธีการหา

ค่าเฉลี่ยของ F1-score จากแต่ละคลาส มีสูตรการคํานวณ ดังนี้ 

 
𝑀𝑎𝑐𝑟𝑜	𝐹1 =

𝑆𝑢𝑚	𝑜𝑓	𝐹1	𝑠𝑐𝑜𝑟𝑒	𝑖𝑛	𝑎𝑙𝑙	𝑐𝑙𝑎𝑠𝑠
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑐𝑙𝑎𝑠𝑠  

(6) 

3.2 ผลการวิจัย 

จากการเตรียมข้อมูลและวิเคราะห์ชุดข้อมูลตั้งต้นพบว่าชุดข้อมูล

ตั้งต้นมีความไม่สมดุลกันในแต่ละคลาส ส่งผลให้ผลลัพธ์ของการ

ทํานายด้วยเทคนิค Random Forest มีความโน้มเอียงไปยัง

คลาสใหญ่และทําให้การทํานายข้อมูลในคลาสเล็กไม่แม่นยํา

เท่าใดนัก แต่เนื่องด้วยธุรกิจให้ความสําคัญกับข้อมูลทุกคลาส

อย่างเท่ากัน จึงจําเป็นต้องมีการแก้ไขปัญหาข้อมูลไม่สมดุล ซึ่งได้

ทดสอบการแก้ไขปัญหาข้อมูลไม่สมดุลด้วยเทคนิคที่หลากหลาย 

แล้วจึงแบ่งข้อมูลเรียนรู้และข้อมูลทดสอบในอัตราส่วน 70:30 

ตามลําดับเพื่อทํานายผลด้วยเทคนิค Random Forest อีกครั้ง 

ได้ผลลัพธ์ตามรูปที่ 5 พบว่าเทคนิคการสุ่มเพิ่มข้อมูล SMOTE ให้

ผลลัพธ์ดีที ่สุด โดยเปรียบเทียบจากค่า precision และ recall 

ของแต่ละคลาสเทียบกับเทคนิคการแก้ไขปัญหาข้อมูลไม่สมดุล

อื่น ๆ ที่ได้ผลของ Macro F1-score ที่เท่ากัน โดย SMOTE ช่วย

เพิ่มจํานวนข้อมูลในชุดข้อมูลเรียนรู้ให้มีความสมดุลและทําให้แต่

ละคลาสมีสัดส่วนเท่ากัน ซึ่งการเพิ่มข้อมูลจะช่วยให้ไม่สูญเสียค่า

ความสําคัญของข้อมูล จะดีกว่าการเลือกใช้วิธีการสุ่มลดข้อมูล

หรือการสุ่มแบบผสมที่อาจจะทําให้ความสําคัญของข้อมูลสูญหาย

เนื่องจากการลดข้อมูล 

หลังจากแก้ไขปัญหาข้อมูลไม่สมดุลด้วยเทคนิค SMOTE 

จึงได้ชุดข้อมูลเรียนรู ้ที ่มีความสมดุลและทําให้แต่ละคลาสมี

สัดส่วนเท่ากัน ซึ่งจะได้ข้อมูลเรียนรู้จํานวน 254,716 รายการ 
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โดยแบ่งสัดส่วนอย่างเท่ากันทั ้ง 4 คลาส คลาสละ 63,679 

รายการ แต่ยังพบว่าผลการทํานายด้วยเทคนิค Random Forest 

ให้ผลการทํานายในคลาสเล็กยังไม่แม่นยําเท่าใดนัก จึงทดลอง

ทํานายโดยใช้การสุ ่มเพิ ่มข้อมูลด้วยเทคนิค SMOTE ร่วมกับ

เทคนิคการจําแนกข้อมูลโดยใช้วิธีการเรียนรู้ร่วมกันแบบอื่น ๆ 

ได้แก่ ADABoost Gradient Boost และXGBoost เพื ่อทําการ

เปรียบเทียบโมเดลที ่ให้ประสิทธิภาพการทํานายสาเหตุการ

ยกเลิกการใช้บริการอินเทอร์เน็ตที่ดีที่สุด 

 

 
รปูที่ 9 กราฟแท่งเปรียบเทียบประสิทธิภาพโมเดลแบบหลาย

คลาสตามแต่ละเทคนิคการจําแนกข้อมูล 

 

 
รูปที่ 10 กราฟแท่งเปรียบเทียบค่า F1-score ของแต่ละคลาส 

ก่อนและหลังแก้ไขปัญหาข้อมูลไม่สมดุลด้วยเทคนิค SMOTE 

 

จากผลการทดลองพบว่าเทคนิค SMOTE + XGBoost ให้

ประสิทธิภาพผลการทํานายที่ดีที่สุด มีปัจจัยที่ส่งผลต่อตัวแปร

เป้าหมาย 3 อันดับแรก คือ จํานวนเงินที่จ่ายให้บริษัททั้งหมด 

จํานวนเงินที่จ่ายเดือนล่าสุด และจํานวนวันที่ใช้บริการสะสม 

ส่งผลให้โมเดลมีค่า Accuracy ที่ 0.80 และมีค่า Macro F1-

score ที่ 0.89 เป็นผลลัพธ์ที่ดีที่สุด ตามรูปที่ 9 โดย Macro F1-

score เป็นการวัดผลประสิทธิภาพรวมของโมเดลของข้อมูลแบบ

หลายคลาส คํานวณจากค่าเฉลี่ยของ F1-score ในแต่ละคลาส 

ซึ่งเป็นวิธีที่เหมาะสมในการประเมินผลของโมเดลกรณีที่ทุกคลาส

มีความสําคัญเท่ากนั 

เมื่อเปรียบเทียบค่า F1-score ของแต่ละคลาสก่อนและ

หลังปรับข้อมูลให้สมดุล พบว่าโมเดลสามารถทํานายทุกคลาสได้

อย่างแม่นยํามากยิ่งขึ้นโดยไม่ทําให้ผลการทํานายโน้มเอียงไปยัง

คลาสใดคลาสหนึ่ง ซึ่งเป็นการทํานายโดยให้ความสําคัญกับทุก

คลาสอย่างเท่าเทียมกัน ตามรูปที่ 10 

 

4. สรุปผลการดําเนินงานวิจัย 
เนื่องด้วยงานวิจัยนี้ให้ความสําคัญกับการทํานายผลในทุกคลาส

อย่างเท่าเทียม จึงเสนอการแก้ปัญหาข้อมูลไม่สมดุลร่วมกับการ

ทํานายแบบหลายคลาส โดยใช้เทคนิค SMOTE + XGBoost ที่

แบ่งการแก้ปัญหาเป็น 2 ส่วน คือ 1) การแก้ไขปัญหาข้อมูลไม่

สมดุลในระดับข้อมูลด้วยการประยุกต์ใช้เทคนิคการสุ่มเพิ่มข้อมูล 

SMOTE เพื ่อแก้ปัญหาข้อมูลไม่สมดุลแบบหลายคลาส โดยใช้

วิธีการสังเคราะห์ข้อมูลใหม่จากข้อมูลเดิมเพื่อให้ข้อมูลไม่สูญเสีย

ความสําคัญ โดยข้อมูลที่ถูกเพิ่มจํานวนจะทําให้สามารถแบ่งกลุ่ม

ได้ดีมากยิ่งขึ้น และ 2) การทํานายด้วยวิธีการเรียนรู้ร่วมกันโดย

ใช้เทคนิค XGBoost ซึ่งเป็นการปรับปรุงโมเดลแบบลําดับขั้นทํา

ให้ได้โมเดลที่มีประสิทธิภาพดีสุด  พบว่าโมเดลสามารถทํานายผล

ในคลาสที่มีข้อมูลขนาดเล็กได้แม่นยําเช่นเดียวกับคลาสที่มีข้อมูล

ขนาดใหญ่ และให้ผลลัพธ์ที่ดีที่สุดเมื่อเปรียบเทียบในกลุ่มเทคนิค

ที่ใช้สําหรับการทํานายแบบหลายคลาส โดยมี 3 ปัจจัยหลักที่

ส่งผลต่อการยกเลิกการใช้บริการ ได้แก่ จํานวนเงินที ่จ่ายให้

บริษัททั้งหมด จํานวนเงินที่จ่ายเดือนล่าสุด และจํานวนวันที่ใช้

บริการสะสม 

 

5. ข้อเสนอแนะ 
จากผลลัพธ์ของโมเดล SMOTE + XGBoost ที่สามารถทํานาย

สาเหตุการยกเลิกใช้บริการอินเทอร์เน็ตได้อย่างแม่นยํา ได้ค้นพบ 

3 ปัจจัย ที่ส่งผลต่อการทํานายคลาสเป้าหมาย ได้แก่ จํานวนเงิน

ที่จ่ายให้บริษัททั้งหมด จํานวนเงินที่จ่ายเดือนล่าสุด และจํานวน
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วันที่ใช้บริการสะสม ทําให้ธุรกิจสามารถนําผลที่ได้ไปวิเคราะห์

เพื่อวางกลยุทธ์ทางการตลาดได้อย่างชาญฉลาด และตอบสนอง

ต่อพฤติกรรมการใช้บริการที่เปลี่ยนแปลงได้อย่างทันท่วงที อาทิ 

การเสนอปรับแพ็คเกจให้สอดคล้องกับพฤติกรรมการใช้งานของ

ลูกค้า ซึ่งจะช่วยสร้างความพึงพอใจให้กับลูกค้าหากสามารถลด

ค่าใช้จ่ายในส่วนที่ใช้บริการไม่ถึงตามแพ็คเกจ 

ที่ซื้อลงได้ เพื่อป้องกันการยกเลิกการใช้บริการที่อาจจะเกิดขึ้นใน

อนาคตและก่อให้เกิดความรู้สึกเชิงบวกต่อธุรกิจว่ามีความใส่ใจ

ลูกค้าอยู่เสมอ หรือเป็นการทําการตลาดเชิงรุกต่อลูกค้าในกลุ่มที่

ทํานายแล้วคาดว่าจะยกเลิกการใช้บริการ โดยเสนอโปรโมชันเพื่อ

ดึงดูดลูกค้าให้ยังคงใช้บริการอย่างต่อเนื่อง 

อีกทั้ง เนื่องจากชุดข้อมูลตั้งต้นมีจํานวนคลาสเป้าหมาย 

17 คลาส ซึ่งมีสัดส่วนของคลาสไม่สมดุลกัน จึงจําเป็นต้องลด

คลาสเป้าหมายที ่บ่งบอกถึงสาเหตุการยกเลิกการใช้บริการ

อินเทอร์เน็ตให้เหลือเพียง 4 คลาส ทําให้เกิดความเสียโอกาสใน

การทําความเข้าใจพฤติกรรมของลูกค้าที ่ยกเลิกบริการด้วย

เหตุผลอื่น หากต้องการที่จะทํานายทั้ง 17 คลาส จําเป็นที่จะต้อง

เก็บข้อมูลด้านพฤติกรรมเพิ่มเติม เช่น ปัญหาที่พบระหว่างใช้

บริการ ระยะเวลาในการแก้ปัญหา ช่วงเวลาที่ใช้งาน จํานวน

อุปกรณ์ที่ใช้งาน หรือสอบถามสาเหตุเชิงลึกของการตัดสินใจ

ยกเลิกการใช้บริการอินเทอร์เน็ต เพื ่อให้ได้ข้อมูลที ่ม ีความ

สอดคล้องกับตัวแปรเป้าหมายที่ต้องการจะทํานายมากยิ่งขึ้น 

รวมถึงการรวบรวมข้อมูลที่จัดเก็บให้มีความสมดุลกันมากที่สุด 
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