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บทคัดย่อ 

การระบาดของเชื้อไวรัสโคโรนา (COVID-19) ส่งผลกระทบในภาคการศึกษา เช่น การเรียนจากห้องเรียนปกติสู่

ห้องเรียนออนไลน์ ทําให้การติดตามการมีส่วนร่วมในห้องเรียนออนไลน์เป็นไปด้วยความยากลําบากนอกจากจะ

ส่งผลต่อประสิทธิภาพของผู้เรียนแล้วกรณีที่ร้ายแรงที่สุดที่อาจจะเกิดขึ้นคือการหลุดจากการศึกษาของผู้เรียน 

เพื่อให้ผู้สอนได้ทราบถึงการมีส่วนร่วมของผู้เรียนและสามารถปรับเปลี่ยนการการเรียนการสอนให้เหมาะสม

กับสถาพแวดล้อมในการเรียนออนไลน์ บทความนี้จึงได้นําเสนอการพัฒนาแบบจําลองที่ใช้ในการตรวจสอบการ

มีส่วนร่วมในชั ้นเรียนออนไลน์โดยใช้โครงข่ายประสาทเทียมแบบคอนโวลูชัน (Convolutional Neural 

Networks : CNN) ที่ใช้ใบหน้าของผู้เรียนในการตรวจจับอารมณ์และเชื่อมโยงเป็นระดับการมีส่วนร่วม 3 ระดับ 

คือ ไม่มีส่วนร่วม มีส่วนร่วมระดับปกติ มีส่วนร่วมระดับสูง ซึ่งได้ทําการปรับแต่งพารามิเตอร์ได้แก่ Learning 

Rate, Batch Size, Optimizer รวมทั้งการปรับแต่งในชั้นของการทํา Feature extraction และชั้นของการทํา 

Fully connected ซึ ่งได ้น ําโครงสร ้างแบบจําลองจากเว ็บไซต์ Keras (Simple MNIST convnet) เป็น

โครงสร้างแบบจําลองตั้งต้น ได้แบ่งการทดลองออกเป็น 3 กลุ่ม ได้แก่กลุ่มที่ 1 คือ การปรับแต่งโครงสร้างชั้น

การสกัดคุณลักษณะเด่นของภาพ (Feature extraction) กลุ่มที่ 2 คือ การทดลองแต่ละพารามิเตอร์ ได้แก่ 

Learning Rate (LR), Batch Size (BZ), Optimizer (OTM), Fully connected (FC) กลุ่มที่ 3 คือ การทดลอง

จับคู่ 2 พารามิเตอร์ ซึ่งได้ทดลองกลุ่มที่ 1-3 ตามลําดับโดยใช้แบบจําลองจากกลุ่มการทดลองก่อนหน้าที่ได้ผลดี

ที่สุดมาใช้ในการทดลองกลุ่มถัดไป ผลการประเมินประสิทธิภาพแบบจําลองการใช้และการปรับแต่ง Optimizer 

Ranger ร่วมกับ Fully Connected (FC)  จํานวนชั้น 2 ชั้นคือ 50 และ 100 ให้ประสิทธิภาพดีที่สุดคือค่าความ

แม่นยําร้อยละ 82.30 (Accuracy) และค่าความสูญเสียร้อยละ 0.46 (Loss) ซึ่งมีค่าความแม่นยําเพิ่มขึ้นร้อยละ 

16.51 และมีค่าความสูญเสียลดลงร้อยละ 0.31 เมื่อเทียบกับแบบจําลองตั้งต้น 

 

คําสําคัญ: การตรวจจับการมีส่วนร่วม การจดจําอารมณ์ การมีส่วนร่วมในชั้นเรียน 

Abstract 

The pandemic of the coronavirus (COVID-19) has affected the education system, disrupting all 

from traditional classrooms to online classrooms. This complicates tracking involvement in online 

classes even further. A student's separation from education is the most serious scenario that can 

occur, in addition to damaging the efficiency of the learners. Teachers should indeed be regularly  
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informed about student participation so that they may 

customize their instruction to the online learning 

environment. This paper presents a model for analyzing 

and tracking student participation in online classrooms 

using neural networks. The approach utilizes 

Convolutional Neural Networks (CNN) to analyze 

learners' faces, employing a pre-trained base model 

obtained from the Keras website. The model 

categorizes student engagement into three levels 

disengagement, normal engagement, and high 

engagement. The experiments were divided into three 

groups: adjusting the image feature extraction layer, 

analyzing individual parameters (Learning Rate, Batch 

Size, Optimizer, Fully connected), and conducting a 

sequential two-parameter matching test. The best-

performing models from each test were applied to 

subsequent trials, leading to progressive improvements 

in the model's performance for monitoring online class 

participation. The evaluation of the model's 

performance yielded promising results. By incorporating 

the Optimizer Ranger and employing a Fully Connected 

(FC) layer with a configuration of 50-100 units, the 

accuracy of the model experienced a significant boost, 

reaching an impressive 82.30%. Simultaneously, the 

loss was notably reduced to 0.46. These improvements 

were substantial compared to the baseline model, with 

accuracy seeing a remarkable enhancement of 16.51% 

and a reduction in loss by 0.31. These findings 

showcased the effectiveness of the proposed approach 

in accurately monitoring and categorizing learner 

engagement levels based on facial analysis. 

 

Keywords: Engagement detection, Emotion 

recognition, Class engagement 

 

 

1. บทนํา 
เมื่อเดือนธันวาคม 2562 เกิดการแพร่ระบาดของเชื้อไวรัสโคโร

นา 2019 (COVID-19) ซึ่งมีต้นกําเนิดการระบาดจากเมืองอู่ฮั่น 

ประเทศจีน [1] และมีการแพร่ระบาดไปทั่วโลกมากกว่า 200 

ประเทศ [2] ส่งผลกระทบในทุก ๆ ภาคส่วน รวมทั ้งภาค

การศึกษาที่ได้มีการปรับเปลี่ยนการเรียนการสอน จากห้องเรียน

ปกติสู่ห้องเรียนออนไลน์ทําให้การติดตามพฤติกรรมการมีส่วน

ร่วมนั้นเป็นไปด้วยความยากลําบากและยากลําบากมากกว่าการ

เรียนในห้องเรียนแบบปกติหลายเท่าตัวหรือไม่สามารถติดตามได้

เลย 

ในการวิเคราะห์และการติดตามการมีส่วนร่วม จาก [3] 

ได้แบ่งวิธีในการวิเคราะห์และติดตามการมีส่วนร่วมของผู้เรียน 

ออกเป็น 3 แบบคือ 1) แบบอัตโนมัติ ที่เป็นการใช้เครื่องมือหรือ

อุปกรณ์ เข้ามาช่วยในการวิเคราะห์และประเมินผล เช่นการใช้

ข้อมูลจากเซ็นเซอร์ ข้อมูลการเข้าใช้งานเว็บไซต์ รูปภาพหรือ

ว ิด ีโอที ่ถ ูกบันทึกในการเร ียนการสอนโดยมีการใช้ใบหน้า        

การเคลื ่อนไหวและท่าทางของร่ายกาย การเคลื ่อนไหวของ

ดวงตา 2) แบบกึ ่งอ ัตโนมัต ิท ี ่ เป ็นการถามตอบในชั ้นเร ียน           

3) แบบดําเนินการเองโดยมนุษย์ที่ได้รับความนิยมมากที่สุดใน

การประเมินการเรียนและประเมินระดับการมีส่วนร่วมโดยการใช้

แบบประเมินจากผู้สอนหรือตัวผู้เรียนเองถึงแม้ว่าการดําเนินการ

เองโดยมนุษย์จะถูกใช้นํามาใช้มากที่สุดในการเรียนในห้องเรียน

ปกติในสถานการณ์ที่ไม่ปกติและการเปลี่ยนแปลงวิธีการเรียน

การสอนให้มีความเหมาะสมจึงมีการใช้เทคโนโลยีและการ

ติดตามการมีส่วนร่วมแบบอัตโนมัติเข้ามาช่วยมากยิ่งขึ้น 

ซึ ่งในปัจจุบันมีการใช้ศาสตร์ทางด้านคอมพิวเตอร์ที่

เร ียกว่าปัญญาประดิษฐ์ (AI : Artificial Intelligence) เข้ามา

ช่วยวิเคราะห์และติดตามการมีส่วนร่วมของผู้เรียนที่มีการใช้

เทคโนโลยีในการประมวลผลภาพหรือวิดีโอที่ให้ความแม่นยําและ

มีความน่าเชื่อถือสูงที่เรียกว่าคอมพิวเตอร์วิทัศน์ (Computer 

Vision) เป็นการใช้ความสามารถจากการเรียนรู ้ของเครื ่อง 

(Machine learning) และการเรียนรู้เชิงลึก (Deep Learning) 

ในการวิเคราะห์การมีส่วนร่วมของผู้เรียน จาก [4] ใช้อัลกอริทึม

ที ่ เป ็นที ่น ิยมอย่าง Convolutional Neural Network (CNN)     

ที ่มีความสามารถพิเศษในการสกัดคุณลักษณะเด่นของภาพ 
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(Feature extraction) ที่มีความซับซ้อนที่เหมาะกับข้อมูลที่ไม่มี

โครงสร้างมาใช้ในการสร้างแบบจําลอง 1 แบบจําลอง และอีก 3 

จําลองจากบทความอื่น ๆ มาสร้างแบบจําลองในการวิเคราะห์

การมีส่วนร่วมของผู้เรียนและเปรียบเทียบผลของแบบจําลองจาก

ใบหน้าของผู้เรียนแบ่งระดับการมีส่วนร่วมออกเป็น 3 ระดับ

ได้แก่ ไม่มีส่วนร่วม มีส่วนร่วมระดับปกติ และส่วนร่วมระดับมาก 

แบบจําลองที่พัฒนาขึ้นได้ค่าความแม่นยําร้อยละ 92.33 มากกว่า 

3 แบบจําลองที่นํามาจากบทความอื่น ๆ  

การพัฒนาแบบจําลองในปัจจุบันได้มีเฟรมเวิร์กและ

ไลบรารีที ่น่าสนใจมากมาย เช่น TensorFlow Torch, Keras, 

SciKit-Learn ในบทความนี ้ได้เลือกใช้ไลบรารี Keras ในการ

พัฒนาแบบจําลองซึ ่งเป็น API ที ่ทํางานอยู ่บน TensorFlow      

มีความเรียบง่าย ยืดหยุ่น และทรงพลังเหมาะสําหรับใช้ในการ

นํามา ทดลองหรือวิจัยเพื่อนําเสนอแนวคิดต่างๆ ถูกนํามาใช้ใน

หน ่ วยงานต ่ า ง  เช ่ น  CERN, NASA, NIH และองค ์ กรทาง

วิทยาศาสตร์อีกมากมายทั่วโลก [5] 

ในการพัฒนาแบบจําลองให้มีประสิทธิภาพจําเป็นต้อง

อาศัยการปรับพารามิเตอร์ (Hyper Parameter) ให้ม ีความ

เหมาะสมและยังมีพารามิเตอร์ที่น่าสนใจในการปรับแต่งเพื่อให้

แบบจําลองมีประสิทธิภาพมากยิ ่งขึ ้น เช่น อัตราการเรียนรู้ 

(Learning Rate) ซึ่งถูกขนานนามว่าเป็นเจ้าพ่อของพารามิเตอร์ 

[6] ได้เปรียบเทียบการใช้งาน Learning Rate กับแบบจําลองที่

ได้พัฒนาขึ้นและแบบจําลองสําเร็จรูปที่เป็นที่นิยมในการจําแนก

ภาพของโรคมะเร็งในระยะลุกลาม รวมทั ้ง [7] มาใช้ในการ

จ ําแนกภาพของโรคมะเร ็ง  และ  [8] ได ้น ํา เสนอผลการ

เปรียบเทียบการใช้ Learning Rate ของ Machine Learning 

ซึ่งมีค่าตั้งแต่ 0.10 - 0.80 พารามิเตอร์ต่อมาคือ Optimizer [9] 

ได ้น ําเสนอการเปร ียบเท ียบ optimizer 9 ตัว ได ้แก ่ SGD 

vanilla, SGD momentum + nesterov, SGD momentum, 

AdaGrad, RMSProp, Adam, AdaDelta, Adamax, Nadam 

[10] ได้นําเสนอการใช้งาน Optimizer อย่าง RAdam ซึ่งนํามา

ทดสอบกับแบบจําลอง DenseNet, Resnet, VGG16 ในการ

จําแนกภาพที่บ่งบอกว่าเป็นมะเร็งหรือไม่ [11] ได้นําเสนอการใช้

งาน optimizer อย่าง Rectified Adam ในการพยากรณ์อารมณ์

ของมนุษย์ และ [12] ได้นําเสนอแบบจําลองในการการตรวจหา 

โรคอัลไซเมอร์ซึ ่งใช้ optimizer อย่าง Rectified Adam และ 

Batch Size [13] ได้นําเสนอผลการเปรียบเทียบการใช้งาน 

Batch Size ได้แก่ 16, 32, 64, 128, 256 ในแบบจําลองของ 

CNN 

บทความนี ้นําเสนอการพัฒนาแบบจําลองที ่ใช้ในการ

วิเคราะห์พฤติกรรมการมีส่วนร่วมของผู้เรียน โดยได้เลือกใช้

อัลกอริทึม CNN ที่มีการปรับแต่งพารามิเตอร์ได้แก่ Learning 

Rate, Batch Size, Optimizer รวมทั้งการปรับแต่งในชั ้นของ

การสกัดคุณลักษณะ (Feature extraction) และชั้นของการทํา 

Fully connected และแบ่งระดับการมีส ่วนร่วมออกเป็น 3 

ระดับ คือ ไม่มีส่วนร่วม มีส่วนร่วมระดับปกติ มีส่วนร่วมระดับ

มาก ชุดข้อมูลที่นํามาใช้สําหรับการเรียนรู้ของแบบจําลองคือ 

AffectNet เป็นชุดข้อมูลใบหน้าของมนุษย์ซึ ่งเป็นเด็กจนถึง

ผู้สูงอายุที่ระบุอารมณ์ของใบหน้าจํานวน 8 อารมณ์ อีก 3 กลุ่มที่

ไม่ได้ระบุอารมณ์ และมีจํานวนมากกว่า 1 ล้านภาพที่มาจาก

อินเทอร์เน็ต โดยใช้ 6 ภาษาในค้นหาใบหน้าทําให้ข้อมูลตัวอย่าง

ของใบหน้ามีความหลากหลายในแต่ละประเทศประกอบด้วย

อารมณ์เป็นกลาง ความสุข ความโศกเศร้า ตื่นเต้น ความกลัว 

รังเกียจ ความโกรธ และดูถูก [38] เป็นชุดข้อมูลที่มีการนํามาใช้

ในการวิจัยอย่างแพร่หลายและมีประสิทธิภาพมากที่สุดในการ

นํามาใช้งานที่เกี่ยวข้องกับงานวิจัยด้านนี ้

 

2. ทฤษฎีและงานวิจัยท่ีเก่ียวข้อง 
การเชื่อมโยงระหว่างอารมณ์พื้นฐานและการมีส่วนร่วม โดย [14] 

ได้มีการแบ่งโดย การเงียบ ความสงบ คือ ไม่มีส่วนร่วม เบื่อ

หน่าย หดหู่ เหนื่อย ง่วงนอน ผ่อนคลาย คือ มีส่วนร่วมระดับ

น้อย  มีความสุข ดีใจ สนุกสนาน พอใจ รังเกียจ เศร้า ผิดหวัง 

คือ มีส่วนร่วมระดับปกติ กระตือรือร้น ตื่นเต้น โกรธ หวาดหลัว 

ประหม่า ละอายใจ คือ มีส่วนร่วมระดับมาก แปลกใจ ประหลาด

ใจ คือ มีส่วนร่วมระดับมากที่สุด แสดงดังรูปที่ 1 และ [15] ได้มี

การแบ่งโดย เบื่อ สับสน หงุดหงิด คือ ไม่มีส่วนร่วม และ [16] 

เชื่อมโยงกับพฤติกรรมโดยที่พฤติกรรมมีความสนใจกับอารมณ์พึง

พอใจและอารมณ์สับสน คือการมีส่วนร่วม ส่วนพฤติกรรมไม่มี

ความสนใจกับอารมณ์พึงพอใจ สับสน และเบื่อ คือการไม่มีส่วน

ร่วม 
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รูปที่ 1 การเชื่อมโยงระหว่างอารมณ์และการมีส่วนร่วม [14] 

      

การจัดกลุ่มอารมณ์เพื่อให้สอดคล้องกับการวิเคราะห์การ

มีส่วนร่วมของผู้เรียน มีตั้งแต่ 2 – 5 ระดับ 2 ระดับ ได้แก่ การมี

ส่วนร่วม และ ไม่มีส่วนร่วม [3, 16, 17-22] 3 ระดับ ได้แก่ ไม่มี

ส่วนร่วม มีส่วนร่วมระดับปกติ และมีส่วนร่วมระดับมาก [3, 4, 

21-26] 4 ระดับ ได้แก่ มีส่วนร่วมน้อยมาก มีส่วนร่วมระดับน้อย 

มีส ่วนร่วมระดับปกติ มีส ่วนรวมระดับมาก [21, 27 – 35]       

และ 5 ระดับ ได้แก่ ไม่มีส่วนร่วม มีส่วนร่วมระดับน้อย มีส่วน

ร่วมระดับปกติ มีส่วนร่วมระดับมาก มีส่วนร่วมระดับมากที่สุด 

[14] ดังแสดงในตารางที่ 1  

 

ตารางที่ 1 การแบ่งระดับการมีส่วนร่วม 

บทความ ระดับการมีส่วนร่วม จํานวน 

[3,16,17-22] การมีส่วนร่วม และ ไม่มีส่วนร่วม 2 

[3, 4, 21-26] 
ไม่มีส่วนร่วม มีส่วนร่วมระดับ

ปกต ิและมีส่วนร่วมระดับมาก 
3 

[21, 27 – 35] 

มีส่วนร่วมน้อยมาก มีส่วนร่วม

ระดับน้อย มีส่วนร่วมระดับปกติ 

มีส่วนรวมระดับมาก 

4 

[14] 

ไม่มีส่วนร่วม มีส่วนร่วมระดับ

น้อย มีส ่วนร่วมระดับปกติ มี

ส่วนร่วมระดับมาก มีส่วนร่วม

ระดับมากที่สุด 

5 

 

จากการแบ่งการมีระดับการมีส่วนร่วมโดยเชื่อมโยงกับ

อารมณ์พื้นฐานและการจัดกลุ่มอารมณ์ตั้งแต่ 2 – 5 ระดับส่งผล

ต่อค่าความแม่นยําของแบบจําลองที่นํามาใช้ในการตรวจสอบ

และการพยากรณ์โดยที่ 2 ระดับ เช่น [15] ได้ทําการแบ่งเป็น      

2 ระดับได้ค่าความแม่นยําร้อยละ 90.87 [18] แบบจําลองที่

พัฒนาขึ้นได้ค่าความแม่นยําร้อยละ 72.38 3 ระดับ เช่น [7]      

ได้ทําการแบ่งออกเป็น 3 ระดับได้ค่าความแม่นยําร้อยละ 92.33 

[24] ได้ค่าความแม่นยําร้อยละ 80.00 และ [3] ได้ค่าความ

แม่นยําร้อยละ 87.25 4 ระดับ เช่น [39] ได้ทําการแบ่งออกเป็น 

4 ระดับได้ค่าความแม่นยําร้อยละ 57.90 [21] ได้ค่าความแม่นยํา

ร้อยละ 60.00 และ [31] ได้ค่าความแม่นยําร้อยละ 58.84        

ในการวิจัยนี้ได้แบ่งการมีส่วนร่วมออกเป็น 3 ระดับได้แก่ ไม่มี

ส่วนร่วม (Dis-engagement) มีส่วนร่วมระดับปกติ (Normally-

engagement) มีส่วนร่วมระดับสูง(High-engagement) ซึ่งเป็น 

3 ระดับที ่ให้ประสิทธิภาพและความแม่นยํ ่ามากที ่สุดในการ

พยากรณ์จากวิจัยและบทความต่าง ๆ 

Convolutional neural network (CNN) เป็นโครงข่าย

ประสาทเทียมที่มีความสามารถพิเศษในการสกัดคุณลักษณะเด่น

ของภาพ (Feature extraction) ที ่ม ีความซับซ้อนเหมาะกับ

ข้อมูลที่ไม่มีโครงสร้างสถาปัตยกรรมของ CNN ประกอบด้วย      

3 ชั ้น ดังร ูปที ่ 2 ได้แก่ 1) ชั ้นคอนโวลูช ัน (Convolutional 

Layer) เป็นชั้นที่มีความสําคัญกับ CNN ซึ่งเป็นชั้นที่เป็นการสกัด

คุณลักษะเด่นของข้อมูลประกอบไปด้วยคอร์เนลฟิลเตอร์ 

(Kernel Filter) และมีขนาดของคอร์เนล (Kernel Size) มีขนาด

ตั้งแต่ 3X3 , 5X5 , 7X7 เป็นต้น 2) ชั้นพลูลิง (Pooling Layer) 

จะสกัดส่วนที่สําคัญของข้อมูลและลดขนาดของข้อมูล ได้แก่      

ค่ามากที่สุด (max pooling) น้อยที่สุด (min pooling) ผลรวม 

(sum pooling) และค่าเฉลี ่ย (Average Pooling)  3) ชั ้นการ

เชื่อมโยงเต็มรูปแบบ (Fully Connected Layer) ทําให้ข้อมูล

จากชั ้นก่อนหน้าที ่เป็นสองมิติเป็นหนึ ่งมิติก่อนที ่ที ่จะมีการ

เชื่อมโยงกันทุก ๆ โหนด 

 
 

รูปที่ 2 โครงสร้างของ CNN [36] 
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Md Asif Jalal และคณะ  [37] ได ้น ํา เสนอการสร ้าง

แบบจําลองในการพยากรณ์อารมณ์โดย ใช้ชุดข้อมูล AffectNet 

และใช้แบบจําลอง AlexNet เป็นพื้นฐานในการพัฒนาแบบจํา  

ลองเพิ่มเติมที่นําเสนอในงานวิจัยนี้ซึ่งโครงสร้างแสดงดังรูปที่ 3 

ผลทดลองคือ AlexNet ได้ค่าความถูกต้องร้อยละ 58.00 และ

แบบจําลองที่พัฒนาเพิ่มเติมที่นําเสนอได้ค่าความแม่นยําร้อยละ 

93.80  

 

 
รูปที่ 3 โครงสร้างของแบบจําลองที่นําเสนอ [37] 

 

Mahbub Murshed และคณะ [4] ได ้ศ ึกษาและว ิจัย

เกี่ยวกับการตรวจสอบการมีส่วนร่วมของ ผู้เรียนในการเรียนผ่าน

ระบบอีเลิร์นนิ่ง (E-learning) โดยการใช้อัลกอริทึมที่มีพื้นฐานมา

จาก Convolutional neural network  (CNN) 4 แบบจําลอง 

ได้แก่ 1) All Convolutional Network (All-CNN) 2) Network 

in Network (NiN-CNN) 3) Very Deep Convolutional (VD-

CNN) และ 4) เป ็นส่วนที ่พ ัฒนาเพิ ่มเต ิมจากการทําว ิจ ัยนี้ 

โครงสร้างและพารามิเตอร์ของแต่ละแบบจําลองที ่ใช้ในการ

วิเคราะห์ดังรูปที่ 4 ซึ่งในการวิเคราะห์มีการแบ่งการมีส่วนร่วม

ออกเป็น 3 ระดับ คือ 1) ไม่มีส่วนร่วม (not-engaged) 2) มีส่วน

ร ่วมปกติ (normally-engaged) 3) มีส ่วนร ่วมมาก (highly-

engaged) และในการวิจัยนี้ใช้วิเคราะห์จากวดิีโอของผู้เรียนที่ถูก

บันทึกผ่านทางกล้องเว็บแคมการวิเคราะห์ในงานวิจัยนี้ใช้ชุด

ข้อมูลที่นํามาสร้างโดเดลในการวิเคราะห์คือ DAiSEE ผลที่ได้จาก

การวิเคราะห์คือ All-CNN ได้ค่าความแม่นยําร้อยละ 75.97 

NiN-CNN ได้ค่าความแม่นยําร้อยละ 83.22 VD-CNN ได้ค่าความ

แม่นยําร้อยละ 86.45 และ 4) เป็นส่วนที่พัฒนาเพิ่มเติมจากการ

ทําวิจัยนี้ได้ค่าความแม่นยําร้อยละ 92.33 

 
รูปที่ 4 โครงสร้างและพารามิเตอร์ของแต่ละแบบจําลอง [4] 

 

Saswat Dash และคณะ  [16] ได้ศึกษาและวิจัยเกี่ยวกับ

การวิเคราะห์การมีส่วนร่วมของ ผู้เรียนในการเรียนในชั้นเรียน

ออนไลน์ ในการวิเคราะห์การมีส่วนร่วมของผู้เรียนวิจัยนี้ได้ใช้

อัลกอริทึม ที่มีพื ้นฐานมาจาก CNN  5 แบบจําลอง ได้แก่ 1) 

AllConv 2) VDConv 3) NiNConv 4)  Con-Pool 

Convolutional (CPConv)  5) Cluster Munitions 

Convolutional (CMConv) โดยมีโครงสร้างและ พารามิเตอร์

ของแบบจําลองที่ใช้ในการวิเคราะห์ดังรูปที่ 5 และใช้ชุดข้อมูลที่

นํามาสร้างโดเดลคือ DAiSEE ในการวิเคราะห์แบ่งกลุ่มการมีส่วน

ร่วมออกเป็น 2 ระดับ คือ 1) ไม่ม ีส ่วนร่วม (not-engaged)         

2) มีส่วนร่วม (engaged) ผลที่ได้จากการวิเคราะห์ แบบจําลอง 

AllConv ได้ความถูกต้องที่ร้อยละ 81.80  แบบจําลอง VDConv 

ได้ความถูกต้องที่ร้อยละ 79.20  แบบจําลอง NiNConv ได้ความ

ถูกต้อง ที่ร้อยละ 81.20 แบบจําลอง CPConv  ได้ความถูกต้อง

ที่ร้อยละ 83.60 แบบจําลอง CMConv ได้ความถูกต้องที่ร้อยละ 

91.10 

 

 
รูปที่ 5 โครงสร้างและพารามิเตอร์ของแบบจําลอง [16] 
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3. วิธีการดําเนินการวิจัย 
3.1 เครื่องมือ 
งานวิจัยนี้ใช้ไลบรารี่ Keras [5] และ Tensorflow         ในการ

พัฒนาแบบจําลองด้วยภาษา Python ซึ ่งคอมพิวเตอร์สเปค 

CPU Intel Core i5-10400F  หน่วยความจําหลัก 32 GB  หน่วย

ป ร ะม วลผลก ร าฟฟ ิ ก  Nvidia RTX 3060 (12GB) ร ะบบ 

ปฏิบัติการ Ubuntu เวอร์ชั่น 20.04 LTS 

 

3.2 ชุดข้อมูลและการเตรียมข้อมูล 
ในการพัฒนาแบบจําลองวิจัยนี้ได้ใช้ชุดข้อมูล AffectNet [38] 

ในการเรียนรู้ของแบบจําลอง รูปภาพมีขนาด 224 * 224 * 3 ซึ่ง

มีภาพทั้งหมด 959,907 ภาพ 11 ป้ายกํากับ 8 อารมณ์ ได้แก่ 

เป็นกลาง ความสุข โศกเศร้า ตื่นเต้น ความกลัว รังเกียจ ความ

โกรธ ดูถูก และไม่มีใบหน้า ไม่มีอารมณ์ ไม่แน่ใจ [38] แสดงใน

ร ูปที ่ 6 และได้จ ัดกลุ ่มเพ ื ่อให ้สอดคล้องก ับการว ิจ ัยท ี ่ให้

ประสิทธิภาพและความแม่นยํ่ามากที่สุดในการพยากรณ์จากวิจัย

และบทความต่าง ๆ โดยแบ่งออกเป็น 3 ระดับได้แก่ ไม่มีส่วน

ร ่วม (Dis-engagement) มีส ่วนร ่วมระดับปกติ (Normally-

engagement) มีส่วนร่วมระดับสูง (High-engagement) [7] 

 

 
รูปที่ 6 รูปภาพใบหน้าจากชุดข้อมูล AffectNet A) เป็นกลาง B) 

ความสุข C) ความโศกเศร้า D) ตื่นเต้น E) ความกลัว F) รังเกียจ 

G) ความโกรธ H) ดูถูก [38]  

    

การแบ่งข้อมูลใหม่จาก 8 อารมณ์เป็น 3 ระดับการมีส่วน

ร่วม โดยใช้อารมณ์พื้นฐานเชื่อมโยงกับระดับการมีส่วนร่วม [14]  

และการเชื่อมโยงอารมณ์พื้นฐานในรูปที่ 1 ได้แบ่งข้อมูลใหม่เพื่อ

ใช้ในการวิจ ัยดังตารางที ่ 2 ในแต่ละระดับอารมณ์ถูกเลือก

นํามาใช้ทั้งหมด 96,111 ภาพเป็นจํานวนที่น้อยที่สุดของทั้ง 3 

ระดับ เพื ่อให้ข้อมูลทั้ง 3 ระดับมีปริมาณที่เท่ากัน รวมทั้ง 3 

ระดับจะได้จ ํานวนภาพทั ้งหมด 288,333 ภาพ ป้องกันการ

ลําเอียงของข้อมูลที่มีจํานวนไม่เท่ากัน (Bias) และมีการใช้เทคนิค 

K-fold cross validation มาแบ่งข้อมูลสําหรับการเรียนรู้และ

การทดสอบแบจําลอง โดยที่แบ่งข้อมูลออก เป็น 5 กลุ่ม (K=5) 

จํานวน 3 ชุด สัดส ่วน 75:15:10 ตามลําด ับ [39] ได ้แก่             

ชุดส ําหร ับการฝ ึกสอน (Training set) ร ้อยละ 75 จํานวน 

216,149 ภาพ ชุดข้อมูลสําหรับการตรวจสอบ (Validation set) 

ร้อยละ 15 จํานวน 43,251 ภาพ และชุดข้อมูลสําหรับการ

ทดสอบ (Test set) ร้อยละ 10 จํานวน 28,833 ภาพ ดังแสดงใน

ตารางที่ 3 การแบ่งข้อมูลสําหรับการเรียนรู้ของแบบจําลอง 

 

ตารางที่ 2 การแบ่งกลุ่มข้อมูลใหม่สําหรับใช้ในการวิจัย 

ป้ายกํากับ

ใหม ่

ป้ายกํากับ 

จากชุดข้อมูล 

จํานวน รวม 

ไม่มีส่วนร่วม ดูถูก 

เป็นกลาง 

4,252 

218,516 

222,768 

มีส่วนร่วม

ระดับปกติ 

ความสุข 

ความเศร้า 

ความเบื่อหน่าย 

381,150 

46,813 

5,193 

433,156 

มีส่วนร่วม

ระดับสูง 

ตื่นเต้น 

ความโกรธ 

ความกลัว 

32,052 

53,382 

10,677 

96,111 

 
ตารางที่ 3 การแบ่งข้อมูลสําหรับการเรียนรู้ของแบบจําลอง 

ป้ายกํากับ Training 

Set 

(75%) 

Validat

ion Set 

(15%) 

Test 

Set 

(10%) 

All 

(100%) 

ไม ่ม ีส ่ วน

ร่วม 

72,083 14,417 9,611 96,111 

มีส่วนร่วม

ระดับปกติ 

72,083 14,417 9,611 96,111 

มีส่วนร่วม

ระดับสูง 

72,083 14,417 9,611 96,111 

รวม 216,149 43,251 28,833 288,333 
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3.3 การวัดประสิทธิภาพ 

การวัดประสิทธิภาพของการเรียนรู้แบบจําลองได้ใช้การวัดค่า

ความแม่นยํา (Accuracy) ความถูกต้อง ระหว่างสิ่งที่ทํานายกับ

สิ่งที่เกิดขึ้นจริง โดยมีสมการในการคํานวณดังนี ้

 

Accuracy	 = !"#!$
!"#!$#%"#%$

   (1) 

 

โดย  

TP คือ ค่าที่พยากรณ์ถูกต้องเชิงบวก 

TN คือ ค่าที่พยากรณ์ถูกต้องเชิงลบ 

FP คือ ค่าที่พยากรณ์ผิดพลาดเชิงบวก 

FN คือ ค่าที่พยากรณ์ผิดพลาดเชิง 

โดยในบทความนี้ Accuracy หมายถึงค่าความแม่นยําใน

การพยากรณ์ระดับการมีส่วนร่วมจากใบหน้าทั้ง 3 ระดับ ได้แก่ 

ไม่มีส่วนร่วม มีส่วนร่วมระดับปกติ และการมีส่วนร่วมระดับสูง 

การวัดความสูญเสียหรือค่าการสูญเสีย (Loss Function) 

คือ ฟังก์ชันที่ใช้วัดความผิดพลาดระหว่างค่าที่คาดการณ์ไว้กับ

ค่าที ่แท้จริงในแบบจําลองการเรียนรู ้ของเครื ่อง (Machine 

Learning) ค่าการสูญเสียจะทําหน้าที่เป็นตัววัดประสิทธิภาพของ

แบบจําลอง โดยค่าการสูญเสียตํ่าจะหมายความว่าแบบจําลอง

ทํางานได้แม่นยํามากขึ้น 

 

3.4 กระบวนการฝึกสอนแบบจําลอง 
เ ม ื ่ อ ท ํ า ก า รแบ ่ ง ข ้ อ ม ู ลท ั ้ ง  3 กล ุ ่ ม แล ้ ว  ใ ช ้ ฟ ั ง ก ์ ชั่ น

ImageDataGenerator ในการท ํ า  One-hot Encoding และ

แปลงข้อมูลให้เป็นแบบ Numpy แล้วใช ้flow_from_directory 

ในการเรียกข้อมูลทั้ง 3 กลุ่มที่เตรียมไว้ มีการกําหนดขนาดของ

ภาพ (input_size) เป ็น 224 x 224 กําหนดกลุ ่มของข้อมูล 

(class_mode) แบบ  categorical และก ําหนดปร ิมาณของ

ข้อมูลในแต่ละรอบ (batch_size) ตามจํานวนที่กําหนดในแต่ละ

รอบของการทดลอง 

จากนั้นเข้าสู่กระบวนการฝึกสอนแบบจําลองกําหนดรอบ

การเรียนรู้ 15 รอบ (epoch) ใช้ชุดสําหรับการฝึกสอน (Training 

set) และ ชุดข้อมูลสําหรับการตรวจสอบ (Validation set)  ใน

การฝึกสอน เมื่อครบทั้ง 15 รอบ ใช้ชุดข้อมูลสําหรับการทดสอบ 

(Test set) ใช้ในการทดสอบแบบ จําลองที่ได้จากการเรียนรู้และ

ใช้เทคนิคการแบ่งข้อมูลแบบ K-fold cross validation คือ K=5 

ในการแบ่งข ้อม ูลท ั ้ง 5 ช ุดเพ ื ่อทดสอบความถ ูกต ้องของ

แบบจําลอง ดังแสดงในรูปที่ 7 

 

 
รูปที่ 7 กระบวนการฝึกสอนแบบจําลอง 

 

4. ผลการวิจัย 
ในการพัฒนาแบบจําลองในการตรวจสอบการมีส่วนร่วมในชั้น

เรียนออนไลน์ได้นําโครงสร้างแบบจําลองจากเว็บไซต์ Keras - 

Simple MNIST convnet [39] เป็นโครงสร้างแบบ      จําลอง

ตั้งต้นในการพัฒนาแบบจําลอง แบ่งการทดลองออกเป็น 3 กลุ่ม 

ซ ึ ่ งในการทดลองได ้ท ําตามล ําด ับกล ุ ่มการทดลองท ี ่ 1-3 

ตามลําดับและเป็นการนําแบบจําลองจากกลุ่มการทดลองก่อน

หน้าที่ได้ผลดีที่สุดมาทดลองต่อในกลุ่มการทดลองถัดไป 

 

กลุ่มที่ 1 คือ การปรับแต่งโครงสร้างชั้นการสกัดคุณลักษณะ

เด่นของภาพ (Feature extraction) ได้กําหนดรูปแบบในการ

ทดลองออกเป็น 6 รูปแบบคือ 1) การเพิ่มขึ้นของ จํานวน NN 

สมํ่าเสมอ 2) การเพิ่มขึ้นของจํานวน NN สมํ่าเสมอและลดลง

อย่างสมํ่าเสมอเท่ากับการ เพิ่มขึ้น 3) การลดจํานวนของ NN 

สมํ ่าเสมอ 4) จํานวนของ NN เท ่าเด ิม 5) จํานวนของ NN 

สลับกัน (สองค่า) 6) จํานวนของ NN เพิ่มและลดไม่เท่ากัน ดังรูป

ที่ 12 ผลการทดลองที่ดีที ่สุดคือ Feature extraction Filter : 

128-256-512 ค่าความแม่นร้อยละ 79.62 และค่าความสูญเสีย

ร้อยละ 0.52 ซึ่งได้ผลค่าความแม่นยําใกล้เคียงกับ Filter : 128-

256-512-1024 แตค่่าความสูญเสียสูงกว่า 
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กลุ่มที่ 2 คือ การทดลองแต่ละพารามิเตอร์ ได้แก่ Learning 

Rate (LR), Batch Size (BZ), Optimizer (OTM), Fully 

connected (FC) 

• พารามิเตอร์ Learning Rate (LR)  

ผลการทดลองค่า Learning Rate ได้แก่ 0.10, 0.15, 0.20, 

0.25, 0.30, 0.35, 0.01 ได้ ค่าความแม่นยํา 33.33 และค่า

ความสูญเสีย 1.10 เนื ่องจากมีค่าที ่สูงเกินไปจึงทําให้ไม่

สามารถคํานวณต่อไป ส่วน Learning Rate 0.0001 ให้ผล

การทดลองที่ดีที่สุด ผลการทดลองคือค่าความแม่นยํา 80.75 

และค่าความสูญเสีย 0.51 และเป็นค่าตั้งต้นของโครงสร้าง

แบบจําลองที่นํามาใช ้ดังรูปที่ 8 

 

 
รูปที่ 8 กราฟเปรียบเทียบผลการทดลองค่าความแม่นยําของ 

Learning Rate 

 

• พารามิเตอร์ Batch Size (BZ) 

กําหนดค่า Batch Size  ได้แก่ 16, 32, 64, 80, 128, 256 

ซึ่งค่าที่ให้ผลการทดลองที่ดีที่สุดคือ Batch Size 128 ผลการ

ทดลองคือค่าความแม่นยํา 81.27 และค่าความสูญเสีย 0.50 

จากกราฟจะเห็นได้ว่าค่าความแม่นยําของโมเดลจะเพิ่มขึ้น

อย่างรวดเร็วในช่วงแรก เมื่อขนาด Batch Size เพิ่มขึ้นจาก 

16 เป็น 32 จากนั้นความแม่นยําจะเพิ่มขึ้นอย่างช้าลง เมื่อ

ขนาด Batch Size เพิ ่มขึ ้นจาก 32 เป็น 64 และ 80 เมื่อ

เพิ่มขึ้นเป็น 128 ค่าความแม่นยําของโมเดลจะลดลงเล็กน้อย

จากนั้นความแม่นยําจะลดลงอย่างรวดเร็วเมื่อขนาดชุดข้อมูล

เพิ่มขึ้นเป็น 256 ดังรูปที่ 9  

 
รูปที่ 9 กราฟเปรียบเทียบผลการทดลองค่าความแม่นยําของ 

Batch Size 

 

• พารามิเตอร์ Optimizer (OTM) 

ผลการทดลองพารามิเตอร์ Optimizer (OTM) ได้แก่ Adam 

แล ะ  Adamax , Nadam, DiffGrad , Ranger, Rectified 

Adam ซึ่งทั้งหมดถูกพัฒนาต่อมาจาก Adam จากกราฟจะ

เห็นได้ว่า Adam มีประสิทธิภาพสูงสุด โดยมีความแม่นยําสูง

กว่าตัวอื่น ๆ ในช่วงเริ่มต้นจากนั้น Adamax จะสูงกว่าตัว 

Adam ในช่วงกลางและ Nadam จะสูงกว่า Adamax ในช่วง

ท้ายของและผลการทดลองที ่ด ีท ี ่ส ุดคือ Ranger ผลการ

ทดลองคือค่าความแม่นยํา 81.04 และค่าความสูญเสีย 0.49 

แต่ค่าความแม่นยําของแต่ละตัวมีจํานวนที่ใกล้เคียงกัน ดังรูป

ที่ 10 

 

 
รูปที่ 10 กราฟเปรียบเทียบผลการทดลองค่าความแม่นยําของ 

Optimizer 
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• พารามิเตอร์ Fully connected (FC) 

ผลการทดลองซึ่งได้กําหนดรูปแบบในการทดลองออกเป็น 6 

รูปแบบดังรูปที่ 12 ซึ่งเป็นจํานวนจํานวนของ นิวรัลเน็ตเวิร์ก 

(neural networks)  ผลการทดลองที ่ดีที ่ส ุดคือ FC : 50-

100 และ FC : 50-50 ให้ผลการทดลองที่เท่ากันคือ ผลการ

ทดลองคือค่าความแม่นยํา 82.20 และค่าความสูญเสีย 0.49 

และเมื่อนําผลการทดลองในแต่ละรอบมาเปรียบเทียบพบว่า 

FC : 50-50 มีการโอเวอร์ฟิตมากกว่าการทดลอง  FC : 50-

100 ดังรูปที่ 11 โดยที่ FC-1 คือ FC: 32, FC-2 คือ FC: 64-

32, FC-3 คือ FC: 64-64, FC-4 คือ FC: 50-100, FC-5 คือ 

FC: 50-50, FC-6 คือ FC: 50-100-50 

 

 
รูปที่ 11 กราฟเปรียบเทียบผลการทดลองค่าความแม่นยําของ 

ชั้น Fully connected 

 

กลุ่มที่ 3 คือ การทดลองโดยการจับคู่ 2 พารามิเตอร ์ 

• Optimizer  + Batch Size (No. 1) 

• Optimizer  + Learning Rate (No. 2) 

• Batch Size + Learning Rate (No. 3) 

• Optimizer  + Fully connected (No. 4) 

• Batch Size + Fully connected (No. 5) 

• Learning Rate + Fully connected (No. 6) 

 

ผลการทดลองทีด่ีทีสุ่ดคือ Optimizer  + Fully connected ผล

การทดลองคือค่าความแม่นยํา 82.30 และค่าความสูญเสีย 0.46 

ดังสรุปผลในตารางที่ 5 

 

 
รูปที ่ 12 รูปแบบการทดลองเพิ ่ม/ลดจํานวน Node ในการ

ทดลอง 

 

4.1 การเปรียบเทียบผลการทดลองกลุ่มที่ 1 - 3 ที่ได้ผลดี

ที่สุดกับการทดลองตั้งต้น (Base Moldel)  

ดังแสดงในตารางที่ 6 พร้อมทั้งแสดงค่าความแม่นยํา และค่า

ความส ูญเส ียท ี ่ เพ ิ ่มข ึ ้น/ลดลง การทดลองท ี ่ 1 เป ็นของ

แบบจําลองตั้งต้น (Base Moldel) การทดลองที่ 2 เป็นผลการ

ทดลองที่มีผลดีที่สุดในกลุ่มการทดลองที่ 1 การทดลองที่ 3-6 

เป็นการทดลองที่มีผลดีที่สุดในกลุ่มการทดลองที่ 2 การทดลองที่ 

7-12 เป็นผลการทดลองในกลุ่มการทดลองที่ 3 พบว่าการทดลอง

ที่ 10 Optimizer  + Fully connected สามารถทําให้ค่าความ

แม่นยําเพิ่มขึ้นได้มากถึง 16.51 และสามารถลดค่าความสูญเสีย

ได้ถึง 0.31 ซึ่งใกล้เคียงกับการทดลองที่ 5 อยู่ในกลุ่มการทดลอง

ที่ 2 FC : 50-100 สามารถทําให้ค่าความแม่นยําเพิ่มขึ้นได้มาก

ถึง 16.41 และสามารถลดค่าความสูญเสียได้ถึง 0.28 และเมื่อนํา

ผลมาเปรียบเทียบจะเห็นความสัมพันธ์ของผลการทดลองเมื่อ

เปรียบเทียบ กับการทดลองที่ 1 คือการทดลองที่ 2 ที่ไม่มีชั้น 

Fully connected สามารถเพิ ่มค่าความแม่นยําได้ถึง 14.31 

และลดค่าความสูญเสียได้ถึง 0.22 การทดลองที่ 6 (การทดลองที่ 

1 เพิ่มชั้น Fully connected) สามารถเพิ่มค่าความแม่นยําได้ถึง

ร้อยละ 16.41 และลดค่าความสูญเสียได้ถึงร้อยละ 0.28 และ

การทดลองที่ 10 (การทดลองที่ 6 และเปลี่ยน Optimizer เป็น 

Ranger) สามารถเพิ่มค่าความแม่นยําได้ถึงร้อยละ 16.51 และ

ลดค่าความสูญเสียได้ถึงร้อยละ 0.31 กล่าวคือ เมื่อมีการเพิ่มชั้น 

Fully connected สามารถทําให้อค่าความแม่นยําเพิ่มขึ้นและ
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เมื่อมีการเปลี่ยน Optimizer จากเดิมคือ Adam เป็น Ranger 

สามารถทําใหค้่าความสูญเสียลดลงได้ 

 

4.2 สรุปผลการวิจัย  
ในการทดลองได้ดําเนินการแบ่งการทดลองออกเป็น 3 กลุ่ม

ตามลําดับ ได้แก่  

• กลุ่มที่ 1 คือ การปรับแต่งโครงสร้างชั้นการสกัดได้ผลดีที่สุด

ค ื อ  Feature extraction Filter 128-256-512 ค ่ า ค ว า ม

แม่นยําร้อยละ 79.62 และค่าความสูญเสียร้อยละ 0.52 และ

นําโครงสร้างไปใช้ในกลุ่มถัดไป 

• กลุ่มที่ 2 คือ การทดลองแต่ละพารามิเตอร์โดยใช้โครงสร้าง

ในกลุ่มที่ 1 ประกอบด้วย พารามิเตอร์ Batch Size พบว่า 

Batch Size 128 ได้ผลที่ดีที ่สุดคือค่าความแม่นยําร้อยละ 

81.27 และค่าความสูญเสียร ้อยละ 0.50 พารามิเตอร์ 

Optimizer พบผลการทดลองที ่ด ีที ่ส ุดคือ Ranger คือค่า

ความแม่นยําร้อยละ 81.04 และค่าความสูญเสียร้อยละ 0.49 

พารามิเตอร์ Fully connected พบว่าผลการทดลองที ่ดี

ที่สุดคือ FC : 50-50 คือค่าความแม่นยําร้อยละ 82.20 และ

ค่าความสูญเสียร้อยละ 0.49 โดยโอเวอร์ฟิตน้อยกว่า 

• กลุ่มที่ 3 คือ การทดลองโดยการจับคู่ 2 พารามิเตอร์ โดยใช้

โครสร้างแบบจําลองและผลการปรับแต่งพารามิเตอร์จาก

การทดลองทั้ง 2 กลุ่มก่อนหน้ามาทดลองโดยการจับคู ่ 2 

พารามิเตอร์ พบว่าผลการทดลองที ่ส ุดคือ Optimizer + 

Fully connected ผลการทดลองคือค่าความแม่นยําร้อยละ 

82.30 และค ่าความส ูญเส ียร ้อยละ  0.46 ด ังผลการ

เปรียบเทียบในหัวข้อ 4.1 การเปรียบเทียบผลการทดลอง

กลุ่มที่ 1 - 3 จะได้โครงสร้างแบบจําลองและพารามิเตอร์ที่

ได้ผลดีที ่สุด พารามิเตอร์ที ่ได้ผลดีที ่สุดคือ Optimizer = 

Range , Batch Size = 80, Learning Rate = 0.0001 และ

โครงสร้างแบบจําลองที่ได้ผลดีที่สุดดังแสดงในรูปที่ 13  

- Feature Extraction Layers: ม ี จ ํ า น วน  5 ช ั ้ น  มี

ฟิลเตอร์ (Filters) แต่ละชั้นมีดังนี้ 32, 64, 128, 256, 

512 ตามลําดับและขนาดเคอร์เนล 3x3 ใช้ activation 

function คือ ReLU 

- Maxpool Layer: ในแต่ละชั ้นจอง Convolutional 

Layer จะมี Maxpool Layer ขนาด 2x2 และในชั้น

สุดท้ายของ Maxpool Layer จะมี Dropout Layer 

50% เพื่อลดการโอเวอร์ฟิต  

- Fully Connected Layers:  จํานวน 3 ชั ้นมีจํานวน

โหนด 50, 100 ตามลําดับซึ่งใช้ ReLU เป็น activation 

function 

- Output Layer: จํานวน 1 ชั้น จํานวน 3 โหนด และ

ใช้ activation function  Softmax 
 

 
รูปที ่13 โครงสร้างแบบจําลองที่ได้ผลดีที่สุด 

 

5. ข้อเสนอแนะ 
ในการทดลองครั้งถัดไปควรจะมีการทํา Data Augmentation 

เพื่อเป็นการเพิ่มปริมาณข้อมูลที่ใช้ในการเรียนรู้ของแบบจําลอง

โดยการรวมชุดข้อมูลอื่นเช่น Fer2013, EmotioNet, DAiSEE, 

EmotiW, CK+48 ซ ึ ่ งอาจจะส ่ งผลให ้ประส ิทธ ิภาพของ

แบบจําลองมากยิ่งขึ้น รวมทั้งการทํา Feature Selection โดย

น ํ า แ บ บ จ ํ า ล อ ง อ ื ่ น  ๆ  ท ี ่ เ ป ็ น ท ี ่ น ิ ย ม ม า ใ ช้  เ ช่ น 

InceptionResNetV2 , EfficientNet, NASNetLarge เ พ ื ่ อ ห า 

Feature ท ี ่ เหมาะส ําหร ับการใช ้ ในการสร ้างแบบจ ําลอง             

ใช้เทคนิคอื่น ๆ เข้ามาใช้ในการพัฒนาแบบจําลอง เช่น การเพิ่ม

ปริมาณของข้อมูล (Augmentation) การทํา Ensemble ได้แก่ 

Bagging และ Boosting 
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ตารางที่ 4 ตารางผลการปรับแต่งโครงสร้างชั้นการสกัดคุณลักษณะเด่นของภาพ (กลุ่มการทดลองที่ 1) 

Feature 

extraction 
Fully connected Optimizer Batch size 

Learning 

rate 

Accuracy 

Validation 

Loss 

Validation 

64-64-64-64 FC: 0 (output 3) adam 80 0.0001 70.70 0.66 

32-16-32-16 FC: 0 (output 3) adam 80 0.0001 70.21 0.67 

1024-512-256 FC: 0 (output 3) adam 80 0.0001 73.05 0.63 

128-256-512-1024 FC: 0 (output 3) adam 80 0.0001 78.98 0.87 

128-256-512 FC: 0 (output 3) adam 80 0.0001 79.62 0.52 

 

ตารางที่ 5 ตารางผลการทดลองโดยการจับคู่ 2 พารามิเตอร์ (กลุ่มการทดลองที่ 3) 

No. Fully connected Optimizer Batch size Learning rate 
Accuracy 

Validation 

Loss 

Validation 

1 FC: 0 (output 3) Ranger 128 0.0001 80.66 0.49 

2 FC: 0 (output 3) Ranger 80 0.0001 80.89 0.48 

3 FC: 0 (output 3) adam 128 0.0001 80.91 0.50 

4 FC: 50-100 Ranger 80 0.0001 82.30 0.46 

5 FC: 50-100 adam 128 0.0001 82.16 0.48 

6 FC: 50-100 adam 80 0.0001 81.72 0.50 

 

ตารางที่ 6 ตารางเปรียบเทียบผลการทดลองกลุ่มที่ 1 - 3 ที่ได้ผลดีที่สุดกับการทดลองตั้งต้น (Base Moldel) 

No. Fully connected Optimizer  BZ LR Acc +- Loss +- 

1 FC : 0 (output 3) adam 80 0.0001 65.79 - 0.77 - 

2 FC : 0 (output 3) adam 80 0.0001 80.10 +14.31 0.55 -0.22 

3 FC : 0 (output 3) adma 80 0.0001 80.75 +14.96 0.51 -0.26 

4 FC: 0 (output 3) adma 128 0.0001 81.27 +15.48 0.50 -0.27 

5 FC: 0 (output 3) Ranger 80 0.0001 81.04 +15.25 0.49 -0.28 

6 FC : 50-100 adam 80 0.0001 82.20 +16.41 0.49 -0.28 

7 FC : 0 (output 3) Ranger 128 0.0001 80.66 +14.87 0.49 -0.28 

8 FC : 0 (output 3) Ranger 80 0.0001 80.89 +15.10 0.48 -0.29 

9 FC : 0 (output 3) adam 128 0.0001 80.91 +15.12 0.50 -0.27 

10 FC : 50-100 Ranger 80 0.0001 82.30 +16.51 0.46 -0.31 

11 FC : 50-100 adam 128 0.0001 82.16 +16.37 0.48 -0.29 

12 FC : 50-100 adam 80 0.0001 81.72 +15.93 0.50 -0.27 
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