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บทคัดย่อ 

ผู้เล่นบอร์ดเกมมักเผชิญกับความยากลําบากในการค้นหาเกมที่เหมาะสม การหาผู้ที่จะเล่นบอร์ดเกมด้วยกัน 

และการค้นหาสถานที่ในการเล่นบอร์ดเกม งานวิจัยนี้นําเสนอเว็บไซต์ใหม่ที่จัดการกับปัญหาเหล่านี้ โดย

ผสมผสานระบบแนะนําบอร์ดเกมและแพลตฟอร์มชุมชนสําหรับผู้เล่นบอร์ดเกม ผู้วิจัยได้พัฒนาและประเมิน

โมเดลคําแนะนําต่าง ๆ ได้แก่การกรองตามเนื้อหา (content-based filtering), การกรองการทํางานร่วมกัน

ตามผู ้ใช ้ (user-based collaborative filtering), การกรองการทํางานร่วมกันตามสินค้า (item-based 

collaborative filtering) และการเรียนรู ้เชิงลึก (deep learning) ในขณะที่โมเดลการเรียนรู ้เชิงลึกแสดง

ประสิทธิภาพสูงสุด การกรองการทํางานร่วมกันตามสินค้ากลับเป็นโมเดลที่ใช้งานได้จริงที่สุด เนื่องจากมี

ประสิทธิผลและความเป็นไปได้ในการดําเนินการงานวิจัยนี้แสดงให้เห็นถึงประสิทธิภาพของโมเดลการกรองการ

ทํางานร่วมกัน โดยพิจารณาสินค้าเป็นหลักในการแนะนําบอร์ดเกมที่เหมาะสมให้กับผู้ใช้ โดยเว็บไซต์นี้จะมี

ระบบแนะนําบอร์ดเกม และพื้นที่ชุมชนสําหรับผู้เล่นบอร์ดเกม ซึ่งจะช่วยเพิ่มประสบการณ์ที่ดีในการเล่นบอร์ด

เกมสําหรับผู้เล่น 

 

คําสําคัญ: ระบบแนะนําบอร์ดเกม แพลตฟอร์มชุมชนสําหรับผู้เล่นบอร์ดเกม การกรองข้อมูลตามเนื้อหา การ

กรองแบบร่วมกันโดยพิจารณาสินค้าเป็นหลัก การเรียนรู้เชิงลึก 

Abstract 

Board game players often face difficulties in discovering suitable games, finding players, and 

locating places to play board games. This research presents a novel website addressing these 

issues by incorporating a board game recommendation system and a dedicated community 

platform for board game players. We developed and evaluated various recommendation 

models, including content-based filtering, user-based collaborative filtering, item-based 

collaborative filtering, and deep learning-based approaches. While the deep learning model 

exhibited the highest performance, the item-based collaborative filtering emerged as the most 

practical solution due to its effectiveness and implementation feasibility. Our experiments 

demonstrate the effectiveness of the item-based collaborative filtering model in recommending 

suitable board games to users. This website, equipped with this recommendation system and a 

community space, holds significant potential to enhance the overall board game experience for 

players. 
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1. บทนํา 
เกมกระดานหรือบอร์ดเกมคือเกมที่ต้องใช้ชิ้นส่วนหรือตัวหมา

กวางไว้บนพื้นที่เล่นที่เปรียบได้กับกระดาน ซึ่งจะมีพื้นผิวหรือ

รูปภาพเฉพาะสําหรับเกมนั้น ๆ [1] โดยบอร์ดเกมเริ่มพัฒนาอย่าง

ต่อเนื ่องเมื ่อต้นศตวรรษที ่ 20 ตลาดที ่ใหญ่ที ่ส ุดสองแห่งคือ

เยอรมนีและสหรัฐอเมริกา [2] 

ตลาดบอร์ดเกมมีการเติบโตอย่างเนื่อง โดยขนาดตลาด

บอร์ดเกมทั่วโลกคาดว่าจะเติบโตที่ CAGR 7.55% และเพิ่มขึ้น 

3,423.69 ล้านเหรียญสหรัฐ ระหว่างปี 2022 ถึง 2027 [3] 

แม้แต่ในประเทศไทยก็มีการนําบอร์ดเกมมาแปลเป็น

ภาษาไทยและมีบอร์ดเกมคาเฟ่ (สถานที่ที่ทุกคนสามารถมาเล่น

บอร์ดเกมต่าง ๆ โดยจะคิดค่าบริการเป็นรายชั ่วโมงรวมถึงมี

อาหารและเครื ่องดื ่มไว้จําหน่ายและให้บริการ) [4] เปิดเป็น

จํานวนมากทั้งในห้างสรรพสินค้าและบริเวณสถานีรถไฟฟ้า 

เนื ่องจากชุมชนของผู ้เล ่นมีขนาดใหญ่ วิธ ีในการขอ

ค ํ าแนะน ํ าบอร ์ด เกมม ักจะมาจาก  1)  ใช ้  Forums เช่น 

boardgamegeek.com และ  reddit.com 2) ตรวจสอบจาก

ความเห็นบน YouTube.com 3) เว็บไซต์ต่าง ๆ ที ่มีการรีวิว

บอร์ดเกม ข้อเสียของวิธีการเหล่านี ้คือคําแนะนํามักเป็นเกม 

"กระแสหลัก" เดิม ๆ ซึ่งแทบไม่มีคําแนะนําสําหรับเกมที่ไม่ค่อยมี

คนรู ้จักหรือเป็นที ่นิยมในเฉพาะกลุ ่ม โดยทั่วไปผู ้เล่นจะต้อง

พิจารณาความคิดเห็นหรือการให้คะแนนเหล่านี้หากไม่เคยเล่น

เกมนั้น ๆ มาก่อน 

จากการวิเคราะห์ปัญหาดังกล่าวผู้วิจัยจึงจัดทํางานวิจัยนี้

ขึ้น โดยพัฒนาเว็บไซต์ที่มีระบบแนะนําบอร์ดเกม (Board Game 

Recommender System) สําหรับผู้ใช้ที ่ต้องการหาบอร์ดเกม

เล ่นและเป ็นช ุมชนสําหร ับผ ู ้ เล ่นบอร ์ดเกม (Board Game 

Community) โดยจะมีระบบเพิ่มเติมได้แก่ระบบการสร้างปาร์ตี้

สําหรับนัดเล่นบอร์ดเกม การให้ข้อมูลต่าง ๆ เช่น บอร์ดเกมยอด

ที่เป็นที่นิยมในช่วงเวลานั้น ๆ และช่องทางการติดต่อร้านบอร์ด

เกมที่ใกล้เคียง 

ในอนาคตเมื่อมีข้อมูลการเล่นบอร์ดเกมของคนไทยมาก

ขึ้น สามารถนําโมเดลและเว็บไซต์นี้ไปต่อยอดให้เหมาะสมกับคน

ไทยโดยเฉพาะ ซึ่งผู้จัดทําหวังเป็นอย่างยิ่งว่างานวิจัยนี้จะสามารถ

ช่วยอํานวยความสะดวกให้ผู ้ใช้และมีส่วนร่วมในการผลักดัน

วงการบอร์ดเกมในประเทศไทยได ้

 

 

รูปที่ 1 กระบวนการพัฒนาและส่งมอบเว็บไซต์ให้กับผู้ใช้งาน 
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2. ข้ันตอนการดําเนินงานวิจัย 
จากรูปที ่ 1 แสดงภาพรวมสถาปัตยกรรมของระบบและการ

ทํางานของแต่ละส่วน โดยมีรายละเอียดการดําเนินงานวิจัยในแต่

ละขั้นตอน ดังนี้ 

2.1 แหล่งข้อมูล 

ในงานวิจัยนี้ใช้การบูรณาการข้อมูลจากหลายแหล่งข้อมูล ได้แก ่

1) ข้อมูลบอร์ดเกม 2) ข้อมูลประเภทบอร์ดเกม 3) ข้อมูลรีวิว

บอร์ดเกม 4) ข้อมูลบอร์ดเกมยอดนิยม 5) ข้อมูลร้านบอร์ดเกม

คาเฟ ่

2.1.1 BoardGameGeek 

เว็บไซต์  BoardGameGeek (BGG) [5] เป็น Forum ออนไลน์

สําหรับผู้ที ่ชื ่นชอบการเล่นบอร์ดเกมและเป็นฐานข้อมูลเกมที่

รวบรวมข้อมูลบอร์ดเกมกว่า 125,600 เกม นอกจากนี้เว็บไซต์

ยังให้ผู้ใช้สามารถให้คะแนนเกมต่าง ๆ ได้ [6] 

• BoardGameGeek API เว ็บไซต์น ี ้ม ี API (BGG XML API2) 

[7] สําหรับเข้าถึงข้อมูลต่าง ๆ  ของเว็บไซต์ BoardGameGeek 

• BoardGameGeek Wiki [8] เป็นพื้นที่สําหรับค้นหาข้อมูล

ต่าง ๆ ที่เว็บไซต์ BoardGameGeek 

2.1.2 Wizards of Learning 

Wizards of Learning เป็นเว็บไซต์ที ่ให้บริการออกแบบบอร์ด

เกม และมีการรวบรวมสถานที่เล่นบอร์ดเกมไว้ [9] 

2.2 การเตรียมข้อมูล 

ในขั้นตอนการเตรียมข้อมูลนี้แบ่งการเตรียมข้อมูลออกเป็น 4 

ขั้นตอนย่อย ดังต่อไปนี้ 

2.2.1 การสํารวจข้อมูล Exploratory Data Analysis) 

• สํารวจว่ามี Feature ไหนบ้างที่มีข้อมูลสูญหาย (Missing 

values) ปริมาณมาก ซึ ่งหากมีข้อมูลสูญหายมากเกินไปก็

อาจจะไม่สามารถนํา Feature นั้นไปใช้ประโยชน์ได้ ดังรูปที่ 2 

• สํารวจการการกระจายตัวของแต่ละ Feature เพื่อนําไปใช้

แบ่ง Filter ของระบบแนะนําบอร์ดเกม 

• สํารวจจํานวนบอร์ดเกมในแต่ละประเภท (Category) เพื่อ

นําไปใช้เป็น Filter ของระบบแนะนําบอร์ดเกม 

• สํารวจอันดับ (Rank) ของบอร์ดเกม ว่าเกมส่วนใหญ่ที่หา

เล่นได้ง่ายในประเทศไทย อยู่อันดับประมาณเท่าไหร่ เผื่อ

กรองให้ระบบแนะนําเฉพาะเกมที่สามารถหาเล่นได้ไง 

 

 
 

รูปที่ 2 Missing values ของแต่ละ feature ใน dataset 

 

2.2.2 การทําความสะอาดข้อมูล (Data Cleansing) 

• ตัด Features ที่ไม่จําเป็น, ซํ้าซ้อน นําไปวิเคราะห์ยาก หรือ 

Missing values เยอะจนนําไปใช้ไม่ได ้

• คัดเฉพาะบอร์ดเกมที่มที่มีผู้ใช้ให้คะแนน >= 300 เนื่องจาก

ข้อมูลการรีวิวที่น้อยเกินไป อาจทําให้เกิด Bias 

• คัดเฉพาะบอร์ดเกมที่ Rank <= 6,000 และ Publication 

Year >= 1995 เนื ่องจากเกมที่เก่าเกินไปหรืออันดับไม่ดี 

มักจะเป็นเกมที่หามาเล่นได้ยาก โดยเฉพาะในประเทศไทย 

• แทนที่รีวิวที่ผู้ใช้คนเดิมรีวิวเกมเดิมหลายครั้งด้วยค่าเฉลี่ย 
เนื่องจากการรีวิวซํ้าเกิดจากการที่ความรู้สึกของผู้ใช้ที่มีต่อ

เกมนั้น ๆ เปลี่ยนไป และข้อมูลที่รวบรวมมาไม่ได้ระบุไว้ว่า

รีวิวไหนเป็นรีวิวล่าสุด จึงแทนที่ด้วยค่าเฉลี่ยซึ่งจะเป็นการ

เฉลี่ยความรู้สึกของผูใ้ช้ที่มีต่อเกม 

• ตัดรีวิวที่ Rating น้อยกว่า 1 (Rating มี 1-10) 

• ตัดผู้ใช้ที่รีวิวน้อยกว่า 450 เกม (ข้อจํากัดเรื่องทรัพยากร

และการประมวลผล จึงเลือกเฉพาะผู้ใช้ที่มีข้อมูลเยอะ) 

2.2.3 การแปลงข้อมูล (Data Transformation) 

• One-Hot Encoding แปลงข ้อม ูลจ ัดกล ุ ่ม (Categorical 

data) ให้อยู่ในรูปแบบของค่า 0 และ 1 (Binary values) 
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• Data Normalization ท ําข ้อม ูลให ้ เป ็นมาตรฐาน  เป็น

เทคนิค Feature scaling ที ่จะทําให้โมเดลสามารถอ่าน

ข้อมูลได้ง่ายขึ้นและไม่มี Bias 

2.2.4 การรวมข้อมูล (Data Integration) 

ทําการรวมข้อมูลที ่ผ่านกระบวนการตามขั ้นตอนที ่ 2.2.1 ถึง 

2.2.3 เพื่อสร้างเป็นชุดข้อมูลตั้งต้นที่เตรียมจะนําไปสร้างโมเดล

ต่อไป จะได้ข้อมูลดังต่อไปนี้ 

• ข้อมูลบอร์ดเกม 4,582 เกม 

• ข้อมูลรีวิว 2,018,715 รีวิว 

• ข้อมูลประเภทของบอร์ดเกม 20 ประเภท 

• ข้อมูลบอร์ดเกมที่เป็นที่นิยม 50 เกม ณ ช่วงเวลานั้น ๆ 

2.3 โมเดลแนะนําบอร์ดเกม 

โมเดลในการทําระบบแนะนํา (Recommendation system) มี

หลายวิธีการ โดยในงานวิจัยนี้ได้ทดลองโมเดล Content-based 

filtering แ ล ะ  Collaborative filtering [10, 11]. Content-

based filtering ใช้คุณสมบัติของบอร์ดเกมและความชอบของผู้

เล่น แต่มีข้อจํากัดเรื่องความหลากหลาย (over-specialization) 

ส่วน Collaborative filtering เช่น Item-based collaborative 

filtering [12] ใช้ข้อมูลการโต้ตอบระหว่างผู้เล่นและเกมในอดีต 

ซึ่งให้คําแนะนําที่หลากหลายกว่า แต่มีปัญหาเรื่องข้อมูลกระจัด

กระจาย  (data sparsity) ส ่วน  Collaborative filtering เช่น 

Model-based จะสามารถวิเคราะห์ความสัมพันธ์ที่ซับซ้อนได้

และมีความสามารถในการปรับขนาด (scalability) แต่ต้องใช้

ทรัพยากรมาก 

2.3.1 Content-based filtering 

Content-based filtering เป็นการสร้างโปรไฟล์ของผู้เล่นแต่ละ

คนแยกกันไป แล้วแนะนําบอร์ดเกม ตามโปรไฟล์ของผู้เล่นนั้น

เป็นคน ๆ ไป [13] 

 

 
 

รูปที่ 3 ผลลัพธ์ของโมเดล Content-based filtering 

โดยในงานวิจัยนี้ ได้ทําการทดลองสร้างโมเดล Content-

based filtering โดยใช้ Cosine similarity ในการหาความคล้าย

ของเกม ซึ่ง Features ที่ใช้จะมีทั้งการใช้ Numerical data และ 

Categorical data 

จากรูปที ่ 3 เมื ่อผ่านโมเดล Content-based filtering 

จะได้ผลลัพธ์เป็นเมทริกซ์ (Matrix) ความคล้ายของแต่ละเกม ซึ่ง

สามารถนําไปใช้ต่อในการแนะนําบอร์ดเกมได้ 

2.3.2 Collaborative filtering 

หลักการของ Collaborative filtering คือ การนําข้อมูลจากคน

หมู่มากหลาย ๆ คนมาช่วยกันวิเคราะห์ว่าผู้ใช้คนนี้จะชอบอะไร 

ซึ่งก็สามารถทําได้หลายแบบเช่นกัน [13] โดยในงานวิจัยนี้จะ

ทดลองใช้โมเดลประเภท Memory-based และ Model-based 

• Memory-based เป็นการใช้ Nearest neighbor คือการที่

เราคาดเดา Rating จากการดูจากผู้ใช้ (User-based) หรือ 

บอร ์ดเกม  ( Item-based) ท ี ่ ใกล ้ เค ียงก ัน  [13] โดยใน

งานวิจัยนี้ ได้ทําการทดลองสร้างโมเดล Memory-based 

โดยใช้ Cosine similarity ในการหาความคล้ายของผู้ใช้และ

ความคล้ายของเกม ดังรูปที่ 4 และ 5 

 

 
 

รูปที ่4 โมเดล User-based Collaborative Filtering 

 

 
 

รูปที ่5 โมเดล Item-based Collaborative Filtering 

 

• Model-based เป็นการแก้ปัญหาจาก Memory-based ที่

มีข้อจํากัดของ ในเรื่องของความกระจัดกระจาย (Sparse) 

และความสามารถในการขยายขนาด (Scalability) ที่จะต้อง
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เก็บเมทริกซ์ Rating ตามจํานวนของผู้ใช้และบอร์ดเกมทั้งหมด 

ในส่วนของ Model-based จะเป็นการใช้โมเดลต่าง ๆ ในการ

หาเวกเตอร์ที่มีขนาดเล็กที่จะมาใช้เป็นตัวแทนของผู้ใช้และ

สินค้า [13] โดยในงานวิจัยนี้ ได้ทําการทดลองสร้างโมเดล 

Deep Learning โ ด ย ใ ช ้ โ ม เ ด ล  Bilateral Variational 

Autoencoder (BiVAE) [14] 
 

 
รูปที่ 6 สถาปัตยกรรมของ BiVAE 

 

โดยทั่วไป Collaborative filtering (CF) จะประกอบด้วย

เมทริกซ์การโต้ตอบระหว่างผู้ใช้และสินค้า โดยเป็นรูปแบบหนึ่ง

ของข้อมูลไดอะดิก (Dyadic data) อย่างไรก็ตาม โมเดลประเภท

นี้เป็นที่ทราบกันว่ามีความสามารถที่จํากัด เนื่องจากสามารถจับ

เฉพาะรูปแบบเชิงเส้นทั้งในข้อมูลและพื้นที่แฝง (Latent spaces) 

เท่านั ้น จึงเกิดโมเดล Variational Autoencoder (VAE) ที่ถูก

นํามาใช้ก ับ CF โดย VAE ไม่ได้พยายามเรียนรู ้การกระจาย

ตัวแทน จึงสามารถอธิบายความไม่แน่นอนในพื้นที่แฝงได ้

Bilateral Variational Autoencoder (BiVAE) เป็นโมเดล

ที ่ประกอบด้วย Generative model ของ User-item based, 

Uesr-based และ Item-based ที ่ก ําหนดพารามิเตอร์โดยใช้

โครงข่ายประสาทเทียมหลายชั้น ซึ่งรวมทั้งหมดเข้าด้วยกันสําหรับ

เข้ารหัสข้อมูลไดอะดิกอัตโนมัติ (Auto-encode dyadic data) 

โดย BiVAE สามารถจับความไม่แน่นอนของข้อมูลไดอะดิกทั้งสอง

ด้าน (มุมมองจาก users และ items) ซึ่งจะเพิ่มประสิทธิภาพของ

ข้อมูลแบบกระจัดกระจาย เมื ่อเปรียบเทียบกับ VAE [14] โดย

โมเดล BiVAE มีสถาปัตยกรรม (architecture) ดังรูปที่ 6 

 

 
รูปที่ 7 Pipeline โมเดลแนะนําบอร์ดเกม 

 

 
รูปที่ 8 Pipeline ของระบบแนะนําบอร์ดเกม
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2.4 การพัฒนาเว็บไซต์ (Web Development) 

การพ ัฒนาเว ็บไซต ์ เพ ื ่ อน ํ า ไปใช ้ งานก ับโมเดล  ส ําหรับ

กระบวนการพัฒนาจะแบ่งเป็น 3 ส่วนหลัก คือ 

2.4.1 FrontEnd Development 

FrontEnd เป็นการพัฒนาในส่วนของหน้าตาเว็บไซต์ จะเป็นส่วน

ที่ผู้ใช้งานเห็นและสามารถโต้ตอบกับผู้ใช้งานได ้

ในการพ ัฒนาน ั ้นจะเป ็นการร ูปแบบ  Single Page 

Application ที่ซึ่งเว็บไซต์จะถูกแทนที่เนื้อหาแบบไดนามิกด้วย

ข ้อม ูลท ี ่ ได ้จาก Server โดยไม ่ต ้องม ีการ Reload เว ็บเพจ 

นอกจากนี้ยังมีส่วนที่ต้องเชื ่อมต่อกับ Service อื่นเพื่อใช้งาน

ข้อมูล เช่น แสดงแผนที่ (Longdo Map API) และการใช้บัญชี 

Social Media ในการเข้าสู่ระบบเพื่อใช้งาน 

2.4.2 BackEnd Development 

BackEnd เป็นการพัฒนาในส่วนของเบื ้องหลังที ่ซ ึ ่ง FrontEnd 

สามารถเชื่อมต่อผ่าน API (Application Programming Interface) 

ในการติดต่อสื่อสารกัน มีหน้าที่สําคัญหลายอย่าง ไม่ว่าจะเป็นการ

ประมวลผลข้อมูลจํานวนมาก มีการตรวจสอบและยืนยันตัวของ

ผู้ใช้งาน (Authentication) มีการจํากัดการเข้าถึงในข้อมูลของผู้อื่น

โดยที่ตนเองไม่ได้มีสิทธิ (Authorization) มีการเชื่อมต่อกับ API 

หรือ Service อื่นๆ โดยนําข้อมูลมาคัดกรองพร้อมกับส่งไปแสดงผล

ที่ส่วนของ FrontEnd และเป็นตัวกลางในการติดต่อกับฐานข้อมูล 

(Database) เพื่อใช้ในการเก็บข้อมูลของผู้ใช้งาน 

2.4.3 Model Boardgame Service Development 

เนื่องจากโมเดลแนะนําบอร์ดเกมพัฒนาโดยใช้ภาษาโปรแกรม 

Python จ ึ งต ้ อ งม ี การแยกเป ็น  API Service ให ้ ส ่ วนของ 

Backend ใช้งานอีกที เพื่อความเข้ากันได้ของภาษาโปรแกรมมิ่ง

และความเรียบง่ายในการจัดการ Package 

2.5 ภาพรวมการทํางานของระบบแนะนําบอร์ดเกม 

เมื่อนําข้อมูลผู้ใช้จากเว็บไซต์ในหัวข้อ 2.4 มาเข้าโมเดล แนะนํา

บอร์ดเกมในหัวข้อ 2.3 จะได้ระบบแนะนําบอร์ดเกมโดยมี

ภาพรวมดังรูปที่ 7 และ 8 

 

 

3. ผลการดําเนินงานวิจัย 
3.1 การประมินผล 

3.1.1 Precision และ Recall 

Precision (เร ียกอีกอย่างว ่า positive predictive value) ใช้

สําหรับวัดผลว่าเกมที ่โมเดลแนะนําไปแล้วผู ้ใช้ชอบคิดเป็น

อัตราส่วนเท่าไหร่จากเกมที่โมเดลแนะนําไปทั้งหมด 

Recall (เรียกอีกอย่างว่า sensitivity) ใช้สําหรับวัดผลว่า

เกมที่โมเดลแนะนําไปแล้วผู้ใช้ชอบคิดเป็นอัตราส่วนเท่าไหร่เมื่อ

เทียบกับเกมที่ผู้ใช้ชอบทั้งหมด โดยมีสูตรดังรูปที่ 9 

 

 

รูปที ่9 สูตรของ Precision และ Recall [15] 

 

โดยที ่

• True Positive (tp): ค่าจริงเป็น True และทํานายได้ True 

• False Positive (fp): ค่าจริงเป็น False แต่ทํานายได้ True 

• True Negative (tn): ค่าจริงเป็น False และทํานายได้ False 

• False Negative (fn): ค่าจริงเป็น True แต่ทํานายได้ False 

3.1.2 Normalized Discounted Cumulative Gain (NDCG) 

NDCG เป็นตัวชี้วัดคุณภาพการจัดอันดับ (Ranking quality) โดย

ในงานวิจัยนี้ โมเดลแนะนําบอร์ดเกมที่ใช้นอกจากจะแนะนําเกม

ที ่ผ ู ้ใช ้ชอบแล้ว จะต้องมีการเรียงลําดับเกมให้ถ ูกต้องตาม

ความชอบของผู้ใช้ เพื่อให้ NDCG มีค่าสูง โดยมีสูตรดังรูปที่ 10 

 

 

รูปที ่10 สูตรของ NDCG [16] 

 

ซึ่ง NDCG เป็นอัตราส่วนของ Discounted Cumulative 

Gain (DCG) ของลําดับที ่แนะนําต่อ DCG ของลําดับที ่แท้จริง 

(iDCG) โดย DCG มีสูตรดังรูปที่ 11 
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รูปที ่11 สูตรของ DCG [16] 

 

โดยที ่

• k: จํานวนของรายการที่เราพิจารณาในลําดับ (Top-k) 

• rel_i: ค่าความเก ี ่ยวข ้อง (relevance) ของรายการใน

ลําดับที่ i โดยค่าจะเป็นตัวเลขที่บ่งบอกถึงความสําคัญของ

รายการนั้น 

3.1.3 เปรียบเทียบประสิทธิภาพของแต่ละโมเดล 

งานวิจัยนี้ได้นําเมทริกซ์วัดผลในหัวข้อที่ 3.1.1 และ 3.1.2 มาใช้

ในการเปรียบเทียบประสิทธิภาพของแต่ละโมเดลในหัวข้อที่ 2.3 

โดยมีขั้นตอนดังนี้ 

• สุ่มนําบอร์ดเกมที่ผู้ใช้ชอบมาก (Rating >= 9) ออก 10 เกม  

• นํา user profile เข้าโมเดลแนะนําบอร์ดเกม 

• นําผลลัพธ์ 10 เกมที่โมเดลให้คะแนนว่าเหมาะสมกับผู้ใช้

ที ่ส ุดไปประเมินว่าเป็นเกมที ่ผู ้ใช้ชอบหรือไม่ (Rating > 

ค่าเฉลี่ย rating ของผู้ใช้)  

• วัดผลด้วย precision, recall, NDCG, execution time  

ได้ผลของแต่ละโมเดลดังตารางที่ 1. เราได้นําเสนอโมเดล

ที ่ใช้ในการทดลองทั ้งหมด 6 โมเดล ซึ ่งรวมถึงวิธี Content-

Based Filtering (โ ม เดล  1 - 3 ) , Collaborative Filtering ทั้ ง

แบบ User-Based (โมเดล 4) และ Item-Based (โมเดล 5) 

รวมถึงโมเดล Deep Learning (โมเดล 6) เพื ่อเปรียบเทียบ

ประสิทธิภาพของวิธีการที่มีความหลากหลาย การเลือกโมเดล

เหล่านี้เกิดจากการต้องการทดสอบทั้งวิธีการที่เน้นข้อมูลของผู้ใช้

และสินค้า (Content-Based), การใช้ข้อมูลการโต้ตอบของผู้ใช้ 

(Collaborative Filtering), รวมถึงการใช้โมเดลที่ซับซ้อนเพื่อจับ

ความสัมพันธ์ที่ไม่เป็นเชิงเส้น (Deep Learning) เพื ่อให้การ

แนะนํามีความหลากหลายและแม่นยํามากขึ้น โมเดลที่เลือกมาใน

การทดลองนี้ครอบคลุมการกรองข้อมูลหลายประเภทและเทคนิค

ที่แตกต่างกัน เพื่อเปรียบเทียบประสิทธิภาพและความเหมาะสม

ในแต่ละกรณี โดยเฉพาะโมเดล Item-Based Collaborative 

Filtering ซึ่งเป็นโมเดลที่มีความเหมาะสมที่สุดสําหรับการใช้งาน

จริง เนื่องจากมีสมดุลระหว่างความแม่นยําและความสามารถใน

การปรับใช้ในสภาพแวดล้อมที่มีข้อมูลจํานวนมากและต้องการ

ประมวลผลที่รวดเร็ว 

 

ตารางที่ 1 วัดผลโมเดลแนะนําบอร์ดเกม 

Models Precision Recall NDCG Time 

1) Content-

based filtering  

โดยใช้ 

Numerical 

Data 

0.352 0.011 0.306 0.34 

2) Content-

based filtering  

โดยใช้ 

Categorical 

Data 

0.309 0.010 0.281 0.37 

3) Content-

based filtering 

โดยใช้ 

Numerical 

Data และ 

Categorical 

Data 

0.301 0.009 0.276 0.42 

4) User-based 

Collaborative 

Filtering 

 0.566 0.018 0.493 1.28 

5) Item-based 

Collaborative 

Filtering 

0.708 0.023 0.680 1.26 

6) Bilateral 

Variational 

Autoencoder 

(BiVAE) 

0.765 0.050 0.779 29.17 

 

จากตารางที่ 1 โมเดล BiVAE ให้ผลลัพธ์ที่ดี ่ที ่สุดทั้งเมท

ริกซ์ Precision, Recall, NDCG และ Execution Time ทรัพยากร

ที่ใช้ในการทํางานวิจัยนี้ด้วย Intel(R) Core(TM) i7-9750H CPU 

@ 2.60GHz   2.59 GHz แต่โมเดลดังกล่าวมีข้อเสียเรื ่องการ

ประมวลผลที่นานและจําเป็นต้อง Retrain ทุกครั้งที่มีผู ้ใช้ใหม่

เพิ่มขึ้นซึ่งนําไปใช้จริงในเว็บไซต์ได้ยาก จึงเลือกใช้โมเดล Item-
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based Collaborative Filtering ซึ่งมีประสิทธิภาพที่ดีรองลงมา 

แต่มีความเร็วในการประมวลผลสูง โดยวัดผลประสิทธิภาพของ

โมเดลได้ดังรูปที่ 12 

นอกจากนี้จากตารางที่ 1 สังเกตุได้ว่า Recall นั้นมีค่าที่

ตํ่ามากในทุกโมเดล ซึ่งสาเหตุมาจากระบบจะทําการแนะนําเกม

เพียง 10 เกม แต่เกมที่ผู้ใช้ชอบนั้นมีตั้งแต่หลักร้อยจนถึงหลาย

พันเกม ผลลัพธ์ที่ได้คือแม้ว่าเกมที่แนะนําจะเป็นที่ผู้ใช้ชอบทั้ง 10 

เกม ก็จะได้ค่า Recall ที่น้อยเสมอ 

 

3.2 ผลการวิจัย 

เมื่อรวบรวมข้อมูล โมเดลแนะนําบอร์ดเกม และเว็บไซต์เข้าด้วยกัน

จะได้เว็บไซต์ Board Game RecCommu ซึ่งมีระบบต่าง ๆ ดังนี้ 

3.2.1 ระบบแนะนําบอร์ดเกม 

งานวิจัยนี้ได้พัฒนาระบบแนะนําบอร์ดเกม 2 ประเภท คือ ระบบ

แนะนําสําหรับผู้ใช้ที่ไม่ได้เข้าสู่ระบบ (Guest user) ซึ่งมีไว้ให้ผู้

ใช้ได้ทดลองใช้เว็บไซต์ โดยจะแนะนําบอร์ดเกมที่มีความใกล้เคียง

กับบอร์ดเกมที่ผู้ใช้ค้นหา และระบบแนะนําสําหรับผู้ใช้ที่เข้าสู่

ระบบแล้ว (Logged-in user) ซึ่งจะเป็นการนํา User profile มา

ใช้เพื่อแนะนําบอร์ดเกมที่เหมาะสมกับผู้ใช้มากขึ้น นอกจากนี้ยัง

สามารถกรองบอร์ดเกมตามจํานวนผู้เล่น เวลาที่ใช้ ความยาก 

และประเภทของเกมดังรูปที่ 13 และ 14 

3.2.2 ระบบให้คะแนนบอร์ดเกม 

เมื่อผู้ใช้ได้ลองเล่นบอร์ดเกมที่แนะนําไป ผู้ใช้สามารถกลับมาให้

คะแนน เพื่อเป็นการสร้าง User profile ที่โมเดลสามารถนําไป

วิเคราะห์เพิ่มเพื่อให้การแนะนําบอร์ดเกมครั้งต่อ ๆ ไปมีความ

เหมาะสมกับผู้ใช้มากขึ้น 

3.2.3 ระบบปาร์ตี ้

ระบบปาร์ตี ้สําหรับผู้ใช้ที ่ต้องการหาเพื่อนเล่นบอร์ดเกม โดย

สามารถใส่บอร์ดเกมที่ต้องการเล่น เวลาอยากที่เล่น จํานวน

สมาชิกต้องการ สถานที่เล่นบอร์ดเกม และข้อมูลอื่น ๆ ได้ 

3.2.4 ระบบค้นหาร้านบอร์ดเกมใกล้เคียง 

ผู้ใช้ที่ต้องการหาร้านบอร์ดเกมเล่น สามารถใช้ระบบค้นหาร้าน

บอร์ดเกมใกล้เคียงเพื่อหาสถานที่เล่น ช่องทางติดต่อร้าน และ

เส้นทางจากตําแหน่งปัจจุบันไปยังร้านได้ ดังรูปที่ 15 

3.2.5 บอร์ดเกมยอดนิยม 

ในหน้า Landing Page ของเว็บไซต์จะมีการแสดงบอร์ดเกมที่เป็นที่

นิยมในปัจจุบันเพื่อให้ผู้ใช้ทราบว่ามีบอร์ดเกมใดบ้างที่กําลังเป็น

กระแส ณ ปัจจุบัน ซึ่งข้อมูลดังกล่าวนํามากจาก BoardGameGeek 

API [7] 

 

4. สรุปผลการดําเนินงานวิจัย 
งานวิจัยนี ้ได้ทําการเปรียบเทียบประสิทธิภาพโมเดลต่าง ๆ 

สําหรับระบบแนะนําบอร์ดเกมดังหัวข้อที่ 3.1.3 พบว่า 

• จากการพัฒนาโมเดล Content-based filtering ทั้ง 3 แบบ 

พบว่าการใช้ Numerical Data ร่วมกับ Categorical Data 

ให้ผลลัพธ์ที่แย่ที่สุด ซึ่งการเพิ่ม Feature ให้โมเดลไปเยอะ ๆ 

ไม่ได้เป็นผลดีเสมอไป อาจส่งผลให้โมเดลทําการเรียนรู้สิ่งที่

ไม่จําเป็นหรือมีความผิดพลาด 

• โมเดล Content-based filtering ม ีประส ิทธ ิภาพต ํ ่ าสุด

เนื่องจากเป็นเพียงการแนะนําบอร์ดเกมที่มี Feature คล้าย ๆ 

กันเช่น นักออกแบบคนเดียวกัน ผู้เผยแพร่เดียวกัน ปีที่ผลิต

ปีเดียวกัน เป็นต้น ซึ่งผู้เล่นบอร์ดเกมแต่ละคนให้นํ้าหนัก 

Feature เหล่าน ี ้ไม ่เหมือนกัน การใช้ Content-based 

filtering จึงได้ประสิทธิภาพที่ค่อนข้างตํ่า 

• โมเดล Item-based Collaborative Filtering ให้ผลลัพธ์ที่

ด ีกว ่า  User-based Collaborative Filtering เน ื ่องจาก 

User-based เป็นการหาผู ้ใช ้ที ่คล้ายกันแล้วอ้างอิงการ

แนะนําจากผู้ใช้คนนั้นเป็นหลัก ซึ่งในความเป็นจริงแม้จะได้

ผ ู ้ ใช ้ท ี ่คล ้ายก ันก ็ม ักจะม ีความชอบบางอย ่างท ี ่ ไม ่ได้

เหมือนกัน และยังมีปัญหาผู้ใช้ใหม่ (Cold start problem) 

ที่ยังมีข้อมูลน้อยทําให้หาผู้ใช้ที่คล้ายกันได้ยาก ซึ่งเมื่อเทียบ

กับ Item-based การแนะนําจะอ้างอิงจากบอร์ดเกมที่ผู้ใช้

ชอบเป็นหลักซึ่งจะได้ประสิทธิภาพที่ดีและนําไปใช้จริงได้

ง่ายกว่า 

• โมเดล Deep learning (BiVAE) เป็นโมเดลที่มีความซับซ้อน

และให้ประสิทธิภาพที่ดี แต่มีข้อจํากัดในเรื ่องเวลาในการ

ประมวลผลทําให้ไม่สามารถให้การแนะนําแบบ Real time ได้ 

จึงจําเป็นต้องใช้โมเดลอื่นแทน 
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รูปที่ 12 ประสิทธิภาพของโมเดล Item-based Collaborative Filtering ที่นําไปใช้ในระบบแนะนําบอร์ดเกม 

 

 
รูปที่ 13 ระบบกรองประเภทบอร์ดเกม 

 

 
รูปที่ 14 ระบบแนะนําสําหรับผู้ใช้ที่เข้าสู่ระบบ 
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จากเหตุผลข้างต้นสรุปได้ว่าโมเดลที่มีความแม่นยําสูง

ที่สุดอาจจะไม่ได้เป็นโมเดลที่เหมาะสมต่อการใช้งานที่สุด ซึ่งใน

งานวิจัยนี้ได้เลือกใช้โมเดล Item-based Collaborative Filtering 

ในการทําระบบแนะนําบอร์ดเกม ที่แม้จะมีประสิทธิภาพลดลง

เล็กน้อย แต่มีความเหมาะสมกับการใช้งานจริงมากกว่า และมี

การประมวลผลที่รวดเร็ว 

 

 

รูปที่ 15 แสดงเส้นทางจากตําแหน่งปัจจุบันไปยังร้านที่เลือก 
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