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Abstract 

Object classification plays a significant role. 
There have been several computational approaches 
for object recognition and classification developed. 
Artificial neural network is one of the most common 
computational approaches that is used in pattern 
and object recognition. This study focuses on 

examining an automatic object classification process 
based on digital image processing and analysis 
techniques for industrial and manufacturing 
purposes. The desired characteristics and features 
of objects are extracted using digital image 
processing and analysis techniques. Further, the 
feedforward backpropagation network is used in the 
object classification. There are 7 different objects 
obtained from a manufacture that are examined in 
this study. From the computational experiments 
using the 3-layer network, all objects can be 
perfectly classified.  
Keywords: Object classification, digital image 
processing, digital image analysis, artificial neural 
network 
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