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�����������������������������������������������
������������������������������������ �����
��������������������������������� ��� ������ ���
����� ��������������������  60-80 ������������
������������� 0.5-1.0 ������������� �����������������
�������������������������� ����������������
���������������������������������������������
������������������������������������������������
����� ������������������ ������������������� ���
����������������������������������������
��������������������������� ������������������
���������������������������������������������
����������� ���������������������������������
����������������������-�����������������������
���������������������������������������������� 1.4 
�������: ������������������ �������������������
��������������������������������������

Abstract
       The objective of this research was to predict 
drying behavior of hot air drying using an empirical 

model (EM) and an artificial neural network model 
(ANNM). Tilapia and Banana were dried under 
drying temperature of 60-80OC and air velocity of 
0.5-1.0 m/s. Subsequently, EM and ANNM were 
applied to describe the drying behavior of both 
products. Furthermore, prediction results between 
EM and ANNM were compared with the 
experimental data. In this research, it was obviously 
found that EM and ANNM can describe the drying 
behavior effectively. Additionally, it was also found 
that prediction results of Multilayer feed forward 
Levenberg-Maqurdt ’s Back-propagation ANNM are 
good agreement with experimental results than that 
of EM 1.4 %.
Keywords: Drying model, artificial neural network, 
back-propagation

1. �����
������������������������������������������

����������������������������������������������
[1] ������������������������������������������������� ����
��������������������������� �������������������
����� ������������������� ���������������
�������������������������������������������� ����������
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�������������� [2] ���������������������������
����������������������������������������������
���������������������� [3] �������������������
����������������������������������������������
�������������������� [4-10] �������������������������
���������������������������������� [11-13]
����������������������������������������������
��������������������������������������� �����
����������������������������������������������� ����
����������������������������������������������������
������ ����������������������������������������������
������������������������

������������������������������������������
�������������������� �������������������������
��������������������������������������������������
����� ��������������������������������������
������������������������������������������
������������������� ����������������������������
����������������������������������������

��������������������������������������������
����� (artificial neural networks) ����������������������
���������������������������������� [14] ���
��������������������������������������������������
����������������������������������� ���� Echinacea 
angustifolia [15] ��������������������� [16] �����
[17-18] ��� [19] �������������������������
�����������������������������������������
����������������������������������������������
������������������������������������������������
������������������������������������ ������
���������������������������������������������
���������������������������������� ����������������
���������������������������������������������
����������������������������������������

� ���� �� ���� �� � �� �� � �� � � �� ��� � ��� � �� ����� �
��������������������������������������������
���������������������������������������������
�������������������������������

2. ����������������
��������������������������������������������������

��������������������������������������������
���������������������������������������������
���������������������������� ��������������
����������� ���������������� ������ ��� �����
�������������������������� �������������� 60, 70 
��� 80 ������������ ������������� 0.5, 0.7 ���
1.0 ������������� ���������������������������������
����������������� 1 

�������� 1 ������������������������������
��������� ��������(0C) ����������(m/s)

60 0.5 
60 0.7 
60 1.0 
70 0.5 
70 0.7 
70 1.0 
80 0.5 
80 0.7 

������, �����

80 1.0 

2.1 �������������������������������
����������������������������������������

������������������������������� 1 

�
�

�
t e

i e

M M
MR

M M
            (1) 

����� MR ��� �����������������
Mt ��� ������������������������ (% dry basis) 
Me ��� ������������������� (% dry basis) 
Mi ��� ���������������������� (%dry basis) 

������������������������������������������������
����������������� 13 �������������������������������
�����������������������������������������������
����������������� (MR) ���������������������������
�������������� 2 ���������������������������������
����������������������������������������������
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�������� ������������� �����������������������
�������������� ������������������������������
������� a, b, c, g, h, k, k1, k2 ���� n �����������������
�������� ������������������������������������������
������ ������������������������������ ���������
������������������������������� 2

0 1 2 3K x x T x V x TV� � � �    (2) 

����� K ��� a, b, c, g, h, k, k1, k2 ���� n

       T ��� ��������������  (������������)
       V ��� ����������  (����/������)
       xi ��� ������������������� (2) 

�������������������������� Newton ���������������
MR = exp(-kt) ���� MR = exp(-(x0+x1T+x2V+x3TV)t) 

�������
�����������������������������������������������

������������������������������������� (regression 
analysis) �����������������������������������
������������������������������������������������
���������������������������������������������
Statistica ��������������������������������������������
���������������������������������� ������������������
��������������������������������������� (Root 
Mean Squared Error, RMSE) ���������������������
�������� (coefficient of determination, r2 ) ������������
����������������������������������������������� 1 
��� RMSE �������������������� 3 

1
22

, exp,1

1 ( )
N

pre i ii
RMSE MR MR

N �

� �� �� �� �� (3)

����� MRpre,i ��� ������������������������������
�������������������

MRexp,i ��� �����������������������������
�����

N ��� ���������������

�������� 2 ����������������������������������������������
������ [20- 21] 
��������� ������������� ���������

1 Newton MR = exp(-kt) 
2 Page MR = exp(-ktn)
3 Modified Page I MR = exp(-(kt)n)

4
Henderson and 

Pabis
MR = a exp(-kt) 

5 Wang and Singh MR = 1+at+bt2

6 Logarithmic MR = a exp(-kt) + c 
7 Two term MR = a exp(-k1t) + b exp(-k2t)

8
Two term 
exponential MR = a exp(-kt) + (1-a) exp(-kat) 

9
Modified

Henderson and
Pabis

MR = a exp(-kt) + b exp(-gt) + c 
exp(-ht)

10 Midilli MR = a exp(-ktn) + bt 

11
Approximation of

diffusion MR = a exp(-kt) + (1-a) exp(-kbt) 

12 Verma et al. MR = a exp(-kt) + (1-a) exp(-gt) 
13 Logistic MR = a / [1+exp(kt)] 

������ 1 ������������������������������������������
������������� Statistica 

2.2 �������������������������������������
�����
2.2.1 ��������������������������

���������������������������� (art i f icial 
neural network) �������������� � ��� �������������
(neural  network ����  neural  net)  ����������
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�����������������������������������������
����������������������� (connectionist) �����������
������������������������������������������������
�����������������������������������������������������
����������������� (pattern recognition) ������������
������ � ( kn ow l e dge  d edu c t i o n ) � �� � � �� � ��� �
��������������������������� �����������������
�������������������������������������������
(bioelectric network) ������ �������������� �����
������ ���� “������” (neurons) ��� ���������
������ (synapses) ��������������������������
����������������������� �������� "��������"
(dendrite) �������� input ��������������������
�������������� "������" (axon) ��������������
output �������� �������������������������������������
���� ��������������������������������������������������
������������ ������������������������������������
��������������������������������������������������� � ���
������� ������������������� ��������������������
��������� � ������������������������ �����������
��������������������������������������������
������ �������������������������������������������
2

����� ���������� �������������������
������������������������������������������������� ��
��������������������������������������������
������������ (non-linear) ����������������������
��������������������������������������������
���������������������������������������������
��� �������� ������������������������������������
�����������

������ 2 ��������������������������������

2.2.2 �������������������������������������
�����

�����������������������������������������
���������������������������������������������
���������������������� (multilayer feed forward 
neura l  network)  ����������������������� ���
�������������������������������� -��������
(Levenberg-Maqurdt ’s Back-Propagation) �������������
���������������������������������������������
������������� [22] ����������������������������������
(hidden layer) 2 ���� ������������������ (learning rate)
������� 0.1 ����� epoch ������� 1000 ������������������
������������������������������������� (neural 
network toolbox) ������������ MATLAB ���������
�����������������������������������������������
������������������������� [23]

Back-Propagation ����������������������������
������������������������������������������������������
�����������������������������������������������������
�����������������������������������������������������
���������������������������������������������������
����������� �����������������������������������
���������������������������������������������������
������������������������������������������������
��������������� ��������������� �������������������
�������������������������������������������� 3 
2.2.3 �����������������������������������
����������������������������

����� � � � � ��� ����� ������ ��� ���� � ����
�����������������������������������������������
������������������� 2 ���� ��� ��������������������
���������������� ���������������������������������
����������������������� �����������������������������
�������������������������������������������������
������ ��������������������������������������������������
�����������������������������������������������������
��������������������������������� (RMSE) ���
�������������������������� (r2) �������������������
������������������������������������������
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2.2.4 ���������������������������������������
�������������������������������������������

������������������������������������������� (neural 
network toolbox) ������������ MATLAB ������������
������ (input) ��������������������������������
��������, ���������� ������������������������ ������
�������� (output) �������������������������
�����������������������������

����������������������������������������
��������������������������������������������
����������������������������������������������������
������������������������������ (RMSE) ������
����������������������� (r2) ����������������

������������������������������������������
�����������������������������������������
��������������������������������������� ���
�������������� 802 �����������������������������������
9 �������� ������������������������������� 2 ���� ����
������������������������������������������������
�����������������������������������������������
��������������������������������������� ������
����������������� 75 �������������������������������
������������������ 25 ����������������������������
�������������������������������������������
�������������������

������ 3 ��������������������������������������

3. ��������������������
3.1 �������������������������������������
��������������������������������������

�������������������������������������
������������������������������������������������
������������������������ ���������������������������
������������������������������������������������
��������� 10 �������������������������������������������
���������� 3 ��� 4 ���������

�������� 3 ����������������������������������������������
�������������������������������

���������
������
������

����������
r2 RMSE 

������,
�����

5 0.99840 0.00317 
10 0.99944 0.00158 
15 0.99867 0.00205 
20 0.99857 0.00253 

�������� 4 ��������������������������������������������������
����������������������������������������������

���������
����������������

����������-������������
r2 RMSE 

������,
�����

Tansig-Tansig 0.99991 0.00128 
Tansig-Purelin 0.99998 0.00111 
Tansig-Logsig 0.80579 0.31559 
Purelin-Purelin 0.98403 0.09209 
Purelin-Tansig 0.98694 0.05586 
Purelin-Logsig 0.79875 0.32556 
Logsig-Logsig 0.8568 0.28657 
Logsig-Tansig 0.99988 0.00202 
Logsig-Purelin 0.99991 0.00178 

�����������  3  ���  4  ����������������
����������������������������������������������
��������������������������������������������
������������������� 4 
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������ 4 ��������������������������������������
�����������������

3.2 ��������������������������������������
�������

�������������������������������������������
������������������������������������������������
����� ������� ���� � ����� ���������� � � �� ��� �
�������������������������� (r2) ������������������
������������������������������������ (RMSE) �����
������������������������������������������������
13 ��������� ����������������� 5 ��� 6 
   
�������� 5 �������������������������������������������
����������������������

������

������������� r2 RMSE 
Newton 0.98040 0.12101

Page 0.98071 0.12154
Modified Page I 0.98071 0.12154 

Henderson and Pabis 0.98043 0.12116 
Wang and Singh 0.95281 0.13143 

Logarithmic 0.98140 0.12124 
Two term 0.98043 0.12116 

Two term exponential 0.98084 0.12154 
Modified Henderson and Pabis 0.98043 0.12116 

Midilli 0.98144 0.11259 
Approximation of diffusion 0.98140 0.12121 

�������� 5 �������������������������������������������
���������������������� (���)

������
������������� r2 RMSE 
Verma et al. 0.98088 0.12162 

Logistic 0.97821 0.12361 

�������� 6 �������������������������������������������
���������������������

�����

������������� r2 RMSE 
Newton 0.98385 0.10379 

Page 0.98916 0.10316 

Modified Page I 0.98916 0.10315 
Henderson and Pabis 0.98523 0.09978 

Wang and Singh 0.98619 0.12153 

Logarithmic 0.97877 0.10482 

Two term 0.98523 0.09978 
Two term exponential 0.98385 0.11103 

Modified Henderson and Pabis 0.98523 0.09978 

Midilli 0.98985 0.10431 

Approximation of diffusion 0.98969 0.10305 
Verma et al. 0.98955 0.10517 

Logistic 0.99024 0.09864 

����������� 5 ����������������� Midilli ��
������������������������������������������
������������������������������ r2 ����������������
0.98144 ��������������������������������������
RMSE ������� 0.11259

������������������������������������������
������ ����������������� Logistic ������������
������������������� r2 ���������������� 0.99024 �����
��������������������������������� RMSE �������
0.09864 ����������������� 6 

�������� 5 �������������������������������������������
���������������������� (���)
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3 .3 ���������������������������� ���
����������������������������������������
����������

�������������������������������������
����������������������������������������������
�����������������������������������������������
���������������������������� ��������� r2 ������
RMSE �������������������������������� 7 ��� 8 ���
������ 5 ��� 6 

�������� 7 ���������������������������������������

������

��������� ������������� r2 RMSE 
���������� Midilli 0.98144 0.11259 

��������
�����������

Multilayer
 feed forward

back propagation
0.99984 0.00372 

�������� 8 ��������������������������������������

�����

��������� ������������� r2 RMSE 
���������� Logistic 0.99024 0.09864 

��������
�����������

Multilayer
 feed forward

back propagation
0.99980 0.00474 

������ 5 �����������������������������������������������
Midilli ������������������������������������

������ 6 ����������������������������������������������
Logistic ������������������������������������

����������� 7 ��� 8 ��������� 5 ��� 6 �������
���������������������������������������������
�������������������������������������������
������������������� ���������������������������������
��������������������������������� ���������� ������
��������������������������������������������������
������������� �������������������������������
���������������������������������������������������������
������������������ �������������������������������
����� ��� � ���� � � � ����� �������� �� ���� ��� �
��������������������������������������������
�����������������

4. ����
���������������������������������������

�����������������������������������������������
�����������������������������������������������
�������������������������������������������
��������������������������� ���������������
���������������������������������������������
�������������������������������� 1.4 ����������������
����� �����������������������������������
���������������������������������������������
���������������������������������������������
�����������������������������������������������������
����������������������
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���������������
������������������� ���������������������� ���

����������������
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