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

       Robot formation control has drawn significant 
attention for many years, and now it is well 
understood and mature in its field. The goal of this 
survey is twofold. First, we update the current 
literature of formation control for ground mobile 
robots. Second, we classify publications on formation 
control by using a problemoriented criterion. This 
classification includes formation shape generation, 
formation reconfiguration and selection, formation 
tracking, and role assignment in formation. We 
further categorize the common combination of the 
solutions into the following three components: 
system architectures, robot models, and formation 
control strategies. We also conclude by identifying 
some future research topics in formation control: 
further steps towards realworld applications, hybrid 
control frameworks, and networked systems and 
information consensus. 
 Mobile robots, formation control, multi
robot systems 
 


 Formation control has been one of the most 
important issues in MultiRobot Systems (MRS) for 
decades. It is defined as a coordination of a group of 
robots to get into and to maintain a formation with a 
certain shape. The motivations that draw much 
attention of researchers to this problem can be 
summarized as follows: 
(a)  : researchers have 

observed the remarkable grouplevel 

characteristics that are exhibited as emergent 
properties from individuallevel behaviors, such 
as flocking and schooling. 

(b)   : the design of 
control schemes for decentralized systems 
presents a number of challenges not present in 
single robots or centralized systems, such as 
complex interactions, inherent parallelism, high 
system dimensionality, incomplete information, 
and uncertainties. 

(c)    : a given task 
may be too complex to be achieved by a single 
robot working alone, or a given task cannot be 
physically executable by a single robot at all, or 
multiple robots can achieve the same task of a 
single robot while reducing execution time and 
increasing performance. 

 
Previous reviews on MRS (e.g., [13]) have 

taken a broad view while a previous survey on 
formation control was given by Chen and Wang [4] 
in 2005. Different from these MRS reviews [13], this 
article has a narrower span and limits itself to the 
recent literature on formation control of ground 
mobile robots. Compared to [4], we give a broader 
view of formation control by using a problem
oriented criterion. We divide formation control 
problems into four groups, i.e., formation shape 
generation, formation reconfiguration and selection, 
formation tracking, and role assignment in formation. 
The advantages of using this criterion are as follows. 
First, we can measure progress and delineate 
unresolved difficulties on each formation control 
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subproblem. This may encourage researchers to 
contribute more to the subproblem that shows less 
progress. Second, most publications on formation 
control classify formation control approaches into 
three dominating strategies, i.e., leaderfollowing, 
virtualstructure, and behaviorbased. However, 
using this classification may not be suitable because 
many novel solutions cannot fit into them. Thus, 
using our problemoriented criterion can give a wider 
and clearer view of formation control problems. 
 Furthermore, to solve these four formation 
control problems mentioned above, we present three 
common components: (i) system architectures, i.e., 
what infrastructure is behind formation achievement, 
(ii) robot models that describe systems nature and 
behavior, and (iii) formation control strategies, i.e., 
how a group of robots can be controlled to get into 
and to maintain a desired formation. These three 
components are described in Section 2, Section 3, 
and Section 4, respectively. We also suggest some 
future directions for research in Section 6 and finally, 
we close our review with some conclusions in 
Section 7. 
 


 The system architectures provide the 
infrastructure upon which formation control is 
implemented. They furthermore determine the 
capabilities and limitations of the system [1], [3], [5]. 


 Homogeneous teams are composed of team 
members that have exactly the same hardware and 
control software, while in heterogeneous teams the 
robots differ either in the hardware or in the control 
software. 
 Using homogeneous robots makes the system 
robust because no single robot is critical to the 
mission, while using heterogeneous robots in 
formation tasks may be necessary in some 

applications. For instance, the formation can involve 
different kinds of robots equipped with different 
sensors. Only few robots may possess all the 
sensors and thus can serve as the leader of the 
whole team, providing higher level information, such 
as mapping or exploration. 
 In addition, robots can be considered to be 
anonymous, i.e., they are not distinguishable by their 
appearance, and they do not have any kind of 
identifiers that can be used during the operation. In 
this case, the number of robots participating in 
formation control tasks can change dynamically. 
 
 Communication configuration can be 
categorized as follows (see [5] for details). 
(a)  : the maximum distance 

between two team members such that 
communication is still possible. We list three 
key classes: (i) no direct communication: robots 
cannot communicate with other robots directly, 
but indirect communication by observing the 
behavior of other robots is possible, (ii) local 
communication: robots can only communicate 
with other robots which are sufficiently nearby 
and (iii) global communication: robots can 
communicate with any other robots. 

(b)  : it captures physical 
interconnections among team members. The 
topology can be either static, if the topology is 
fixed, or dynamic, if the relationship of team 
members can change arbitrarily. The 
interconnection structure can also be either 
bidirectional or unidirectional. 

(c)  : it indicates the 
amount of data that a communication link can 
transmit in a given period of time. 

  
 Studies that require global information may 
suffer from lack of scalability but allow more 
accurate forming of a wider range of formations. On 
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control by using a problemoriented criterion. This 
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subproblem. This may encourage researchers to 
contribute more to the subproblem that shows less 
progress. Second, most publications on formation 
control classify formation control approaches into 
three dominating strategies, i.e., leaderfollowing, 
virtualstructure, and behaviorbased. However, 
using this classification may not be suitable because 
many novel solutions cannot fit into them. Thus, 
using our problemoriented criterion can give a wider 
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communication is still possible. We list three 
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but indirect communication by observing the 
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fixed, or dynamic, if the relationship of team 
members can change arbitrarily. The 
interconnection structure can also be either 
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the other hand, studies using only local 
communication and sensor data tend to be more 
scalable, more robust, and easier to build; but they 
are also limited in variety and precision of 
formations.  


 Centralized controllers deal with systems in that 
a single controller processes all the information 
needed to achieve the desired control objectives. 
Therefore, they can ideally yield superior 
performance and optimal decisions for both the 
individual members and the formation as a whole. 
However, they require high computational power, 
massive information flow, and are not robust due to 
heavy dependence on a single controller. On the 
other hand, in decentralized control, each team 
member has its own controller and is completely 
autonomous in the decision process. This can 
significantly reduce the number of signals being 
communicated, is more flexible and robust, requires 
less computational effort, and is more scalable. 
 Nevertheless, there is also the need to provide 
some degree of centralization with an interface to 
human operators for programming, tasking, and 
monitoring of the system. There are also some 
hybrid centralized/decentralized architectures 
wherein there is a central planner that applies high
level control over autonomous robots. 
 


 For robot models, point robots with simple 
(single or double integrator) dynamics (e.g., [6]) or 
fully actuated robots are usually investigated in 
many papers. Robots with nonholonomic constraints 
are also controlled (e.g., [79]) through either a 
kinematic model (e.g., [910]) or a dynamic model 
(e.g., [1112]). A common technique used to simplify 
the dynamics is feedback linearization of a point off 
the center of the wheel axis [13]. This technique 

reduces the equations to double integrator dynamics. 
Since the presence of inaccurate parameters or the 
complexity of the resulting model may limit applying 
the first principle approaches ( ) of 
modeling, some sufficiently general  
structures can be employed to approximate the 
system. However, a severe drawback of this 
technique is that the structure and parameters of 
these models usually do not have any physical 
significance. Thus, there are some approaches that 
attempt to combine the advantages of the whitebox 
and blackbox, such that the known parts of the 
systems are modeled using physical knowledge, and 
the unknown or less certain parts are approximated 
using a black box approach. These methods are 
often called hybrid or  modeling. 
 


 Most publications in formation control classify 
formation control approaches into three basic 
strategies, i.e., behaviorbased, virtualstructure, and 
leaderfollowing. Each strategy has its own 
advantage and disadvantage, as discussed in the 
following subsections. 


 Behaviorbased approaches start by designing 
simple behaviors or motion primitives for each 
individual robot, e.g., formation keeping, trajectory 
tracking, goal seeking, and obstacle avoidance. 
Then, more complex motion patterns can be 
generated by using a weighted sum of the relative 
importance of these primitives and the interaction of 
several robots (for an example, see Figure 1). The 
main drawback of this approach is that the 
mathematical analysis of this approach is difficult 
and consequently the convergence of the formation 
to a desired configuration cannot be guaranteed. 
 Nevertheless, the advantage of behaviorbased 
schemes is that formation feedback is implicitly 
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integrated by coupling the weights of the actions that 
depend on the relative coordinates of neighboring 
robots. Behaviorbased approaches are also useful 
in guiding a multirobot system in an unknown or 
dynamically changing environment using local 
sensory information only. 
 

 
Figure 1. The behaviorbased approach 

 
 Balch and Arkin [14] followed the motor 
scheme control. All the behaviors are summed 
together through suitable weight coefficients which 
set the relative priority between them. They also 
introduced three different robot position strategies, 
i.e., leaderreferenced, neighborreferenced and unit
center. Balch and Hybinette [15] employed social 
potential fields to snap robots into predefined 
attachment sites positioned around each robot with 
respect to formation shapes. Antonelli   [16] 
solved a flocking problem by using the NullSpace
based Behavior (NSB) control. Simple behaviors are 
defined for each team member, and these behaviors 
are properly arranged in priority. Monteiro  [17] 
used nonlinear attractor dynamics to design a 
dynamic control architecture, where behaviors are 
generated as a time series of asymptotically stable 
states, which contribute to the asymptotic stability of 
the overall control system. Michaud  . [18] 
employed a hybrid control architecture that combines 
a behavioral level with global level deliberation. All 
behaviors run in parallel and their resulting 
commands are prioritized and managed through a 
finite state machine to generate the control actions 
of the robot.   



 Virtual structures consider the entire formation 
as a rigid body, see Figure 2. The control law for a 
single vehicle is derived by defining the dynamics of 
the virtual structure and then translates the motion of 
the virtual structure into the desired motion of each 
vehicle. The main advantages of the virtual structure 
approach are that it is easy to prescribe the 
coordinated behavior for the group, and that the 
formation can be maintained well during maneuvers, 
i.e., the virtual structure evolves as a whole in a 
given direction with given orientation. However, if the 
formation has to maintain the same virtual structure 
all the times, the possible applications are limited, 
especially when the formation shape needs to be 
frequently reconfigured. 
 One of pioneering work was proposed by Lewis 
and Tan [19]. Their algorithm iteratively fits the 
virtual structure to the robots positions, displaces 
the virtual structure in some desired direction and 
updates the robots positions. Their method includes 
formation feedback, but they cannot guarantee that 
a formation converges to a final configuration. 
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 With the leaderfollowing strategy, some robots 
are considered as leaders, while others act as 
followers. The primary advantage of using such a 
strategy is this approach reduces to a tracking 
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the other hand, studies using only local 
communication and sensor data tend to be more 
scalable, more robust, and easier to build; but they 
are also limited in variety and precision of 
formations.  


 Centralized controllers deal with systems in that 
a single controller processes all the information 
needed to achieve the desired control objectives. 
Therefore, they can ideally yield superior 
performance and optimal decisions for both the 
individual members and the formation as a whole. 
However, they require high computational power, 
massive information flow, and are not robust due to 
heavy dependence on a single controller. On the 
other hand, in decentralized control, each team 
member has its own controller and is completely 
autonomous in the decision process. This can 
significantly reduce the number of signals being 
communicated, is more flexible and robust, requires 
less computational effort, and is more scalable. 
 Nevertheless, there is also the need to provide 
some degree of centralization with an interface to 
human operators for programming, tasking, and 
monitoring of the system. There are also some 
hybrid centralized/decentralized architectures 
wherein there is a central planner that applies high
level control over autonomous robots. 
 


 For robot models, point robots with simple 
(single or double integrator) dynamics (e.g., [6]) or 
fully actuated robots are usually investigated in 
many papers. Robots with nonholonomic constraints 
are also controlled (e.g., [79]) through either a 
kinematic model (e.g., [910]) or a dynamic model 
(e.g., [1112]). A common technique used to simplify 
the dynamics is feedback linearization of a point off 
the center of the wheel axis [13]. This technique 

reduces the equations to double integrator dynamics. 
Since the presence of inaccurate parameters or the 
complexity of the resulting model may limit applying 
the first principle approaches ( ) of 
modeling, some sufficiently general  
structures can be employed to approximate the 
system. However, a severe drawback of this 
technique is that the structure and parameters of 
these models usually do not have any physical 
significance. Thus, there are some approaches that 
attempt to combine the advantages of the whitebox 
and blackbox, such that the known parts of the 
systems are modeled using physical knowledge, and 
the unknown or less certain parts are approximated 
using a black box approach. These methods are 
often called hybrid or  modeling. 
 


 Most publications in formation control classify 
formation control approaches into three basic 
strategies, i.e., behaviorbased, virtualstructure, and 
leaderfollowing. Each strategy has its own 
advantage and disadvantage, as discussed in the 
following subsections. 


 Behaviorbased approaches start by designing 
simple behaviors or motion primitives for each 
individual robot, e.g., formation keeping, trajectory 
tracking, goal seeking, and obstacle avoidance. 
Then, more complex motion patterns can be 
generated by using a weighted sum of the relative 
importance of these primitives and the interaction of 
several robots (for an example, see Figure 1). The 
main drawback of this approach is that the 
mathematical analysis of this approach is difficult 
and consequently the convergence of the formation 
to a desired configuration cannot be guaranteed. 
 Nevertheless, the advantage of behaviorbased 
schemes is that formation feedback is implicitly 
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integrated by coupling the weights of the actions that 
depend on the relative coordinates of neighboring 
robots. Behaviorbased approaches are also useful 
in guiding a multirobot system in an unknown or 
dynamically changing environment using local 
sensory information only. 
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dynamic control architecture, where behaviors are 
generated as a time series of asymptotically stable 
states, which contribute to the asymptotic stability of 
the overall control system. Michaud  . [18] 
employed a hybrid control architecture that combines 
a behavioral level with global level deliberation. All 
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of the robot.   



 Virtual structures consider the entire formation 
as a rigid body, see Figure 2. The control law for a 
single vehicle is derived by defining the dynamics of 
the virtual structure and then translates the motion of 
the virtual structure into the desired motion of each 
vehicle. The main advantages of the virtual structure 
approach are that it is easy to prescribe the 
coordinated behavior for the group, and that the 
formation can be maintained well during maneuvers, 
i.e., the virtual structure evolves as a whole in a 
given direction with given orientation. However, if the 
formation has to maintain the same virtual structure 
all the times, the possible applications are limited, 
especially when the formation shape needs to be 
frequently reconfigured. 
 One of pioneering work was proposed by Lewis 
and Tan [19]. Their algorithm iteratively fits the 
virtual structure to the robots positions, displaces 
the virtual structure in some desired direction and 
updates the robots positions. Their method includes 
formation feedback, but they cannot guarantee that 
a formation converges to a final configuration. 
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 With the leaderfollowing strategy, some robots 
are considered as leaders, while others act as 
followers. The primary advantage of using such a 
strategy is this approach reduces to a tracking 
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problem where stability of the tracking error is shown 
through standard controltheoretic techniques: The 
leader pursues some group objectives, while the 
following robots track transformed coordinates of the 
leader with some prescribed offsets. The internal 
formation stability is induced by the individual robots 
control laws (the inputtostate stability of the leader
following formation was studied by Tanner in [20]). 
However, the disadvantages are that the chain 
structure leads to a poor disturbance rejection 
property and the leaders motion is independent of 
the followers, i.e., there exists no explicit feedback 
from the followers to the leader. In addition, the 
formation does not tolerate leader faults. 
 One of the most popular control techniques for 
the leaderfollowing strategy was presented by Das 
 . [10] using a feedback linearization control 
method. They proposed two controllers: Separation
bearing control and separationseparation control. In 
separationbearing control (see Figure 3), robot  
follows robot  at a desired separation d

ijl  and 
desired relative bearing d

ijψ , while in separation
separation control (see Figure 4), robot follows two 
leaders, robot  and robot , at desired separations 

d
ikl  and d

jkl , respectively. Other control techniques 
found in the literature include dynamic feedback 
linearization [21], backstepping [22], model predictive 
control [2324], firstorder sliding mode control [25], 
and secondorder sliding mode control [12]. 
 In this approach, the linear velocity and angular 
velocity of the leader robot and relative orientation 
are required by the formation tracking controller of 
the follower robot. In the absence of communication, 
this becomes quite challenging from a sensing 
viewpoint, because the motion of multiple moving 
objects needs to be estimated simultaneously. To 
solve these problems, most of the leaderfollower 
approaches rely on nonlinear observers and image 
information, e.g., on an extended Kalman filter [10], 

[26], an unscented Kalman filter [21], or a high gain 
observer [27]. To use image information, either 
positionbased visual servoing [10], [21], [2627] or 
imagebased visual servoing [28] is integrated within 
a motion control loop. Likewise, to eliminate the 
need for measurement or estimation of the absolute 
velocity of the leader, Defoort  . [12] used a 
secondorder sliding mode formation controller which 
is only based on the relative motion states. Dierks 
and Jagannathan [29] developed a neural network 
tracking controller that considers the dynamics of the 
leader and the followers using backstepping with the 
Robust Integral of Sign of the Error (RISE) feedback. 
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Figure 3. Notation for separationbearing control (note that ijl  
is the actual separation and ijψ is the actual relative 
bearing.) 
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Figure 4. Notation for separationseparation control (note that 

ijl , ikl and jkl are the actual separation and ijψ is the 
actual relative bearing.) 

 
 There also exist some algorithms employing a 
variant of the leaderfollower strategy. For instance, 
Consolini   [30] proposed a method that the 
follower position is not rigidly fixed with respect to 
the leader but varies in proper circle arcs centered in 
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the leader reference frame. Gamage   [31] 
developed highlevel supervisory control of discrete 
event systems to take care of the coordination of low 
level continuous feedbacklinearized controllers 
including formation keeping, obstacle avoidance, wall 
following, and goal navigation. Bai  [32] studied 
a problem where the reference velocity is available 
to only one robot while the others estimate this 
information with a passivitybased adaptive design. 
 
 One way to solve the formation control problem 
is to formulate it as an optimization problem. 
Receding Horizon Control (RHC), also recognized as 
Model Predictive Control (MPC) is a wellknown 
control strategy in which the current control action is 
computed by solving a finite horizon optimal control 
problem online. In general, the centralized 
implementation is not practical due to high 
computation requirements. Thus, the research 
directs at decomposing the centralized system into 
smaller subsystems, which are independently 
controlled in the RHC framework. Some approaches 
based on this strategy were proposed by Dunbar 
and Murray [33], and Kanjanawanishkul and Zell 
[34], and references therein. 
 Besides the optimization based approach, a 
considerable amount of attention has focused on the 
problem of coordinated motion based on graph
theory consensus protocols over the past few years. 
We intentionally do not collect all published 
contributions using this approach because of a large 
number of publications. A nonexhaustive list of 
relevant research includes formation stability, e.g., 
[35] and decentralized formation tracking, e.g., [8], 
[3638]. Furthermore, Chung and Slotine [39] used 
nonlinear contraction theory to study 
synchronization, which is related to the consensus 
problem. 




 In this section, the following four major 
subproblems based on using a problemoriented 
criterion are described in details. 


 Although many studies assume that the desired 
formation shapes are given and that these shapes 
can be arbitrary, this is not always the case. 
Therefore, this subsection focuses on how to form 
and to maintain a formation. 
 Formationcontrol specifications can be 
encoded in a formation constraint function for 
example, Egerstedt and Hu [9] defined a 
mathematical constraint function for a virtual 
structure. Another approach is to consider some 
artificial potential functions that usually play the role 
of Lyapunov function candidates to shape the 
dynamics of the formation. Leonard and Fiorelli [6] 
considered two types of potential functions: an 
interaction function between neighboring vehicles 
and a potential generated by virtual leaders. 
However, the drawback in [6] is that as the number 
of vehicles increases, many local minima appear. 
DeGennaro and Jadbabaie [40] used a decentralized 
navigation function to drive each robot of a group 
towards a final configuration which is expressed in 
terms of distances between the connected robots. 
Zhang [41] modeled formation dynamics as 
controlled Lagrangian systems on Jacobi shape 
space. The formation shape is invariant under 
translation and rotation, and is also independent of 
the coordinate system. 
 OlfatiSaber and Murray [42] provided a unified 
graphtheoretic framework that formally defines 
formations of multiple vehicles and their stabilization 
issues. They clarified the important role of graph 
rigidity and minimally rigid graphs in construction of 
structural potential functions and manipulation of 
multiple formations. For more information on rigidity 
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problem where stability of the tracking error is shown 
through standard controltheoretic techniques: The 
leader pursues some group objectives, while the 
following robots track transformed coordinates of the 
leader with some prescribed offsets. The internal 
formation stability is induced by the individual robots 
control laws (the inputtostate stability of the leader
following formation was studied by Tanner in [20]). 
However, the disadvantages are that the chain 
structure leads to a poor disturbance rejection 
property and the leaders motion is independent of 
the followers, i.e., there exists no explicit feedback 
from the followers to the leader. In addition, the 
formation does not tolerate leader faults. 
 One of the most popular control techniques for 
the leaderfollowing strategy was presented by Das 
 . [10] using a feedback linearization control 
method. They proposed two controllers: Separation
bearing control and separationseparation control. In 
separationbearing control (see Figure 3), robot  
follows robot  at a desired separation d

ijl  and 
desired relative bearing d

ijψ , while in separation
separation control (see Figure 4), robot follows two 
leaders, robot  and robot , at desired separations 

d
ikl  and d

jkl , respectively. Other control techniques 
found in the literature include dynamic feedback 
linearization [21], backstepping [22], model predictive 
control [2324], firstorder sliding mode control [25], 
and secondorder sliding mode control [12]. 
 In this approach, the linear velocity and angular 
velocity of the leader robot and relative orientation 
are required by the formation tracking controller of 
the follower robot. In the absence of communication, 
this becomes quite challenging from a sensing 
viewpoint, because the motion of multiple moving 
objects needs to be estimated simultaneously. To 
solve these problems, most of the leaderfollower 
approaches rely on nonlinear observers and image 
information, e.g., on an extended Kalman filter [10], 

[26], an unscented Kalman filter [21], or a high gain 
observer [27]. To use image information, either 
positionbased visual servoing [10], [21], [2627] or 
imagebased visual servoing [28] is integrated within 
a motion control loop. Likewise, to eliminate the 
need for measurement or estimation of the absolute 
velocity of the leader, Defoort  . [12] used a 
secondorder sliding mode formation controller which 
is only based on the relative motion states. Dierks 
and Jagannathan [29] developed a neural network 
tracking controller that considers the dynamics of the 
leader and the followers using backstepping with the 
Robust Integral of Sign of the Error (RISE) feedback. 
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the leader reference frame. Gamage   [31] 
developed highlevel supervisory control of discrete 
event systems to take care of the coordination of low 
level continuous feedbacklinearized controllers 
including formation keeping, obstacle avoidance, wall 
following, and goal navigation. Bai  [32] studied 
a problem where the reference velocity is available 
to only one robot while the others estimate this 
information with a passivitybased adaptive design. 
 
 One way to solve the formation control problem 
is to formulate it as an optimization problem. 
Receding Horizon Control (RHC), also recognized as 
Model Predictive Control (MPC) is a wellknown 
control strategy in which the current control action is 
computed by solving a finite horizon optimal control 
problem online. In general, the centralized 
implementation is not practical due to high 
computation requirements. Thus, the research 
directs at decomposing the centralized system into 
smaller subsystems, which are independently 
controlled in the RHC framework. Some approaches 
based on this strategy were proposed by Dunbar 
and Murray [33], and Kanjanawanishkul and Zell 
[34], and references therein. 
 Besides the optimization based approach, a 
considerable amount of attention has focused on the 
problem of coordinated motion based on graph
theory consensus protocols over the past few years. 
We intentionally do not collect all published 
contributions using this approach because of a large 
number of publications. A nonexhaustive list of 
relevant research includes formation stability, e.g., 
[35] and decentralized formation tracking, e.g., [8], 
[3638]. Furthermore, Chung and Slotine [39] used 
nonlinear contraction theory to study 
synchronization, which is related to the consensus 
problem. 




 In this section, the following four major 
subproblems based on using a problemoriented 
criterion are described in details. 


 Although many studies assume that the desired 
formation shapes are given and that these shapes 
can be arbitrary, this is not always the case. 
Therefore, this subsection focuses on how to form 
and to maintain a formation. 
 Formationcontrol specifications can be 
encoded in a formation constraint function for 
example, Egerstedt and Hu [9] defined a 
mathematical constraint function for a virtual 
structure. Another approach is to consider some 
artificial potential functions that usually play the role 
of Lyapunov function candidates to shape the 
dynamics of the formation. Leonard and Fiorelli [6] 
considered two types of potential functions: an 
interaction function between neighboring vehicles 
and a potential generated by virtual leaders. 
However, the drawback in [6] is that as the number 
of vehicles increases, many local minima appear. 
DeGennaro and Jadbabaie [40] used a decentralized 
navigation function to drive each robot of a group 
towards a final configuration which is expressed in 
terms of distances between the connected robots. 
Zhang [41] modeled formation dynamics as 
controlled Lagrangian systems on Jacobi shape 
space. The formation shape is invariant under 
translation and rotation, and is also independent of 
the coordinate system. 
 OlfatiSaber and Murray [42] provided a unified 
graphtheoretic framework that formally defines 
formations of multiple vehicles and their stabilization 
issues. They clarified the important role of graph 
rigidity and minimally rigid graphs in construction of 
structural potential functions and manipulation of 
multiple formations. For more information on rigidity 
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and persistence of the graphtheoretic framework, 
we refer the reader to [43]. 
 Some strategies have appeared to control the 
exact shape of the formation swarm, in which a 
large number of robots is spread, but not to specify 
their exact positions, see Figure 5 for an example. 
Belta and Kumar [44] proposed a control method for 
a large group of robots to move along a specified 
path. They expressed the configuration space  of a 
robot swarm as  =   , where  is the shape 
space of the swarm and  is the Lie group 
representing the space of positions and orientations 
for a given shape of the swarm. Using this formal 
abstraction enables controllers for the group motion 
to be decoupled from formation configuration (shape 
variables). Recently, Michael and Kumar [45] 
extended this concept to control the position and 
orientation of a formation and to adapt the shape of 
a formation to the environment. Hou and Cheah [46] 
proposed a region based shape control method, 
using both multiplicative and additive potential 
energy functions, to form a certain shape. Freeman 
  [47] developed a distributed estimation 
algorithm that allows robots in a communication 
network to maintain estimates of summary statistics 
describing the shape of the swarm formation, i.e., 
the first and secondorder inertial moments. 
 

 
Figure 5. A team of robots converge and stay inside a 
desired ellipse, represented by dashed lines. Small circles 
denote robots. 
 
 Boundary coverage for a robotic swarm has 
also been studied over a decade; see Figure 6 for 
an example. Recently, Hsieh  [48] proposed a 
gradientbased decentralized controller that allows a 
large team of robots to converge to some desired 
twodimensional boundary curve while maintaining 

interrobot constraints via local interactions. More 
details concerning this problem can be found in [48] 
and references therein. 
 Another research direction in pattern generation 
is that how a set of   mobile robots can 
achieve a given spatial pattern in a decentralized 
fashion. Different settings arise from different 
assumptions that are made on the robots 
capabilities and on the amount of information that 
they share and use during the accomplishment of 
the assigned task. The reader is referred to [49] and 
related references for details on this research area. 
 

 
Figure 6. A team of robots converge and travel along a 
desired starshaped boundary, represented by dashed lines. 
Small circles denote robots. 
 


 It is sometimes necessary to change/split/join 
the formation due to either a change in coordinated 
task specifications or a change in environmental 
conditions, e.g., the presence of uncertainty, 
adversarial vehicles, and narrow corridors (see 
Figure 7 for an example).  
 

 
Figure 7. Robots arrange themselves in a twocolumn 
formation while moving through a narrow corridor. Small 
circles denote robots. 
 
 Switching between different rigid formations 
was studied by Das  [10], where the switching 
between simple decentralized controllers on follower 
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robots allows formation switching while follower 
robots are following a leader. Desai [50] proposed a 
graphtheoretic approach for coordinating transitions 
between two formations. Fierro   [51] split the 
problem using a hybrid approach. They designed the 
continuousstate control algorithms based on input
output feedback linearization, while discretestate 
formation control is used to achieve a desired 
formation by sequential composition of basic 
maneuvers. However, the problem with the control 
strategies in [10], [5051] is that the control problems 
get more complicated as the number of robots in the 
formation increases. 
 The behaviorbased formation switching 
proposed by Michaud   [18] involves the 
assignation of a new leader, which is influenced by 
the situation experienced by the robot, while in a 
method proposed by Fredslund and Mataric [52], 
special cases must be programmed to keep robots 
organized according to their ID numbers and 
switching must preserve the ordering of the robots 
based on their ID. 
 McClintock and Fierro [53] investigated when 
formation changes should occur. The robots change 
between formations by choosing the one which can 
operate in the current environment with minimum 
formation error. 
 The problem of selecting a particular formation 
shape possibly depending on a dynamical context 
(e.g., environment modifications and dynamical 
tasks) has not been deeply investigated in the 
literature. Haque and Egerstedt [54] modeled the 
bottlenose dolphins behavior: Agents in hunting 
phase have to choose their formation between small 
or large circles using a hybrid control strategy and 
decentralized networked control in order to capture a 
prey. Recently, Di Rocco   [55] proposed an 
approach to select an optimal formation shape using 
an online selection of the optimal shape of the 

formation that maximizes some performance indices 
related to the task and to the environment. 


 Formation tracking is the largest portion of 
formation control research. The goal of formation 
tracking is that a group of robots has to maintain a 
desired formation, while tracking or following a 
reference. This task may also include path planning, 
trajectory generation and motion feasibility [56] for 
robot formation. 
 Formation tracking in the literature can be 
classified into two groups, i.e., trajectory tracking and 
path following. In particular, Aguiar   [57] 
highlighted a fundamental difference between the 
path following and the standard trajectory tracking by 
demonstrating that performance limitations due to 
unstable zerodynamics can be removed in the path 
following problem. Typically, in path following, 
smoother convergence to the path is achieved and 
control signals are less likely pushed into saturation 
when compared to trajectory tracking. 


 Typically, tracking problems for mobile robots 
are solved by designing control laws that make the 
robots track predetermined feasible trajectories, i.e., 
trajectories that specify the time evolution of the 
position, orientation (spatial dimension), as well as 
the linear and angular velocities (temporal 
dimension) [57]. The most common strategy for 
trajectory tracking is leaderfollowing (e.g., [10], [21], 
[24], [51]). Other strategies include optimization
based approaches (e.g., [33]) and graphtheory 
based approaches (e.g., [8], [3638]). 


 Path following problems [57] are primarily 
concerned with the design of control laws that steer 
a robot to reach and to follow a geometric path, i.e., 
a manifold parameterized by a continuous scalar , 
while a secondary goal is to force the robot moving 
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and persistence of the graphtheoretic framework, 
we refer the reader to [43]. 
 Some strategies have appeared to control the 
exact shape of the formation swarm, in which a 
large number of robots is spread, but not to specify 
their exact positions, see Figure 5 for an example. 
Belta and Kumar [44] proposed a control method for 
a large group of robots to move along a specified 
path. They expressed the configuration space  of a 
robot swarm as  =   , where  is the shape 
space of the swarm and  is the Lie group 
representing the space of positions and orientations 
for a given shape of the swarm. Using this formal 
abstraction enables controllers for the group motion 
to be decoupled from formation configuration (shape 
variables). Recently, Michael and Kumar [45] 
extended this concept to control the position and 
orientation of a formation and to adapt the shape of 
a formation to the environment. Hou and Cheah [46] 
proposed a region based shape control method, 
using both multiplicative and additive potential 
energy functions, to form a certain shape. Freeman 
  [47] developed a distributed estimation 
algorithm that allows robots in a communication 
network to maintain estimates of summary statistics 
describing the shape of the swarm formation, i.e., 
the first and secondorder inertial moments. 
 

 
Figure 5. A team of robots converge and stay inside a 
desired ellipse, represented by dashed lines. Small circles 
denote robots. 
 
 Boundary coverage for a robotic swarm has 
also been studied over a decade; see Figure 6 for 
an example. Recently, Hsieh  [48] proposed a 
gradientbased decentralized controller that allows a 
large team of robots to converge to some desired 
twodimensional boundary curve while maintaining 

interrobot constraints via local interactions. More 
details concerning this problem can be found in [48] 
and references therein. 
 Another research direction in pattern generation 
is that how a set of   mobile robots can 
achieve a given spatial pattern in a decentralized 
fashion. Different settings arise from different 
assumptions that are made on the robots 
capabilities and on the amount of information that 
they share and use during the accomplishment of 
the assigned task. The reader is referred to [49] and 
related references for details on this research area. 
 

 
Figure 6. A team of robots converge and travel along a 
desired starshaped boundary, represented by dashed lines. 
Small circles denote robots. 
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 It is sometimes necessary to change/split/join 
the formation due to either a change in coordinated 
task specifications or a change in environmental 
conditions, e.g., the presence of uncertainty, 
adversarial vehicles, and narrow corridors (see 
Figure 7 for an example).  
 

 
Figure 7. Robots arrange themselves in a twocolumn 
formation while moving through a narrow corridor. Small 
circles denote robots. 
 
 Switching between different rigid formations 
was studied by Das  [10], where the switching 
between simple decentralized controllers on follower 
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robots allows formation switching while follower 
robots are following a leader. Desai [50] proposed a 
graphtheoretic approach for coordinating transitions 
between two formations. Fierro   [51] split the 
problem using a hybrid approach. They designed the 
continuousstate control algorithms based on input
output feedback linearization, while discretestate 
formation control is used to achieve a desired 
formation by sequential composition of basic 
maneuvers. However, the problem with the control 
strategies in [10], [5051] is that the control problems 
get more complicated as the number of robots in the 
formation increases. 
 The behaviorbased formation switching 
proposed by Michaud   [18] involves the 
assignation of a new leader, which is influenced by 
the situation experienced by the robot, while in a 
method proposed by Fredslund and Mataric [52], 
special cases must be programmed to keep robots 
organized according to their ID numbers and 
switching must preserve the ordering of the robots 
based on their ID. 
 McClintock and Fierro [53] investigated when 
formation changes should occur. The robots change 
between formations by choosing the one which can 
operate in the current environment with minimum 
formation error. 
 The problem of selecting a particular formation 
shape possibly depending on a dynamical context 
(e.g., environment modifications and dynamical 
tasks) has not been deeply investigated in the 
literature. Haque and Egerstedt [54] modeled the 
bottlenose dolphins behavior: Agents in hunting 
phase have to choose their formation between small 
or large circles using a hybrid control strategy and 
decentralized networked control in order to capture a 
prey. Recently, Di Rocco   [55] proposed an 
approach to select an optimal formation shape using 
an online selection of the optimal shape of the 

formation that maximizes some performance indices 
related to the task and to the environment. 


 Formation tracking is the largest portion of 
formation control research. The goal of formation 
tracking is that a group of robots has to maintain a 
desired formation, while tracking or following a 
reference. This task may also include path planning, 
trajectory generation and motion feasibility [56] for 
robot formation. 
 Formation tracking in the literature can be 
classified into two groups, i.e., trajectory tracking and 
path following. In particular, Aguiar   [57] 
highlighted a fundamental difference between the 
path following and the standard trajectory tracking by 
demonstrating that performance limitations due to 
unstable zerodynamics can be removed in the path 
following problem. Typically, in path following, 
smoother convergence to the path is achieved and 
control signals are less likely pushed into saturation 
when compared to trajectory tracking. 


 Typically, tracking problems for mobile robots 
are solved by designing control laws that make the 
robots track predetermined feasible trajectories, i.e., 
trajectories that specify the time evolution of the 
position, orientation (spatial dimension), as well as 
the linear and angular velocities (temporal 
dimension) [57]. The most common strategy for 
trajectory tracking is leaderfollowing (e.g., [10], [21], 
[24], [51]). Other strategies include optimization
based approaches (e.g., [33]) and graphtheory 
based approaches (e.g., [8], [3638]). 


 Path following problems [57] are primarily 
concerned with the design of control laws that steer 
a robot to reach and to follow a geometric path, i.e., 
a manifold parameterized by a continuous scalar , 
while a secondary goal is to force the robot moving 
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along the path to satisfy some additional dynamic 
specifications, e.g., time, speed, or acceleration 
assignments. This setting is more general than the 
common trajectory tracking problem, in which the 
paths parameter  is left as an extra degree of 
freedom for the secondary goal. 
 In the literature, there are two general 
techniques, i.e., the coordinated path following 
approach and the virtualstructure approach. In the 
former approach, each team member requires an 
individual parameterized reference path so that when 
all paths parameters are synchronized, each 
member will be in formation; see Figure 8 for an 
example. In the latter approach, the path for a virtual 
leader is computed as a reference point for the real 
robots to follow. 
 

 
Figure 8. Four robots move along the path in such a way as 
to maintain a desired formation pattern compatible with those 
paths. 
 
 The main advantage of using the formation 
control of path following is that the entire formation 
will slow down if the robots get out of formation and 
it moves towards its goal if the robots are 
maintaining formation. However, practical constraints 
arise from the characteristics of the supporting inter
robot communication network. They have to 
exchange the paths parameter to each other via 
communication. Thus, the quality of communication 
channels becomes a crucial part.  
 Ghabcheloo   [7] presented a solution to 
the problem of steering a group of wheeled mobile 
robots along given spatial paths, while holding a 

desired intervehicle formation pattern with 
bidirectional communication constraints. Ihle   
[58] showed a passivity property for the path 
following control and then combined this with a 
passivitybased synchronization algorithm. Recently, 
Xiang   [59] addressed the problem of 
simultaneous path following control, obstacle 
avoidance and collision free for coordinated multiple 
nonholonomic autonomous vehicles under formation 
constraints. 
 In case of the virtual structure technique, 
Egerstedt and Hu [9] proposed formation constraint 
functions to decouple the coordination and following 
problems, while maintaining the stability of the 
formation. The path for a virtual leader, including 
formation feedback is computed as a reference point 
for the real robots to follow. Similarly, Young . 
[60] included a specific form of formation feedback in 
the coordination variable evolution. Ghomman . 
[61] used the derivative of the path parameter as an 
additional control input to synchronize the formation 
motion. However, they assumed that each robot has 
to broadcast its state and reference to the rest of the 
team and it has to receive states and references 
from the other robots of the team. 


 In general, an explicit assignment of the robots 
in a formation might be desired, however, for 
indistinguishable robots, this is not always easy. 
Figure 9 shows an example that a team of robots 
starting from an initial configuration can reach a 
desired formation configuration, i.e., the letter R 
without any explicit assignment. This problem can be 
seen as combinatorial optimization, where  persons 
are optimally dividing among  objects. It is also 
referred to as the  , or the 
minimum weight perfect matching problem in 
bipartite graphs. In 1955, Kuhn [62] developed the 
Hungarian method  the first polynomial solution for 
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the assignment problem. Another approach is the 
. This problem might also be related 
to the MultiRobot Task Allocation (MRTA) 
architecture [63], in which the question is 
encountered: Which robot should execute which 
task? 
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Figure 9. Role assignment in formation: (a) the initial 
configuration and (b) the robot trajectories (dash lines) and 
the final configuration. 
 
 In a centralized fashion, a reasonable strategy 
would be to minimize the sum of the distances 
traveled by each robot to arrive at its target. 
However, with distributed decisionmaking and 
limited communication, the problem of deploying 
robots to form arbitrary target configurations is still 
open. 
 In [64], each robot exchanges a visibility table 
and then assigns itself as being the conductor of the 
desired formation. It searches the tree to find the 
best assignment of positions for other robots in the 
group. The best result obtained by each robot is 
broadcasted to the others, and the one with the 
minimum cost is selected as the conductor of the 
formation, with positions assigned accordingly to the 
other robots. Smith and Bullo [65] proposed an 
assignmentbased algorithm using greedy rules and 
circular ordering of the targets. Lee  [66] used a 
coupled combinatorial and continuous optimization 
framework, in which the inner loop consists of 
computing the costs associated with a particular 
assignment by using a discrete optimal control 
method. In the outer optimization loop, combinatorial 
techniques are used to determine the optimal 

assignments based on the costs computed in the 
inner loop. 
 Ji   [67] showed how the simultaneous 
rotation, translation, and assignment optimization 
problem can be casted as a parameterized 
assignment problem. Derenick and Spletzer [68] 
employed a formal definition from shape analysis for 
formation representation and used secondorder 
cone programming techniques to find an optimal 
solution by minimizing either the total distance or the 
minimax distance the robots must travel. A 
distributed auctionbased approach for a rotational 
and translational invariant configuration was 
proposed by Zavlanos and Pappas [69]. Michael 

 [70] extended this solution to the dynamic task 
allocation problem where the assignment of robots 
to tasks may need to be continuously adjusted 
depending on changes in the task environment or 
group performance. 
 


 The topics listed here are not intended to be 
exhaustive, but rather to be indicative of the classes 
of problems which we are interested in. 


 The application of multirobot systems to real
world scenarios requires the consideration of many 
challenging details that increase the complexity of 
the implementation. The ability to interact with a 
dynamic, changing environment is of key 
importance. Robots must be able to handle various 
realworld events that can disrupt the formation, thus 
requiring obstacle avoidance, formation repair, and 
changes in the formation. Higher levels of decision 
making become vital since many autonomous 
systems must make decisions for which an 
underlying set of system variables may not provide. 
Techniques from artificial intelligence that allow 
identification of strategies and tactics may be 
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along the path to satisfy some additional dynamic 
specifications, e.g., time, speed, or acceleration 
assignments. This setting is more general than the 
common trajectory tracking problem, in which the 
paths parameter  is left as an extra degree of 
freedom for the secondary goal. 
 In the literature, there are two general 
techniques, i.e., the coordinated path following 
approach and the virtualstructure approach. In the 
former approach, each team member requires an 
individual parameterized reference path so that when 
all paths parameters are synchronized, each 
member will be in formation; see Figure 8 for an 
example. In the latter approach, the path for a virtual 
leader is computed as a reference point for the real 
robots to follow. 
 

 
Figure 8. Four robots move along the path in such a way as 
to maintain a desired formation pattern compatible with those 
paths. 
 
 The main advantage of using the formation 
control of path following is that the entire formation 
will slow down if the robots get out of formation and 
it moves towards its goal if the robots are 
maintaining formation. However, practical constraints 
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 Ghabcheloo   [7] presented a solution to 
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robots along given spatial paths, while holding a 
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bidirectional communication constraints. Ihle   
[58] showed a passivity property for the path 
following control and then combined this with a 
passivitybased synchronization algorithm. Recently, 
Xiang   [59] addressed the problem of 
simultaneous path following control, obstacle 
avoidance and collision free for coordinated multiple 
nonholonomic autonomous vehicles under formation 
constraints. 
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Egerstedt and Hu [9] proposed formation constraint 
functions to decouple the coordination and following 
problems, while maintaining the stability of the 
formation. The path for a virtual leader, including 
formation feedback is computed as a reference point 
for the real robots to follow. Similarly, Young . 
[60] included a specific form of formation feedback in 
the coordination variable evolution. Ghomman . 
[61] used the derivative of the path parameter as an 
additional control input to synchronize the formation 
motion. However, they assumed that each robot has 
to broadcast its state and reference to the rest of the 
team and it has to receive states and references 
from the other robots of the team. 
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 In general, an explicit assignment of the robots 
in a formation might be desired, however, for 
indistinguishable robots, this is not always easy. 
Figure 9 shows an example that a team of robots 
starting from an initial configuration can reach a 
desired formation configuration, i.e., the letter R 
without any explicit assignment. This problem can be 
seen as combinatorial optimization, where  persons 
are optimally dividing among  objects. It is also 
referred to as the  , or the 
minimum weight perfect matching problem in 
bipartite graphs. In 1955, Kuhn [62] developed the 
Hungarian method  the first polynomial solution for 
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the assignment problem. Another approach is the 
. This problem might also be related 
to the MultiRobot Task Allocation (MRTA) 
architecture [63], in which the question is 
encountered: Which robot should execute which 
task? 
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Figure 9. Role assignment in formation: (a) the initial 
configuration and (b) the robot trajectories (dash lines) and 
the final configuration. 
 
 In a centralized fashion, a reasonable strategy 
would be to minimize the sum of the distances 
traveled by each robot to arrive at its target. 
However, with distributed decisionmaking and 
limited communication, the problem of deploying 
robots to form arbitrary target configurations is still 
open. 
 In [64], each robot exchanges a visibility table 
and then assigns itself as being the conductor of the 
desired formation. It searches the tree to find the 
best assignment of positions for other robots in the 
group. The best result obtained by each robot is 
broadcasted to the others, and the one with the 
minimum cost is selected as the conductor of the 
formation, with positions assigned accordingly to the 
other robots. Smith and Bullo [65] proposed an 
assignmentbased algorithm using greedy rules and 
circular ordering of the targets. Lee  [66] used a 
coupled combinatorial and continuous optimization 
framework, in which the inner loop consists of 
computing the costs associated with a particular 
assignment by using a discrete optimal control 
method. In the outer optimization loop, combinatorial 
techniques are used to determine the optimal 

assignments based on the costs computed in the 
inner loop. 
 Ji   [67] showed how the simultaneous 
rotation, translation, and assignment optimization 
problem can be casted as a parameterized 
assignment problem. Derenick and Spletzer [68] 
employed a formal definition from shape analysis for 
formation representation and used secondorder 
cone programming techniques to find an optimal 
solution by minimizing either the total distance or the 
minimax distance the robots must travel. A 
distributed auctionbased approach for a rotational 
and translational invariant configuration was 
proposed by Zavlanos and Pappas [69]. Michael 

 [70] extended this solution to the dynamic task 
allocation problem where the assignment of robots 
to tasks may need to be continuously adjusted 
depending on changes in the task environment or 
group performance. 
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 The topics listed here are not intended to be 
exhaustive, but rather to be indicative of the classes 
of problems which we are interested in. 
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 The application of multirobot systems to real
world scenarios requires the consideration of many 
challenging details that increase the complexity of 
the implementation. The ability to interact with a 
dynamic, changing environment is of key 
importance. Robots must be able to handle various 
realworld events that can disrupt the formation, thus 
requiring obstacle avoidance, formation repair, and 
changes in the formation. Higher levels of decision 
making become vital since many autonomous 
systems must make decisions for which an 
underlying set of system variables may not provide. 
Techniques from artificial intelligence that allow 
identification of strategies and tactics may be 
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needed [2]. Furthermore, robots themselves must 
satisfy dynamic constraints, such as velocity and 
acceleration bounds. 
 Recent experimental results [7172] provide 
verification of formation control and show its 
usefulness in realworld applications. The aerial 
platform can control a team of ground robots without 
any knowledge of the specifics of individual vehicles 
[71] and the team of robots forms patterns that trap 
the object to be manipulated and drags the object to 
the goal configuration [72]. 


 Since formation control problems may consist 
of several subtasks, the traditional control theory 
may fail due to its fixed single mode of operation. 
Therefore, the need of a higher level coordination 
protocol to handle the switching of the single modes 
of controltheoretic operations should be highlighted. 
Research in hybrid systems, in which continuous 
controllers and discrete protocols are integrated, are 
a step in the right direction but these techniques 
often ignore issues associated with distributed 
computing and communication channels which are 
very vital in formation control. We also need to 
address a number of problems, e.g., stability and 
reachability analysis, hybrid control design 
algorithms, and state estimation [73]. 




 Information flow via network communication 
has been the center of much attention lately since 
technological advances in computation and 
communication over the past few years have 
provided efficient and inexpensive ways to share 
and compute information. Researchers are currently 
uncovering rich connections between information 
flow and motion coordination/formation control (see 
[35], [7475] and a myriad of references for details 
on consensus algorithms). Controltheoretic 

consensus algorithms have proven to be effective 
tools for performing networkwide distributed 
computation tasks. 
 Formation control together with the framework 
of networked systems enables us to realize a variety 
of useful tasks including distributed robotic 
surveillance, exploration, and mobile sensor 
networks. Compared to conventional systems, one of 
unique technical challenges is how to analyze the 
effects of information flow topologies among the 
robots, i.e., to determine how the local action of 
each individual robot propagates throughout the 
group. However, at the same time, only certain 
information topologies would be feasible other than 
the fullyconnected one, especially when the number 
of robots is large. Another important challenge is 
time delays in the interrobot information flows. 
Analyzing the effects of the information delays on 
the group behaviors is very important because they 
can lead to unstable group behaviors. 
 


 Although formation control has been particularly 
well studied and is quite mature, as seen in our 
survey, much work remains to be done to develop 
strategies capable of yielding robust performance of 
autonomous mobile robots in the presence of real
world complications, complex robot dynamics, and 
severe communication constraints. Nevertheless, we 
hope that we will witness significant progress in real
world applications of formation control in the near 
future. 
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needed [2]. Furthermore, robots themselves must 
satisfy dynamic constraints, such as velocity and 
acceleration bounds. 
 Recent experimental results [7172] provide 
verification of formation control and show its 
usefulness in realworld applications. The aerial 
platform can control a team of ground robots without 
any knowledge of the specifics of individual vehicles 
[71] and the team of robots forms patterns that trap 
the object to be manipulated and drags the object to 
the goal configuration [72]. 


 Since formation control problems may consist 
of several subtasks, the traditional control theory 
may fail due to its fixed single mode of operation. 
Therefore, the need of a higher level coordination 
protocol to handle the switching of the single modes 
of controltheoretic operations should be highlighted. 
Research in hybrid systems, in which continuous 
controllers and discrete protocols are integrated, are 
a step in the right direction but these techniques 
often ignore issues associated with distributed 
computing and communication channels which are 
very vital in formation control. We also need to 
address a number of problems, e.g., stability and 
reachability analysis, hybrid control design 
algorithms, and state estimation [73]. 




 Information flow via network communication 
has been the center of much attention lately since 
technological advances in computation and 
communication over the past few years have 
provided efficient and inexpensive ways to share 
and compute information. Researchers are currently 
uncovering rich connections between information 
flow and motion coordination/formation control (see 
[35], [7475] and a myriad of references for details 
on consensus algorithms). Controltheoretic 

consensus algorithms have proven to be effective 
tools for performing networkwide distributed 
computation tasks. 
 Formation control together with the framework 
of networked systems enables us to realize a variety 
of useful tasks including distributed robotic 
surveillance, exploration, and mobile sensor 
networks. Compared to conventional systems, one of 
unique technical challenges is how to analyze the 
effects of information flow topologies among the 
robots, i.e., to determine how the local action of 
each individual robot propagates throughout the 
group. However, at the same time, only certain 
information topologies would be feasible other than 
the fullyconnected one, especially when the number 
of robots is large. Another important challenge is 
time delays in the interrobot information flows. 
Analyzing the effects of the information delays on 
the group behaviors is very important because they 
can lead to unstable group behaviors. 
 


 Although formation control has been particularly 
well studied and is quite mature, as seen in our 
survey, much work remains to be done to develop 
strategies capable of yielding robust performance of 
autonomous mobile robots in the presence of real
world complications, complex robot dynamics, and 
severe communication constraints. Nevertheless, we 
hope that we will witness significant progress in real
world applications of formation control in the near 
future. 
 


[1] Cao, Y.U., Fukunaga, A.S., and Kahng, A.B. 
1997. Cooperative mobile robotics: antecedents 
and directions. Autonomous Robots, 4: 727. 

[2] Murray, R.M. 2007. Recent research in  
    cooperativecontrol of multivehicle systems. 





Journal of Dynamics, Systems, Measurement 
and Control, 129: 571583. 

[3] Arai, T., Pagello, E. and Parker, L.E. 2002. Guest 
editorial: advances in multirobot systems. IEEE 
Trans. On Robotics and Automation, 18: 655
661. 

[4] Chen Y.Q. and Wang, Z.M. 2005. Formation  
    control: a review and a new consideration. Proc. 
    of the Int. Conf. on Intelligent Robots and  
    Systems, Edmonton, Canada, Aug. 26, 2005: 

31813186. 
[5] Dudek, G., Jenkin, M.R.M. and Wilkes, D. 1996. 

A taxonomy for multiagent robotics. Autonomous 
Robots, 3: 375397. 

[6] Leonard, N.E. and Fiorelli, E. 2001. Virtual  
     leaders, artificial potentials and coordinated 

control of groups. Proc. of the IEEE Conf. on 
Decision and Control, Orlando, FL, Dec. 47, 
2001: 29682973. 

[7] Ghabcheloo, R., Pascoal, A., Silvestre, C. and    
     Kaminer, I. 2007. Nonlinear coordinated path 

following control of multiple wheeled robots with 
bidirectional communication constraints. Int. 
Journal of Adaptive Control and Signal 
Processing, 20: 133157. 

[8] Dong, W. and Farrell, J.A. 2008. Consensus of 
multiple nonholonomic systems. Proc. of the 
IEEE Conf. on Decision and Control, Cancun, 
Mexico, Dec. 911, 2008: 22702275. 

[9] Egerstedt, M. and Hu, X. 2001. Formation 
    constrained multiagent control. IEEE Trans. on 

Robotics and Automation, 17: 947951. 
[10] Das, A.K., Fierro, R., Kumar, V., Ostrowski,  
     J.P., Spletzer, J. and Taylor, C.J. 2002. A 
     visionbased formation control framework. IEEE   
     Trans. on Robotics and Automation, 18: 813 
     825. 
[11] Lawton, J.R., Beard, R. and Young, B. 2003. A 
      decentralized approach to formation maneuvers.  
      IEEE Trans. on Robotics and Automation, 19:   

      933941. 
[12] Defoort, M., Floquet, T., Kokosy, A. and  
      Perruquetti, W. 2008. Slidingmode formation 
      control for cooperative autonomous mobile   
      robots. IEEE Trans. on Industrial Electronics,    
      55: 39443953. 
[13] Yun, X. and Yamamoto, Y. 1997. Stability  
      analysis of the internal dynamics of a wheeled 
      mobile robot. Journal of Robotic Systems, 14: 
      697709. 
[14] Balch, T. and Arkin, R.C. 1998. Behaviorbased    
      formation control for multirobot teams. IEEE  
      Trans. on Robotics and Automation, 14: 115.   
[15] Balch, T. and Hybinette, M. 2000. Social  
      potentials for scalable multirobot formations. 
      Proc. of the Int. Conf. on Robotics and 
      Automation, San Francisco, CA, Apr. 2000: 73 
      80.
[16] Antonelli, G., Arrichiello, F. and Chiaverini, S. 
      2008. Flocking for multirobot systems via the 
      nullspacebased behavioral control. Proc. of the 
      Int. Conf. on Intelligent Robots and Systems, 
      Nice, France, Sept. 2226, 2008: 14091414. 
[17] Monteiro, S. and Bicho, E. 2010. Attractor  
      dynamics Approach to formation control: theory    
      and application. Autonomous Robots, 29: 331   
      355. 
[18] Michaud, F., Letourneau, D., Guilbert, M. and   
      Valin, J.M. 2002. Dynamic robot formations 
      using directional visual perception. Proc. of the 
      Int. Conf. on Intelligent Robots and Systems,  
      Lausanne, Switzerland, Oct. 2002: 27402745. 
[19] Lewis, M.A. and Tan, K.H. 1997. High precision  
      formation control of mobile robots using virtual  
      structures. Autonomous Robots, 4: 387403. 
[20] Tanner, H.G., Pappas, G.J. and Kumar, V.  
      2004. Leadertoformation stability. IEEE Trans.  
      on Robotics and Automation, 20: 443454. 
 [21] Mariottini, G.L., Morbidi, F., Prattichizzo, D.,  
       Pappas, G.J. and Daniilidis, K. 2007. Leader 



วารสารวิชาการ วิศวกรรมศาสตร์ ม.อบ. ปีที่ 4 ฉบับที่ 1 มกราคม - มิถุนายน 255462



     follower formations: uncalibrated visionbased   
     localization and control. Proc. of the Int. Conf. on 
     Robotics and Automation, Roma, Italy, Apr. 10 
     14, 2007: 24032408. 
[22] Li, X., Xiao, J. and Cai, Z. 2005. Backstepping  
      based multiple mobile robots formation control.   
      Proc. of the Int. Conf. on Intelligent Robots and 
      Systems, Alberto, Canada, Aug. 26, 2005:  
      887 892. 
[23] Wesselowski, K. and Fierro, R. 2003. A dual 
      mode model predictive controller for robot  
      formations. Proc. Of the IEEE Conf. on Decision  
      and Control, Maui, Hawaii, Dec. 2003: 3615 
      3620. 
[24] Gu, D. and Hu, H. 2009. A model predictive     
      controller for robots to follow a virtual leader.  
      Robotica, 27: 905913. 
[25] Sanchez, J. and Fierro, R. 2003. Sliding mode 
      control for robot formations. Proc. of the IEEE 
      Int. Symposium on Intelligent Control, Houston   
      TX, Oct. 2003: 438443. 
[26] Mariottini, G.L., Pappas, G.J., Prattichizzo, D.  
      and Daniilidis, K. 2005. Visionbased localization     
      of leader follower formations. Proc. of the IEEE  
      Int. Conf. on Decision and Control, Seville, 
      Spain, Dec. 2005: 635640. 
 [27] Orqueda, O.A. and Fierro, R. 2006. Robust  
       visionbased nonlinear formation control. Proc.  
       of the American Control Conf., Minneapolis,  
       MN, June 2006: 14221427. 
[28] Vidal, R., Shakernia, O. and Sastry, S. 2003.  
      Formation control of nonholonomic mobile 
      robots with omnidirectional visual servoing and  
      motion segmentation. Proc. of the Int. Conf. on 
      Robotics and Automation, Taipei, Taiwan, Sept.  
      2003: 584589. 
[29] Dierks, T. and Jagannathan, S. 2009. Neural  
      network control of mobile robot formations using  
      RISE feedback. IEEE Trans. on Systems, Man, 
      and Cybernetics, 39: 332347. 

[30] Consolini, L., Morbidi, F., Prattichizzo, D. and  
      Tosques, M. 2008. Leaderfollower formation 
      control of nonholonomic mobile robots with input  
      constraints. Automatica, 44: 13431349. 
[31] Gamage, G.W., Mann, G.K.I. and Gosine, R.G.  
      2009. Discrete event systems based formation  
      control framework to coordinate multiple  
      nonholonomic mobile robots. Proc. of the Int. 
      Conf. on Intelligent Robots and Systems, St. 
      Louis, USA, Oct. 2009: 48314836. 
[32] Bai, H., Arcak, M. and Wen, J. 2009. Adaptive  
      motion coordination: Using relative velocity  
      feedback to track a reference velocity.  
      Automatica, 2009: 1020~1025. 
 [33] Dunbar, W.B. and Murray, R.M. 2006.  
       Distributed receding horizon control for multi 
       vehicle formation stabilization. Automatica, 42:  
       549558. 
[34] Kanjanawanishkul K. and Zell, A. 2008.  
      Distributed model predictive control for  
      coordinated path following control of  
      omnidirectional mobile robots. Proc. of the Int.  
      Conf. on Systems, Man, and Cybernetics, 
      Singapore, Oct. 2008: 31203125. 
[35] Fax, J.A. and Murray, R.M. 2004. Information 
      flow and cooperative control of vehicle 
      formations. IEEE Trans. on Automatic Control, 
      49: 14651476. 
[36] Lafferriere, G., Williams, A., Caughman, J. and 

Veerman, J. 2005. Decentralized control of 
vehicle formations. Systems and Control Letters, 
54: 899910. 

[37] Fang, L. and Antsaklis, P.J. 2006. Decentralized 
formation tracking of multivehicle systems with 
nonlinear dynamics. Proc. of the Mediterranean 
Conf. on Control and Automation, Ancona, Italy, 
June 2006: 16. 

[38] Ren, W. 2007. Consensus strategies for 
cooperative control of vehicle formations. IET 
Control Theory & Applications, 1: 505512. 





 [39] Chung, S. and Slotine, J. 2009. Cooperative 
       robot control and concurrent synchronization of 
       lagrangian systems. IEEE Trans. on Robotics, 
       25: 686700. 
[40] DeGennaro, M.D. and Jadbabaie, A. 2006. 
      Formation control for a cooperative multiagent 
      system using decentralized navigation functions. 
      Proc. of the American Control Conf.,  
      Minneapolis, MN, June 2006: 13461351. 
[41] Zhang, F. 2007. Cooperative shape control of  
      particle formations. Proc. of the IEEE Conf. on  
      Decision and Control, New Orleans, LA, Dec.  
      2007: 25162521. 
[42] OlfatiSaber, R. and Murray, R.M. 2002. Graph 
      rigidity and distributed formation stabilization of  
      multivehicle systems. Proc. of the IEEE Conf.  
      on Decision and Control, Las Vegas, NV, Dec.  
      2002: 29652971. 
[43] Anderson, B., Yu, C., Fidan, B. and Hendrickx,  
      J. 2008. Rigid graph control architectures for  
      autonomous formations. IEEE Trans. on Control  
      Systems Magazine, 28: 4863.
[44] Belta, C. and Kumar, V. 2004. Abstraction and 
      control for groups of robots. IEEE Trans. On 
      Robotics, 20: 865875. 
[45] Michael, N. and Kumar, V. 2009. Planning and  
      control of ensembles of robots with  
      nonholonomic constraints. Int. Journal of  
      Robotics Research, 28: 962975. 
[46] Hou, S.P. and Cheah, C.C. 2009. Multiplicative  
      potential energy function for swarm control.  
      Proc. of the Int. Conf. on Intelligent Robots and 
      Systems, St. Louis, Oct. 2009: 43634368. 
[47] Freeman, R.A., Yang, P. and Lynch, K.M. 2006.  
      Distributed estimation and control of swarm   
      formation statistics. Proc. of the American 
      Control Conf., Minneapolis, MN, June 2006: 
      749755. 
[48] Hsieh, M. A., Kumar, V. and Chaimowicz, L. 
      2008. Decentralized controllers for shape  

      generation with robotic swarms. Robotica, 26:   
      691701. 
[49] Flocchini, P., Prencipe, G., Santoro, N. and  
      Widmayer, P. 2008. Arbitrary pattern formation  
      by asynchronous, anonymous, oblivious robots.  
      Theoretical Computer Science, 407: 412447. 
[50] Desai, J.P. 2002. A graph theoretic approach for  
      modeling mobile robot team formations. Journal  
      of Robotic Systems, 19: 511525. 
[51] Fierro, R., Das, A.K., Kumar, V. and Ostrowski,  
      J.P. 2001. Hybrid control of formations of  
      robots. Proc. Of the Int. Conf. on Robotics and  
      Automation, Seoul, Korea, May 2001: 2126. 
[52] Fredslund, J. and Mataric, M.J. 2002. A general  
      algorithm for robot formations using local  
      sensing and minimal communication. IEEE 
      Trans. on Robotics and Automation, 18: 837 
      846. 
[53] McClintock, J. and Fierro, R. 2008. A hybrid 
      system approach to formation reconfiguration in 
      clutter environments. Proc. of the Mediterranean 
      Conf. on Control and Automation, Ajaccio,  
      France, June 2008: 8388. 
[54] Haque, M.A. and Egerstedt, M. 2008.  
      Decentralized formation selection mechanisms  
      inspired by foraging bottlenose dolphins. Proc.  
      of the Mathematical Theory of Networks and    
      Systems, Blacksburg, VA, July 2008. 
[55] Di Rocco, M., Panzieri, S. and Priolo, A. 2009.    
      Formation control through environment pattern  
      recognition for a multirobot architecture. Proc.  
      of the European Conf. on Mobile Robots,  
      Mlini/Dubrovnik, Croatia, Sept. 2009: 241246. 
[56] Tabuada, P., Pappas, G.J. and Lima, P. 2005.  
      Motion feasibility of multiagent formations. IEEE  
      Trans. on Robotics, 21: 387392. 
 [57] Aguiar, A.P., Dacic, D.B., Hespanha, J.P. and    
       Kokotovic, P. 2004. Pathfollowing or reference 
       tracking? An answer relaxing the limits to 
       performance. Proc. of the IFAC/EURON  



วารสารวิชาการ วิศวกรรมศาสตร์ ม.อบ. ปีที่ 4 ฉบับที่ 1 มกราคม - มิถุนายน 2554 63



     follower formations: uncalibrated visionbased   
     localization and control. Proc. of the Int. Conf. on 
     Robotics and Automation, Roma, Italy, Apr. 10 
     14, 2007: 24032408. 
[22] Li, X., Xiao, J. and Cai, Z. 2005. Backstepping  
      based multiple mobile robots formation control.   
      Proc. of the Int. Conf. on Intelligent Robots and 
      Systems, Alberto, Canada, Aug. 26, 2005:  
      887 892. 
[23] Wesselowski, K. and Fierro, R. 2003. A dual 
      mode model predictive controller for robot  
      formations. Proc. Of the IEEE Conf. on Decision  
      and Control, Maui, Hawaii, Dec. 2003: 3615 
      3620. 
[24] Gu, D. and Hu, H. 2009. A model predictive     
      controller for robots to follow a virtual leader.  
      Robotica, 27: 905913. 
[25] Sanchez, J. and Fierro, R. 2003. Sliding mode 
      control for robot formations. Proc. of the IEEE 
      Int. Symposium on Intelligent Control, Houston   
      TX, Oct. 2003: 438443. 
[26] Mariottini, G.L., Pappas, G.J., Prattichizzo, D.  
      and Daniilidis, K. 2005. Visionbased localization     
      of leader follower formations. Proc. of the IEEE  
      Int. Conf. on Decision and Control, Seville, 
      Spain, Dec. 2005: 635640. 
 [27] Orqueda, O.A. and Fierro, R. 2006. Robust  
       visionbased nonlinear formation control. Proc.  
       of the American Control Conf., Minneapolis,  
       MN, June 2006: 14221427. 
[28] Vidal, R., Shakernia, O. and Sastry, S. 2003.  
      Formation control of nonholonomic mobile 
      robots with omnidirectional visual servoing and  
      motion segmentation. Proc. of the Int. Conf. on 
      Robotics and Automation, Taipei, Taiwan, Sept.  
      2003: 584589. 
[29] Dierks, T. and Jagannathan, S. 2009. Neural  
      network control of mobile robot formations using  
      RISE feedback. IEEE Trans. on Systems, Man, 
      and Cybernetics, 39: 332347. 

[30] Consolini, L., Morbidi, F., Prattichizzo, D. and  
      Tosques, M. 2008. Leaderfollower formation 
      control of nonholonomic mobile robots with input  
      constraints. Automatica, 44: 13431349. 
[31] Gamage, G.W., Mann, G.K.I. and Gosine, R.G.  
      2009. Discrete event systems based formation  
      control framework to coordinate multiple  
      nonholonomic mobile robots. Proc. of the Int. 
      Conf. on Intelligent Robots and Systems, St. 
      Louis, USA, Oct. 2009: 48314836. 
[32] Bai, H., Arcak, M. and Wen, J. 2009. Adaptive  
      motion coordination: Using relative velocity  
      feedback to track a reference velocity.  
      Automatica, 2009: 1020~1025. 
 [33] Dunbar, W.B. and Murray, R.M. 2006.  
       Distributed receding horizon control for multi 
       vehicle formation stabilization. Automatica, 42:  
       549558. 
[34] Kanjanawanishkul K. and Zell, A. 2008.  
      Distributed model predictive control for  
      coordinated path following control of  
      omnidirectional mobile robots. Proc. of the Int.  
      Conf. on Systems, Man, and Cybernetics, 
      Singapore, Oct. 2008: 31203125. 
[35] Fax, J.A. and Murray, R.M. 2004. Information 
      flow and cooperative control of vehicle 
      formations. IEEE Trans. on Automatic Control, 
      49: 14651476. 
[36] Lafferriere, G., Williams, A., Caughman, J. and 

Veerman, J. 2005. Decentralized control of 
vehicle formations. Systems and Control Letters, 
54: 899910. 

[37] Fang, L. and Antsaklis, P.J. 2006. Decentralized 
formation tracking of multivehicle systems with 
nonlinear dynamics. Proc. of the Mediterranean 
Conf. on Control and Automation, Ancona, Italy, 
June 2006: 16. 

[38] Ren, W. 2007. Consensus strategies for 
cooperative control of vehicle formations. IET 
Control Theory & Applications, 1: 505512. 





 [39] Chung, S. and Slotine, J. 2009. Cooperative 
       robot control and concurrent synchronization of 
       lagrangian systems. IEEE Trans. on Robotics, 
       25: 686700. 
[40] DeGennaro, M.D. and Jadbabaie, A. 2006. 
      Formation control for a cooperative multiagent 
      system using decentralized navigation functions. 
      Proc. of the American Control Conf.,  
      Minneapolis, MN, June 2006: 13461351. 
[41] Zhang, F. 2007. Cooperative shape control of  
      particle formations. Proc. of the IEEE Conf. on  
      Decision and Control, New Orleans, LA, Dec.  
      2007: 25162521. 
[42] OlfatiSaber, R. and Murray, R.M. 2002. Graph 
      rigidity and distributed formation stabilization of  
      multivehicle systems. Proc. of the IEEE Conf.  
      on Decision and Control, Las Vegas, NV, Dec.  
      2002: 29652971. 
[43] Anderson, B., Yu, C., Fidan, B. and Hendrickx,  
      J. 2008. Rigid graph control architectures for  
      autonomous formations. IEEE Trans. on Control  
      Systems Magazine, 28: 4863.
[44] Belta, C. and Kumar, V. 2004. Abstraction and 
      control for groups of robots. IEEE Trans. On 
      Robotics, 20: 865875. 
[45] Michael, N. and Kumar, V. 2009. Planning and  
      control of ensembles of robots with  
      nonholonomic constraints. Int. Journal of  
      Robotics Research, 28: 962975. 
[46] Hou, S.P. and Cheah, C.C. 2009. Multiplicative  
      potential energy function for swarm control.  
      Proc. of the Int. Conf. on Intelligent Robots and 
      Systems, St. Louis, Oct. 2009: 43634368. 
[47] Freeman, R.A., Yang, P. and Lynch, K.M. 2006.  
      Distributed estimation and control of swarm   
      formation statistics. Proc. of the American 
      Control Conf., Minneapolis, MN, June 2006: 
      749755. 
[48] Hsieh, M. A., Kumar, V. and Chaimowicz, L. 
      2008. Decentralized controllers for shape  

      generation with robotic swarms. Robotica, 26:   
      691701. 
[49] Flocchini, P., Prencipe, G., Santoro, N. and  
      Widmayer, P. 2008. Arbitrary pattern formation  
      by asynchronous, anonymous, oblivious robots.  
      Theoretical Computer Science, 407: 412447. 
[50] Desai, J.P. 2002. A graph theoretic approach for  
      modeling mobile robot team formations. Journal  
      of Robotic Systems, 19: 511525. 
[51] Fierro, R., Das, A.K., Kumar, V. and Ostrowski,  
      J.P. 2001. Hybrid control of formations of  
      robots. Proc. Of the Int. Conf. on Robotics and  
      Automation, Seoul, Korea, May 2001: 2126. 
[52] Fredslund, J. and Mataric, M.J. 2002. A general  
      algorithm for robot formations using local  
      sensing and minimal communication. IEEE 
      Trans. on Robotics and Automation, 18: 837 
      846. 
[53] McClintock, J. and Fierro, R. 2008. A hybrid 
      system approach to formation reconfiguration in 
      clutter environments. Proc. of the Mediterranean 
      Conf. on Control and Automation, Ajaccio,  
      France, June 2008: 8388. 
[54] Haque, M.A. and Egerstedt, M. 2008.  
      Decentralized formation selection mechanisms  
      inspired by foraging bottlenose dolphins. Proc.  
      of the Mathematical Theory of Networks and    
      Systems, Blacksburg, VA, July 2008. 
[55] Di Rocco, M., Panzieri, S. and Priolo, A. 2009.    
      Formation control through environment pattern  
      recognition for a multirobot architecture. Proc.  
      of the European Conf. on Mobile Robots,  
      Mlini/Dubrovnik, Croatia, Sept. 2009: 241246. 
[56] Tabuada, P., Pappas, G.J. and Lima, P. 2005.  
      Motion feasibility of multiagent formations. IEEE  
      Trans. on Robotics, 21: 387392. 
 [57] Aguiar, A.P., Dacic, D.B., Hespanha, J.P. and    
       Kokotovic, P. 2004. Pathfollowing or reference 
       tracking? An answer relaxing the limits to 
       performance. Proc. of the IFAC/EURON  



วารสารวิชาการ วิศวกรรมศาสตร์ ม.อบ. ปีที่ 4 ฉบับที่ 1 มกราคม - มิถุนายน 255464

Nonlinear Dynamical Analysis: Application to EEG Sleep Analysis 

Suparerk Janjarasjitt 
Faculty of Engineering, Ubon Ratchathani University, Warinchamrab, Ubonratchathani 34190 

Tel: 0-4535-3332  Email: ensupajt@ubu.ac.th 
 
 

Abstract 
Nonlinear dynamical analysis techniques have 

been widely used for EEG analysis. The correlation 
dimension based upon the correlation is one of the 
most commonly used measures which quantifies the 
active degrees of freedom or the complexity of the 
dynamical system on the attractor. This article aims 
to provide an overview of the basic concepts of 
nonlinear dynamical analysis, and also to 
demonstrate its application in EEG sleep analysis. 
As one of the evidences, it is shown that there is a 
decrease in the correlation dimension (i.e., a loss in 
the complexity of the underlying dynamics of the 
neuronal networks in the brain) from lighter to 
deeper sleep stages. The use of the nonlinear 
dynamical analysis can be viewed in two aspects. In 
one aspect, the lower correlation dimension of the 
EEG suggests that the neuronal networks are more 
strongly coupled at deeper sleep stage. In another 
aspect, the substantial differences of the correlation 
dimensions of the EEG associated with various 
sleep stages can be used for sleep stage 
discrimination.  
Keywords: Nonlinear dynamics, complexity, 
correlation dimension, electroencephalogram, sleep 

 
1. Introduction 

The electroencephalogram (EEG) or brain wave 
is a complex signal that quantifies the electrical 
activity of the brain. The EEG which results from 
postsynaptic potentials of cortical pyramidal cells is 
an important brain state indicator [1]. Temporal 

patterns of the EEG have been shown to provide 
insight into the various functional states of neuronal 
networks in the brain [2]. Computational analysis 
techniques have been applied to EEG for a number 
of clinical situations including sleep, coma, mental 
state, cognition, and epilepsy.  

Sleep is essential for human's health and well-
being. There are many sleep disorders (e.g., 
insomnia, narcolepsy, sleep apnoea) while many 
other disorders manifest themselves through sleep 
disturbances (e.g., depression, schizophrenia, 
Alzheimer disease) [3]. Sleep staging is one of 
important procedures for clinical diagnosis and 
treatment of sleep disorder [4]. Traditionally sleep is 
monitored using a polysomnography [5]. Sleep 
stages are mainly differentiated by features and 
patterns of brain wave, eye movements, and muscle 
tone [6].  

The EEG is the major discriminating marker 
between waking and sleep, and between various 
sleep stages such as between NREM sleep and 
REM sleep, the two major states of sleep [7]. 
According to the standard guidelines for sleep 
classification by Rechtschaffen and Kales [8] which 
is a widely accepted standard, sleep recordings are 
divided into seven discrete stages: waking, stage 1, 
stage 2, stage 3, stage 4, stage REM, and 
movement time based on the characteristic features 
of EEG, in conjunction with EOG and EMG. 
Additional clinical information including heart rate, 
blood pressure, blood oxygenation, and respiration 
rate may be also used in sleep stage classification.  
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