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บทคดัย่อ 

ความแม่นยาํของการพยากรณ์ระดบัน้ําหลากโดย
ใชแ้บบจําลองโครงข่ายประสาทเทยีมขึน้อยู่กบัหลาย
ปจัจยั การศกึษาครัง้นี้พจิารณาถงึการกําหนดจํานวน
หน่วยในชัน้ซ่อนและการกําหนดขอ้มูลนําเขา้ที่ใหค้ ่า
การพยากรณ์ทีม่คีวามแมน่ยาํ โดยใชก้ระบวนการเรยีนรู้
ดว้ยวธิ ีLevenberg–Marquardt (LM) และวธิ ีBayesian 
Regularization (BR) เป้าหมายการศกึษาคอืระดบัน้ํา
หลากที่สถานีวัดระดับน้ํา M.7 ในแม่น้ํามูล จังหวัด
อุบลราชธานี ทาํการพยากรณ์ระดบัน้ําล่วงหน้า 3 วนั ผล
การศึกษาพบว่า ผลโดยรวมที่ทําให้แบบจําลองมคีวาม
แมน่ยาํไดแ้ก่ (1) จาํนวนหน่วยในชัน้ซ่อนทีเ่หมาะสมมคี่า
เท่ากบั 0.5 เท่าของจาํนวนหน่วยในชัน้นําขอ้มลูเขา้ (2) 
กระบวนการเรยีนรูด้ว้ยวธิ ีLM ใหผ้ลทีด่กีว่าวธิ ีBR และ 
(3) การพยากรณ์ระดบัน้ําของสถานีวดัระดบัน้ําที่ทําให้
ไดผ้ลการจาํลองทีแ่มน่ยาํ ควรมขีอ้มลูนําเขา้ทีเ่ป็นระดบั
น้ําของสถานีทางด้านเหนือน้ําของสถานีวดัระดบัน้ําที่
ต้องการพยากรณ์ที่อยู่ในแม่น้ําสายหลกัที่ใกล้ที่สุด และ
ขอ้มลูระดบัน้ําของสถานีวดัระดบัน้ําทีต่อ้งการพยากรณ์  
คาํหลกั โครงขา่ยประสาทเทยีม สถานีวดัระดบัน้ํา M.7 
การพยากรณ์ระดบัน้ํา  
 
 
 

Abstract 
       The accuracy of water level forecasting using 
artificial neural network model depends on various 
factors. This study focused on identifying such 
factors including the number of nodes in the hidden 
layer, the model inputs, and the calculation methods.  
The model was developed to predict water levels 
three days in advance for the M.7 gauge station in 
Ubon Ratchathani province. Two calculation 
methods were used in this study, ie., Levenberg-
Marquardt method (LM) and Bayesian Regularization 
method (BR). It was found that the accurate water 
level prediction can be achieved from the models 
with the following aspects, (1) the number of nodes 
in the hidden layer is half of that in the Input Layer, 
(2) the LM method provides better result than the 
BR method, and (3) water level at the upstream 
gauge station of the main river, as well as the water 
level at the gauge station to be predicted, should be 
included as the inputs in the model. 
Keywords:  Artificial neural network, M.7 gauge 
station, water level forecasting 
 
 



                                                                                        

 

1. บทนํา 
 จากข้อมูลระดับน้ํารายวันในแม่น้ํามูลที่ได้มีการ
บนัทกึไวข้องกรมชลประทาน ณ สถานีวดัระดบัน้ํา M.7 
บริเวณสะพานเสรีประชาธิปไตย จงัหวดัอุบลราชธานี 
ในช่วง 6 ปีที่ผ่านมา มีระดับน้ําที่ล้นตลิ่งทําให้เกิด
อุทกภัยทัง้ 6 ปี ในช่วงปลายเดือนสิงหาคมถึงเดือน
พฤศจกิายน ซึ่งสรา้งความเสยีหายต่อชวีติและทรพัยส์นิ 
ผลผลิตกา ร เกษตร  สิ่ ง ปลู กส ร้ า ง  ร วมทั ้ง ร ะบบ
สาธารณูปโภคในชุมชน โดยมสีาเหตุจากอทิธพิลของพายุ
จากทะเลจนีใต ้ระหว่างเดอืนกรกฎาคมถงึตุลาคม ซึ่งอยู่
ในทศิทางตะวนัออกเฉียงเหนือหรอืทศิตะวนัออกของลุ่ม
น้ํา  ซึ่งเป็นช่วงเวลาทีฝ่นตกหนักตดิต่อกนั  ประกอบกบั
พื้นที่ภูมิประเทศเป็นที่ ราบลุ่ม น้ําท่วมขังง่าย  การ
พยากรณ์ระดบัน้ําหลากลว่งหน้าในพืน้ทีบ่รเิวณน้ีจะทาํให้
สามารถป้องกนัความเสยีหายจากน้ําหลากลน้ตลิง่ได ้
 แบบจําลองการพยากรณ์น้ําท่วมแบ่งได้เป็น 3 
ประเภทหลกัๆ คอื (1) Physically Based หรอื 
Deterministic Models (2) Conceptual หรอื Lumped 
Models และ (3) Empirical หรอื Black Box  Models [1] 
โดยลกัษณะเด่นและดอ้ยของแบบจาํลองแต่ละประเภทจะ
แตกต่างกนัไป ลกัษณะเด่นของแบบจําลอง 2  ประเภท
แรกคือ มีความแม่นยําค่อนข้างสูง เพราะอ้างอิงจาก
ขอ้มูลทางกายภาพเป็นหลกั แต่มขีอ้เสยีคอื มคี่าใช้จ่าย
ในการเกบ็ขอ้มลูภาคสนามค่อนขา้งสงู ตอ้งมคีวามพรอ้ม
ของเครื่องมอือุปกรณ์และบุคลากร และต้องการการดูแล
และบํารุงรกัษาอย่างทนัท่วงท ีต้องใช้ระยะเวลามากใน
การเกบ็ขอ้มลูและสาํรวจขอ้มลูภาคสนาม ใชเ้วลานานใน
การปรับปรุงและประมวลผลข้อมูล ส่วนแบบจําลอง
ประเภทที่ 3 คอื Black Box Model จะมจีุดเด่นคอื 
ระยะเวลาในการประมวลผลค่อนข้างเร็ว สามารถที่จะ
ปรบัปรุงฐานขอ้มลูไดเ้รว็และงา่ย และประหยดัค่าใชจ้่าย
ในการเกบ็ขอ้มลูภาคสนาม แต่อาจมคีวามแมน่ยาํ ไมเ่ท่า 
2 ประเภทแรก  

แบบจําลองโครงข่ายประสาทเทยีม จดัอยู่ในกลุ่ม
ของ Black Box Model โครงข่ายประสาทเทยีมเป็น
แบบจําลองที่มีลักษณะโครงสร้างและหลกัการทํางาน
คล้ายๆ กบัสมองของคน โดยสามารถที่จะเรยีนรู ้จดจํา
รปูแบบต่างๆ และเรยีนรูส้ ิง่ใหม่ๆ ไดต้ลอดเวลา โดยเมื่อ
มีข้อมูลที่ทันสมัยและมีข้อมูล ใหม่จํ านวนมากขึ้น 

แบบจําลองประเภทน้ีก็สามารถที่จะเรียนรู้ได้ภายใน
ระยะเวลาอนัสัน้ [2] ซึ่งเป็นปจัจยัสําคญัในการนํา
แบบจําลองไปใชป้ระโยชน์ อกีทัง้ยงัเหมาะสาํหรบัพืน้ทีท่ี่
มงีบประมาณน้อยในการลงสาํรวจเกบ็ขอ้มลูทางกายภาพ
ในภาคสนาม นอกจากนัน้แบบจําลองโครงข่ายประสาท
เทียมยังมีความสามารถที่จะพยากรณ์เหตุการณ์ที่
แบบจําลองไม่เคยได้เรยีนรู้มาก่อน  [3] แบบจําลอง
โครงข่ายประสาทเทยีมสามารถนํามาประยุกต์ใชใ้นการ
พยากรณ์น้ําท่วม ร่วมถงึงานต่างๆ ดา้นอุทกวทิยา เช่น 
การศกึษาของ ภูวดล [4] โอมและคณะ [5] สุประภาพ
และคณะ [6] เป็นต้น 

การพยากรณ์โดยใชแ้บบจําลองโครงข่ายประสาท
เทยีมใหม้คีวามแม่นยํา จะมคีวามสมัพนัธ์กบัโครงสรา้ง
ของแบบจําลอง การกําหนดขอ้มูลนําเขา้ การกําหนด
จํานวนหน่วยในชัน้ซ่อนของแบบจําลองโครงข ่าย
ประสาทเทยีมและปจัจยัอื่นๆ บทความน้ีนําเสนอผล
การศกึษาปจัจยัที่มผีลต่อความแม่นยําในการพยากรณ์
ระดบัน้ําหลาก โดยใชแ้บบจําลองโครงขา่ยประสาทเทยีม 
กําหนดกรณีศกึษาคอืสถานีวดัระดบัน้ํา M.7 จงัหวดั
อุบลราชธานี เพื่อใหไ้ดแ้บบจาํลองที่สามารถใชง้านไดด้ี
ในการพยากรณ์ระดบัน้ําหลากเพื่อประยุกต์ใชใ้นการ
เตอืนภยัในพืน้ที่ศกึษาได ้

 
2. แบบจาํลองโครงข่ายประสาทเทียม 
 แบบจําลองโครงข่ายประสาทเทยีมมโีครงสรา้ง
คลา้ยกบัสมองของคน ซึ่งประกอบดว้ยเซลต่างๆ แต่ละ
เซลจะมคี่าอคติแอบแฝง  (bias)  และระหว่างเซลต่างๆ 
จะมกีารเชื่อมโยงถงึกนัโดยมคี่าน้ําหนัก (weights) ซึ่ง
ทัง้สองค่านี้สามารถปรบัเปลี่ยนไดต้ามกระบวนการ
เรยีนรูข้องแบบจําลอง โครงสรา้งมาตรฐานประกอบไป
ดว้ย 3 ชัน้ (แสดงดงัรูปที่ 1) มรีายละเอยีดดงัน้ี 

1.ชัน้นําขอ้มูลเขา้ (input layer) มจีาํนวน 1 ชัน้ 
ในชัน้ น้ี จะทําการแปลงค่าข้อมูลให้มีค่าอยู่ในช่วงที่
กําหนด เพื่อให้ค่าของข้อมูลอยู่ในช่วงที่เป็นมาตรฐาน
เดยีวกนั 

2.ชัน้ซ่อน (hidden layer) การกําหนดจํานวนชัน้
และจํานวนหน่วยในชัน้ซ่อน (node) หรอืเรยีกว่าจํานวน
เซล ขึ้นอยู่กับความเหมาะสมในการจําลอง โดยมี
ขอ้พจิารณาคอื หากมจีาํนวนชัน้และมจีาํนวนหน่วยในชัน้



                                                                                        

 

ซ่อนมาก จะใชร้ะยะเวลาในการคํานวณมากดว้ย  ในทาง
กลบักนัหากมจีํานวนหน่วยในชัน้ซ่อนน้อยเกนิไป จะทํา
ใหผ้ลการคํานวณเกดิความคลาดเคลื่อนได ้เน่ืองจากการ
ไมลู่เ่ขา้หาจุดตํ่าสดุ (convergent) 

3.ชัน้แสดงผล (output layer) เป็นชัน้แสดง
ผลลพัธ์ของการคาํนวณ มจีาํนวน  1 ชัน้ 

 
 
 
 
 
 
 
 
 
 

 
 
รูปที่ 1 โครงสรา้งของแบบจาํลองโครงข่ายประสาทเทยีม 

 
การทาํงานของโครงขา่ยประสาทเทยีม ม ี2 ขัน้ตอน

คอื 
1. ขัน้ตอนการเรยีนรู ้(training หรอื learning) โดย

นําขอ้มูลของขอ้มูลนําเขา้และค่าเป้าหมายชุดแรกมาฝึก
ให้ เ รียนรู้  แล้วทําการออกแบบโครงข่าย  เพื่ อหา
ความสมัพนัธ์ภายในของข้อมูลนําเข้าและค่าเป้าหมาย 
ขัน้ตอนของการเรยีนรู ้ประกอบดว้ย (1) ขัน้ตอนการ
คํานวณไปขา้งหน้า (feed forward) จากชัน้นําขอ้มูลเขา้ 
ไปเข้าชัน้ซ่อน และเข้าสู่ช ัน้แสดงผล (2) ขัน้ตอนการ
คาํนวณยอ้นกลบั (backward pass) เพื่อปรบัค่าน้ําหนกั 
และคา่อคตแิอบแฝง 

2 .  ขัน้ตอนการทดสอบ  ( testing) เ ป็นการ นํา
โครงขา่ยที่ไดจ้ากการเรยีนรู ้มาใชง้าน  โดยการนําขอ้มูล
นําเขา้ อกีชุดมาทดสอบ ซึ่งข ัน้ตอนของการทดสอบเป็น
การคํานวณไปข้างหน้า โดยนําค่าน้ําหนัก ที่ได้จาก
ขัน้ตอนของการเรยีนรูม้าใชง้าน 

การแบ่งสดัส่วนขอ้มูลที่มอียู ่ เพื่อใชส้ําหรบัการ
เรยีนรู  ้สําหรบัการตรวจสอบการเรยีนรู  ้ (validation) 
และสาํหรบัการทดสอบ ถ้าขอ้มูลสาํหรบัการเรยีนรูเ้ป็น
ตวัแทนของขอ้มูลทัง้หมดที่ไม่ดกีจ็ะส่งผลให ้โครงข่าย

ประสาทเทยีมพยากรณ์ผดิพลาด อย่างไรกต็าม ถ้า
โครงข่ายประสาทเทยีมเรยีนรูด้จีนเกนิไป ที่เรยีกว่า 
Overfit จ ะ ส ่ง ผ ล ใ ห เ้ ว ล าทดสอบจ ะ ไ ด ผ้ ลที ่ไ ม ่ด ี
เพราะฉะนัน้จงึจําเป็นที่จะต้องมกีลุ่มขอ้มูลสําหรบัการ
ตรวจสอบการ เร ยีนรู  ้ เพื ่อ เป็นการป้อ งก นั ไม ่ให้
โครงข ่ายประสาทเทยีมเกดิการ Overfit ดงันัน้การ
คดัเลอืกขอ้มูลในแต่ละกลุ ่มสําหรบัโครงข่ายประสาท
เทยีม จงึเป็นกระบวนการที่สาํคญัมากต่อประสทิธภิาพ
ของโครงข่ายประสาทเทยีม  

กระบวนการเรียนรู้ที่ใช้ในแบบจําลองโครงข่าย
ประสาทเทยีมมหีลายวธิ ีเช่น วธิ ีGradient Descent วธิ ี
Levenberg–Marquardt (LM) และวธิ ีBayesian 
Regularization (BR) ทัง้น้ีวธิ ีGradient Descent มคี่า 
Parameter ม า ก ก ว่ า วิ ธี  LM  คื อ มี ค่ า  Momentum 
Parameter ที่ใช้แก้ปญัหาในเรื่องของค่าความคลาด
เคลื่อนทีถู่กกกัอยูใ่นจุดตํ่าสดุเฉพาะที ่ (local minimum) 
สว่นวธิ ีLM จะไม่มคี่าความคลาดเคลื่อนทีถู่กกกัอยูใ่นจุด
ตํ่าสุดเฉพาะที่ [7] และใช้เวลาในการลู่เขา้หาคําตอบ
สุดทา้ยเรว็กว่า ส่วนกระบวนการเรยีนดว้ยวธิ ี BR นัน้
ไม่จําเป็นต้องแบ่งสดัส่วนขอ้มูลสําหรบัการตรวจสอบ
การเรยีนรู ้วธิน้ีีมคีวามเหมาะสมสาํหรบัใชง้านในกรณี
ที่มจีาํนวนขอ้มูลจาํกดั Chaipimonplin และคณะ [2] ได้
นําวธิ ีBR มาใชก้บัโครงข่ายประสาทเทยีม สาํหรบัการ
ประยุกต์ใชใ้นงานดา้นอุทกวทิยาของประเทศไทย ซึ่ง
ไดผ้ลการใชง้านที่ด ี 

ในการออกแบบโครงสรา้งโครงข่ายประสาทเทยีม 
ผูใ้ชส้ามารถที่จะกําหนดจํานวนหน่วยหรอืเซลในชัน้นํา
ขอ้มูลเขา้ กําหนดจํานวนชัน้ซ่อน กําหนดจํานวนหน่วย
ในชัน้ซ่อน และสามารถกําหนดจํานวนหน่วยในชัน้
แสดงผล  จํานวนหน่วยในชัน้ซ่อนนัน้ มคีวามสาํคญัต่อ
ประสทิธภิาพของโครงข ่ายประสาทเทยีม โดยหาก
จํานวนหน่วย ในชั น้ ซ ่อนม นี ้อย เก นิ ไป  จะทํ า ให้
แบบจําลองโครงข ่ายประสาทเทยีมไม ่สามารถที ่จะ
เรยีนรูไ้ดอ้ย่างมปีระสทิธภิาพ [8] ทัง้น้ี ASCE [1] 
แนะนําว่าการที่จะรูว้่าจํานวนหน่วยในชัน้ซ่อนเท่าใดที่
จะเหมาะสมที่สุด ต้องทาํการลองผดิลองถูกเองในแต่ละ
กรณีศกึษา อย่างไรกต็าม สามารถจดักลุ่มได  ้3 กรณี 
ดงันี้ (1) จํานวนหน่วยในชัน้ซ่อนจะต้องมจีํานวน
ครึง่หนึ่ง (50%) ของจํานวนหน่วยในชัน้นําขอ้มูลเขา้ 
หรอื 0.5n [9]  (2) จํานวนหน่วยในชัน้ซ่อนจะต้องมี

 



                                                                                        

 

จาํนวน 3/4 (75%) ของจาํนวนหน่วยในชัน้นําขอ้มูลเขา้ 
หรอื 0.75n [10] และ (3) จํานวนหน่วยในชัน้ซ่อน
จะต้องมจีํานวนมากกว่า 2 เท่า บวก 1 ของจํานวน
หน่วยในชัน้นําขอ้มูลเขา้ หรอื 2n+1 [2] เมื่อ n คอื 
จาํนวนหน่วยในชัน้นําขอ้มูลเขา้ 

ประสทิธภิาพของแบบจาํลองพจิารณาไดด้งัน้ี 
1. Efficiency Index (EI) คอื ดชันีวดัประสทิธภิาพ 

แสดงถงึความแม่นยําของการพยากรณ์ ค่า EI หากยิง่มี
คา่เขา้ใกล ้1 หมายถงึ จะมคีวามแมน่ยาํมากยิง่ขึน้ ค่า EI 
ควรมากกว่า 0.70 [11] สมการคํานวณค่า EI มี
รายละเอยีดดงัน้ี 

   EI SSR SST    (1) 
  -SSR SST SSE   (2) 

   
2

iSST T -T    (3) 

    2

i iSSE T - O    (4) 
 

SSR  คอื คา่ความแปรปรวน 
SST  คอื คา่ความแปรปรวนรวม 
SSE  คอื ผลรวมของความผดิพลาดยกกาํลงัสอง 
   Ti   คอื ขอ้มลูทีต่รวจวดัจรงิ 
  T   คอื คา่เฉลีย่ของขอ้มลูทีต่รวจวดัจรงิ 
  Oi  คอื ขอ้มลูทีพ่ยากรณ์ 

 
2. ค่ารากทีส่องของค่าความคลาดเคลื่อนกําลงัสอง

เฉลีย่ (Root mean Squared Error, RMSE) ค่า RMSE 

หากยิ่งมีค่าเข้าใกล้ 0 หมายถึง จะมีความแม่นยํามาก
ยิง่ขึน้ มสีมการคาํนวณดงัน้ี 

  
1

2 2

i i
1RMSE = × T - ON

  (5) 

 
3. ค่าสมัประสทิธิส์หสมัพนัธ์ (r) เป็นค่าที่แสดง

ความสมัพนัธ์ของทศิทางของขอ้มูล 2 กลุ่ม โดย r คอื
ค่าสมัประสทิธิส์หสมัพนัธ์ และ r2 คอืค่าสมัประสทิธิ ์
สหสมัพนัธ์ยกกําลงัสอง หากยิง่มคี่าเขา้ใกล ้ 1 หมายถงึ 
จะมคีวามแมน่ยาํมากยิง่ขึน้ มสีมการดงัน้ี 

 
   

    
 
 



 

i i

0.52 2

i i

X - X × Y -Y
r =

X - X × Y -Y

   (6) 

คา่ r2 ควรมคีา่มากกวา่ 0.60 [11] 

Xi , Yi คอื ตวัแปรทีพ่จิารณา ตวัที ่i 
X , Y  คอื คา่เฉลีย่ของตวัแปรทีพ่จิารณา 

  
3. วิธีดาํเนินการวิจยั 

การศกึษาในครัง้น้ีเป็นการหาปจัจยัที่มผีลต่อความ
แม่นยําของการพยากรณ์ระดบัน้ําหลากที่สถานีวดัระดบั
น้ํา M.7 ในแบบจําลองโครงข่ายประสาทเทียม มี
เป้าหมายการพยากรณ์ล่วงหน้า 3 วนั โดยพจิารณา
ปจัจยั จาํนวนหน่วยในชัน้ซ่อน กระบวนการเรยีนรูท้ีใ่ชใ้น
แบบจําลอง  และองค์ประกอบของข้อมูลนําเข้าใน
แบบจาํลอง 

ที่ ตั ้ง ส ถ า นี อุ ท ก วิ ท ย า บ ริ เ ว ณพื้ น ที่ ศึ ก ษ า
ประกอบดว้ย (1) สถานี M.7 แมน้ํ่ามลูบรเิวณสะพานเสรี
ประชาธปิไตย ตําบลในเมอืง อําเภอเมอืง จงัหวดั
อุบลราชธานี (2) สถานี M.5 แม่น้ํามลู บา้นเมอืงคง 
ตําบลเมอืงคง อําเภอราษีไศล จงัหวดัศรสีะเกษ (3) 
สถานี M.9 หว้ยสาํราญ บา้นหนองหญา้ปลอ้ง ตําบล
หนองหญา้ปลอ้ง อาํเภอเมอืง จงัหวดัศรสีะเกษ (4) สถานี 
M.179 ลาํเซบาย บา้นท่าวาร ีตําบลหวัดอน อําเภอเขือ่ง
ใน จงัหวดัอุบลราชธานี (5) สถานี M.176 หว้ยขยุง บา้น
โนนศรไีคล ตําบลหนองหวัชา้ง อําเภอกนัทรารมย ์
จงัหวดัศรสีะเกษ และ (6) สถานี E.20A แมน้ํ่าช ีบา้นฟ้า
หยาด ตําบลฟ้าหยาด อําเภอมหาชนะชยั จงัหวดัยโสธร  
โดยแผนผงัทางเดนิของน้ําผ่านสถานีวดัน้ําบรเิวณพืน้ที่
ศกึษาไดแ้สดงดงัรูปที่ 2 โดย (กม., วนั)  หมายถงึ 
ระยะทางหน่วยเป็น กโิลเมตร, ระยะเวลาการเดนิทาง
ของน้ําโดยประมาณหน่วยเป็น วนั จากสถานีต้นน้ําถงึ
สถานีวดัระดบัน้ํา M.7 

ขอ้มลูนําเขา้ทีก่ําหนดคอื ค่าระดบัน้ําท่ารายวนัจาก
สถานีต่างๆ ณ เวลาปจัจุบนั ซึ่งเป็นขอ้มูลในช่วงปี พ.ศ.
2549 ถึงปี พ.ศ.2554 ระหว่างวนัที่ 7 สงิหาคม ถงึวนัที ่
30 พฤศจกิายน โดยเลอืกใชท้ี่เวลา 06.00 น. ซึ่งเป็น
เวลาเริม่ตน้ของการตรวจวดัประจําวนัของสถานีวดัระดบั
น้ําต่างๆ ในบรเิวณพื้นที่ศกึษา โดยพจิารณาเลอืกสถานี
วดัระดบัน้ําที่มกีารเกบ็ขอ้มูลเป็นระยะเวลายาวนานและ
ต่อเน่ือง และเป็นสถานีที่ไม่ไกลจากสถานีที่ต้องการ
พยากรณ์ (M.7) ที่มคี่าสมัประสทิธิส์หสมัพนัธ์ที่ด ี(r > 
0.775) เมื่อเทยีบกบัค่าระดบัน้ําของสถานีวดัระดบัน้ํา 
M.7 ผลการคดัเลอืกสถานีวดัระดบัน้ําแสดงในตารางที ่1 



                                                                                        

 

 
รูปที ่2 แผนผงัทางเดนิของน้ําผ่านสถานีวดัระดบัน้ําบรเิวณพืน้ที่
ศกึษา 
 
ตารางที ่1 ค่าสมัประสทิธิส์หสมัพนัธ์ของค่าระดบัน้ําท่าของ
สถานีวดัระดบัน้ําบรเิวณต้นน้ํา เทยีบกบัค่าระดบัน้ําของสถานี
วดัระดบัน้ํา M.7 

สถานี r การคดัเลือกใช้งาน 
E.20A 0.91 คดัเลอืกไปใชง้าน 
M.5 0.92 คดัเลอืกไปใชง้าน 
M.9 0.94 คดัเลอืกไปใชง้าน 

M.179 0.95 คดัเลอืกไปใชง้าน 
M.176 0.76 ไม่คดัเลอืกไปใชง้าน 

 
จากตารางที ่1 จะเหน็วา่ค่าสมัประสทิธิส์หสมัพนัธ์

ของสถานีวัดระดับน้ํา M.176 ตํ่ ากว่าค่าสมัประสทิธิ ์
สหสมัพนัธข์องสถานีวดัระดบัน้ําอื่นๆ อย่างชดัเจน จงึไม่
คัดเลือกสถานีวัดระดับน้ํา M.176 เป็นข้อมูลนําเข้า
แบบจําลองโครงข่ายประสาทเทียม เน่ืองจากสถานีวดั
ระดบัน้ํา M.176 รบัน้ําจากหว้ยทาทีเ่ป็นลําหว้ยสาขาที่มี
ขนาดพืน้ทีร่บัน้ําฝนขนาดเลก็ใกลเ้คยีงกบัหว้ยขยุง เมื่อมี
พายุฝนเขา้มาในลําหว้ยดงักล่าว ปรมิาณน้ําท่าในหว้ยข
ยุงบรเิวณจุดบรรจบกนัของทัง้สองห้วย จะมาเรว็และไป
เร็ว ทําให้ระดบัน้ําในห้วยขยุงเกิดการเปลี่ยนแปลงเร็ว

มาก ไม่สมัพนัธ์กบัระดบัน้ําในลําน้ําหลกั จงึส่งผลให้ค่า
สมัประสทิธิส์หสมัพนัธข์องระดบัน้ําทีส่ถานีน้ีเทยีบกบัค่า
ระดบัน้ําของสถานีวดัระดบัน้ํา M.7 มคีา่ไมส่งูเทา่ทีค่วร 

ในการศึกษาครัง้ น้ี ใช้กระบวนการ เรียนรู้ ใน
แบบจาํลองโครงขา่ยประสาทเทยีม 2 วธิคีอื วธิ ีLM ซึ่งมี
กระบวนการตรวจสอบการเรยีนรู ้และวธิ ีBR ซึ่งไม่มี
กระบวนการ ตรวจสอบการเรยีนรู ้แต่เป็นวธิทีี่
เ ห ม า ะ ส ม ก บั ก รณ ีที ่ม จีํ า น ว น ข อ้ ม ูล อ ยู ่จํ า ก ดั 
ทําการศึกษาโดยการเปรียบเทียบจํานวนหน่วยในชัน้
ซ่อนต่างๆ  กัน  และเปรียบเทียบว่าวิธีใดจะให้ค่ า
ประสิทธิภาพของแบบจําลองที่ดีกว่ากัน โดยกําหนด
กําหนดจํานวนชัน้ซ่อน 1 ชัน้ มรีายละเอยีดการศกึษา
ดงัน้ี 

1.การกําหนดจํานวนหน่วยในชัน้ซ่อน แบ่งการ
กําหนดจํานวนหน่วยในชัน้ซ่อนเป็น 4 กรณีคอื เท่ากบั 
0.5n, 0.75n, 1n, และ 2n+1 เมื่อ n คอื จาํนวนหน่วยใน
ชัน้นําขอ้มูลเขา้ 

2.การกําหนดข้อมูลนําเข้า การศึกษาในครัง้น้ีใช้
สมการ 20 ชุด โดยมหีลกัในการพจิารณาเลอืกสถานีวดั
ระดบัน้ํา เริม่จากการนําสถานีวดัระดบัน้ําในลําน้ําหลกั
ทางดา้นตน้น้ําเขา้ในสมการก่อน แลว้จงึนําสถานีวดัระดบั
น้ําในลําน้ําย่อย และสถานีวดัระดบัน้ําที่จะพยากรณ์เขา้
ในสมการ โดยให้มกีารผสมผสานกนัของสถานีวดัระดบั
น้ําในลําน้ําชแีละสถานีวดัระดบัน้ําในลําน้ํามูล โดยระดบั
น้ําของสถานีใดกําหนดใชค้ําย่อคอื WL แลว้ตามด้วยชื่อ
สถานีนัน้ ดงัสมการดงัต่อไปน้ี 
กรณี 1 คอื WLM.7(t+3) = f [WLE.20A(t) ] 
กรณี 2 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.5(t)] 
กรณี 3 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.7(t)] 
กรณี 4 คอื WLM.7(t+3) = f [WLE.20A(t) , WLM.9(t)] 
กรณี 5 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.5(t), 

WLM.7(t)] 
กรณี 6 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.5(t), 

WLM.9(t)] 
กรณี 7 คอื WLM.7(t+3)= f [WLE.20A(t), WLM.7(t), 

WLM.9(t)] 
กรณี 8 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.5(t), 

WLM.7(t), WLM.9(t)] 
กรณี 9 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.5(t), 

WLM.7(t), WLM.9(t), WLM.179(t)] 
กรณี 10 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.179(t)] 



                                                                                        

 

กรณี 11 คอื WLM.7(t+3) = f [WLM.5(t)] 
กรณี 12 คอื WLM.7(t+3) = f [WLM.7(t)] 
กรณี 13 คอื WLM.7(t+3) = f [WLM.9(t)] 
กรณี 14 คอื WLM.7(t+3) = f [WLM.179(t)] 
กรณี 15 คอื WLM.7(t+3) = f [WLM.5(t), WLM.7(t)] 
กรณี 16 คอื WLM.7(t+3) = f [WLM.5(t), WLM.7(t), 

WLM.9(t)] 
กรณี 17 คอื WLM.7(t+3) = f [WLM.5(t), WLM.7(t), 

WLM.179(t)] 
กรณี 18 คอื WLM.7(t+3) = f [WLM.5(t), WLM.7(t), 

WLM.9(t) , WLM.179(t)] 
กรณี 19 คอื WLM.7(t+3) = f [WLM.9(t), WLM.179(t)] 
กรณี 20 คอื WLM.7(t+3) = f [WLE.20A(t), WLM.5(t), 

WLM.7(t), WLM.179(t)] 

3.การคดั เล อืกข อ้ม ูลสําหร บัการเร ยีนรู  ้และ
สําหรบัการทดสอบ เพื่อนําเขา้แบบจําลองโครงข่าย
ประสาทเทยีม แบ่งจํานวนชุดขอ้มูลที่มที ัง้หมดเป็น 2 
ส่วน คอื  
- ส่วนที ่ 1 ใชส้ําหรบัการทดสอบ โดยใชข้อ้ม ูลในปี 
พ .ศ.2554, 2549 ซึ่งเป็นปีที ่ม เีหตุการณ์ระดบัน้ําที่
สถานี M.7 สงูสุดและรองสงูสุดของช่วงปี พ.ศ.2549 - 
2554 
- ส่วนที่ 2 ใชส้าํหรบัการเรยีนรู ้โดยใชข้อ้มูลในปี พ.ศ.
2550 ถงึ พ.ศ.2553 

4.ทําการจําลองดว้ยแบบจําลองโครงข่ายประสาท
เทยีมในโปรแกรม MATLAB สําหรบัการเรยีนรู  ้และ
การทดสอบ โดยใชก้ระบวนการเรยีนรู ้2 วธิคีอื วธิ ีLM 
และวธิ ีBR ซึ่งทัง้ 2 วธิดีงักล่าวไดก้ําหนด จํานวน
หน่วยในชัน้ซ่อนที่แตกต่างกนัดงัที่กล่าวไปในขอ้ที่ 1  

5.วิเคราะห์ความแม่นยําของแบบจําลอง  โดย
ตรวจสอบค่าระดบัน้ําจากการพยากรณ์กบัระดบัน้ําทีเ่กดิ
จรงิ โดยอา้งองิจากค่าสถติคิอื RMSE และค่า EI มหีลกั
ในการพจิารณาดงัน้ี ค่า EI ควรมคี่าเขา้ใกลก้บัค่า 1 (EI 
= 1 หมายถงึ การพยากรณ์มคีวามแมน่ยาํมากทีส่ดุ) โดย
มเีกณฑท์ีย่อมรบัไดส้าํหรบัค่า EI คอื ค่า EI ไม่ควรตํ่า
กว่า 0.7 และ ค่า RMSE ควรมคี่าเขา้ใกล้กบัค่า 0 
(RMSE = 0 หมายถงึ การพยากรณ์มคีวามแมน่ยาํมาก
ทีส่ดุ) 

 
 

4. ผลการศึกษาและการอภิปรายผล   
ผลการศึกษาแบบจําลองโครงข่ายประสาทเทียม

เพื่อการพยากรณ์ระดับน้ําที่สถานีวัดระดับน้ํา M.7 
ลว่งหน้า 3 วนั ใชข้อ้มลูนําเขา้เป็นค่าระดบัน้ําท่า กําหนด
จํานวนหน่วยในชัน้ซ่อนต่างๆ กัน และเปรียบเทียบ
วธิกีารคาํนวณระหวา่งวธิ ี LM และวธิ ีBR วา่วธิใีดจะให้
ค่าประสิทธิภาพของแบบจําลองที่ดีกว่ากัน โดยได้
แสดงผลการศกึษาไวใ้นตารางที ่2 และตารางที ่4 ทัง้น้ี 
สญัลกัษณ์ “-” หมายถงึ ไม่สามารถกําหนดจํานวน
ดังกล่าวได้ เช่น กรณีที่จํานวนของข้อมูลนําเข้ามีค่า
เท่ากบั 1 จาํนวนหน่วยในชัน้ซ่อนที ่0.5n จะเท่ากบั 0.5 
ซึ่งเป็นไปไม่ได้ เพราะคําว่าจํานวนจะต้องเป็นตวัเลขที่
เป็นจํานวนเต็มที่ไม่มีเศษส่วน และในกรณีที่หาค่าได้
จาํนวนทีม่จีุดทศนิยมเท่ากบั 0.50 กําหนดใหป้ดัทศนิยม
นัน้ลงให้เป็นจํานวนเต็ม ซึ่งหากปดัลงแล้วไปได้ค่าที่ซํ้า
กับค่าของพจน์หลัก จะถือว่าพจน์นัน้เป็นพจน์รองจะ
กําหนดใหค้่าของพจน์รองเป็น “-” หมายถงึ ไม่สามารถ
กําหนดจํานวนดงักล่าวได ้ยกตวัอย่างเช่น จํานวนขอ้มูล
ในชัน้นําเขา้ = 1, 0.5n เมื่อปดัลงจะเท่ากบั 0 จงึใชค้่า
เป็น “-”, 0.75n ซึง่เป็นพจน์รอง เน่ืองจากเมื่อปดัขึน้จะ
เท่ากบั 1 ซึง่ซํ้ากบัจาํนวนของพจน์ n ซึง่เป็นพจน์หลกั 
จงึใชค้า่เป็น “-” โดยแสดงผลการวจิยัไดด้งัต่อไปน้ี 
4.1 การจาํลองโดยใช้กระบวนการเรียนรู้ด้วยวิธี 
Levenberg – Marquardt (LM) 

จากการพยากรณ์ระดบัน้ําที่สถานีวดัระดบัน้ํา M.7 
โดย ใช้แบบจํ า ลอง โครงข่ ายประสาท เทียมด้วย
กระบวนการเรยีนรู ้LM ไดค้่าระดบัน้ําเป็น ม.รทก. ตาม
ระยะเวลาเป็นวนั (10 กค. – 30 พย.) ในปี พ.ศ.ที่
พยากรณ์ ตวัอยา่งผลการพยากรณ์แสดงในรปูที ่3 เป็น
กรณีที่ 17 ค่าระดบัน้ําจากการพยากรณ์แสดงในรูปด้วย
จุด ส่วนค่าระดบัน้ําจากการตรวจวดัจรงิแสดงในรูปด้วย
เสน้ 

 



                                                                                        

 

 
รูปที่ 3 ตัวอย่างการเปรียบเทียบผลการพยากรณ์ค่าระดบัน้ําที่
สถานีวดัระดบัน้ํา M.7 กบัคา่จากการตรวจวดัจรงิ 

 
จากการจําลองโดยใชก้ารคํานวณดว้ยวธิ ีLM ใหค้่า 

EI และ RMSE ดงัสรุปในตารางที ่2 และไดแ้สดงค่า EI 
ของกรณีต่างๆ ดงัรปูที ่4 จะเหน็ไดว้า่กรณีทีใ่หค้่า EI ตํ่า
คอื กรณีที ่1, 2, 4, 6, 10, 11, 13, 14 และ 19 ซึง่มคีา่ EI 
อยู่ในช่วง 0.76 - 0.92 เน่ืองจากไม่มขีอ้มูลของสถานีวดั
ระดบัน้ํา M.5 และ M.7 อยูใ่นสมการ สว่นกรณีทีใ่หค้่า EI 
สงู คอื กรณีที ่3, 5, 7, 8, 9, 15, 16, 17, 18 และ 20 ซึง่
มคี่า EI อยู่ในช่วง 0.93 - 0.98 เน่ืองจากมขีอ้มูลของ
สถานีวดัระดบัน้ํา M.5 และ M.7 อยู่ในสมการด้วย 
สามารถวเิคราะหผ์ลไดว้า่ ขอ้มลูนําเขา้จากสถานีวดัระดบั
น้ําทีท่ําใหผ้ลการจําลองมคี่า EI สงู กค็อืขอ้มลูระดบัน้ํา
ของสถานีวดัระดบัน้ําทางด้านต้นน้ําหรือเหนือน้ําของ
สถานีวดัระดบัน้ําที่ต้องการพยากรณ์ที่อยู่ในแม่น้ําสาย
หลกัที่ใกลท้ี่สุด (ในที่น้ีคอืสถานีวดัระดบัน้ํา M.5) และ
ขอ้มูลระดบัน้ําของสถานีวดัระดบัน้ําที่ต้องการพยากรณ์ 
(ในทีน้ี่คอืสถานีวดัระดบัน้ํา M.7) 

จากการหาค่าเฉลี่ยของค่า EI เฉพาะกรณีที่
สามารถทาํการจําลองไดค้รบทัง้ 4 กรณีคอื การกําหนด
จาํนวนหน่วยในชัน้ซ่อนเท่ากบั 0.5n, 0.75n, 1n, และ 
2n+1 ไดแ้ก่ กรณีที ่5, 6, 7, 8, 9, 16, 17, 18 และ 20 
ซึ่งไดแ้สดงค่าเฉลี่ยของค่า EI ไวใ้นตารางที่ 3 จะเหน็
ว่าแบบจําลองโครงข่ายประสาทเทียมที่ใช้กระบวนการ
เรียนรู้ด้วยวิธี LM ที่มีจํานวนหน่วยในชัน้ซ่อนเท่ากบั 
0.5n มคี่า EI เฉลี่ยสงูที่สุด และมคี่า RMSE เฉลี่ยตํ่า
ที ่ส ุด  แสดงว ่าการกําหนดจํานวนหน่วยในชัน้ซ ่อน
เท่ากบั 0.5n จะใหผ้ลการพยากรณ์ที่มคีวามแม่นยํา
มากกว่าการใช้จํานวนหน่วยในชัน้ซ่อนค่าอื่นๆ การ

จาํลองทีใ่หผ้ลแมน่ยาํรองลงมาคอื การใชจ้าํนวนหน่วยใน
ชัน้ซ่อนเทา่กบั 0.75n, n และ 2n+1 ตามลาํดบั 

 
ตารางที่ 2 คา่ทีใ่ชว้ดัประสทิธภิาพแบบจาํลองโครงขา่ยประสาท
เทยีมโดยใชก้ระบวนการเรยีนรูด้ว้ยวธิ ีLM 

กรณี ตวัวดั 
จาํนวนหน่วยในชัน้ซ่อน 

0.5n 0.75n n 2n+1 
1 EI - - 0.866 0.862 
 RMSE - - 0.864 0.875 
2 EI 0.894 - 0.892 0.878 
 RMSE 0.767 - 0.775 0.825 
3 EI 0.973 - 0.972 0.965 
 RMSE 0.390 - 0.394 0.440 
4 EI 0.910 - 0.913 0.910 
 RMSE 0.706 - 0.694 0.709 
5 EI 0.975 0.974 0.971 0.960 
 RMSE 0.372 0.377 0.400 0.469 
6 EI 0.912 0.905 0.902 0.890 
 RMSE 0.701 0.726 0.738 0.783 
7 EI 0.967 0.965 0.958 0.917 
 RMSE 0.427 0.440 0.481 0.679 
8 EI 0.971 0.966 0.953 0.911 
 RMSE 0.399 0.433 0.511 0.702 
9 EI 0.968 0.954 0.948 0.913 
 RMSE 0.425 0.507 0.538 0.695 

10 EI 0.878 - 0.878 0.861 
 RMSE 0.825 - 0.825 0.880 

11 EI - - 0.787 0.791 
 RMSE - - 1.088 1.079 

12 EI - - 0.9722 0.9723 
 RMSE - - 0.3932 0.3925 

13 EI - - 0.765 0.766 
 RMSE - - 1.143 1.141 

14 EI - - 0.853 0.852 
 RMSE - - 0.905 0.907 

15 EI 0.975 - 0.976 0.977 
 RMSE 0.371 - 0.368 0.360 

16 EI 0.975 0.975 0.971 0.933 
 RMSE 0.372 0.375 0.400 0.611 

17 EI 0.975 0.975 0.974 0.966 
 RMSE 0.369 0.374 0.379 0.433 

18 EI 0.971 0.966 0.958 0.925 
 RMSE 0.405 0.435 0.486 0.647 

19 EI 0.861 - 0.861 0.838 
 RMSE 0.880 - 0.878 0.949 

20 EI 0.974 0.972 0.969 0.958 
 RMSE 0.384 0.395 0.412 0.482 

 

 



                                                                                        

 

 
รปูที ่4 เปรยีบเทยีบคา่ EI ของผลการจาํลองโดยกระบวนการ
เรยีนรูด้ว้ยวธิ ีLM  

 
ตารางที ่3 ค่าเฉลีย่ของค่า EI และ RMSE ของผลการจาํลองโดย
กระบวนการเรยีนรูด้ว้ยวธิ ีLM จาํแนกตามจาํนวนหน่วยในชัน้ซ่อน  

ตวัวดั 
จาํนวนหน่วยในชัน้ซ่อน 

0.5n 0.75n n 2n+1 

EI 0.9653 0.961 0.956 0.930 
RMSE 0.428 0.451 0.483 0.611 

 
4.2 การจาํลองโดยการใช้กระบวนการเรียนรู้ด้วยวิธี 
Bayesian Regularization (BR) 

การพยากรณ์ค่าระดับ น้ําโดยการจําลองที่ ใช้
กระบวนการเรยีนรูด้ว้ยวธิ ีBR ใหค้่า EI และ RMSE ดงั
แสดงในตารางที ่4 และแสดงการเปรยีบเทยีบค่า EI ของ
กรณีต่างๆ ดงัรปูที ่5 พบวา่กรณีทีใ่หค้่า EI ตํ่า (ค่า EI = 
0.76 - 0.92) คอื กรณีที ่1, 2, 4, 6, 10, 11, 13, 14 และ 
19 เน่ืองจากไม่มขีอ้มลูของสถานีวดัระดบัน้ํา M.5 และ 
M.7 อยูใ่นสมการ สว่นกรณีทีใ่หค้่า EI สงู (ค่า EI = 0.93 
- 0.98) คอื กรณีที ่3, 5, 7, 8, 9, 15, 16, 17, 18 และ 20 
เน่ืองจากมขีอ้มลูของสถานีวดัระดบัน้ํา M.5 และ M.7 อยู่
ในสมการ สามารถวเิคราะห์ผลได้ว่า ข้อมูลนําเข้าจาก
สถานีวดัระดบัน้ําทีท่ําใหผ้ลการจําลองมคี่า EI สงู กค็อื
ขอ้มูลระดบัน้ําของสถานีวดัระดบัน้ําทางด้านต้นน้ําหรอื
เหนือน้ําของสถานีวดัระดบัน้ําทีต่อ้งการพยากรณ์ทีอ่ยู่ใน
แม่น้ําสายหลกัทีใ่กลท้ีสุ่ด (สถานีวดัระดบัน้ํา M.5) และ
ขอ้มูลระดบัน้ําของสถานีวดัระดบัน้ําที่ต้องการพยากรณ์ 
(สถานีวดัระดบัน้ํา M.7) 
 

ตารางที ่4 ค่าที่ใช้วดัประสทิธภิาพแบบจําลองโครงข่ายประสาท
เทยีมโดยใชก้ระบวนการเรยีนรูด้ว้ยวธิ ีBR 

กรณี ตวัวดั จาํนวนหน่วยในชัน้ซ่อน 
0.5n 0.75n n 2n+1 

1 EI - - 0.865 0.861 
 RMSE - - 0.865 0.881 
2 EI 0.894 - 0.893 0.888 
 RMSE 0.766 - 0.771 0.787 
3 EI 0.972 - 0.972 0.972 
 RMSE 0.395 - 0.395 0.393 
4 EI 0.911 - 0.911 0.905 
 RMSE 0.705 - 0.703 0.725 
5 EI 0.975 0.973 0.970 0.967 
 RMSE 0.376 0.385 0.405 0.427 
6 EI 0.912 0.895 0.898 0.895 
 RMSE 0.700 0.763 0.751 0.763 
7 EI 0.967 0.965 0.962 0.961 
 RMSE 0.430 0.442 0.462 0.464 
8 EI 0.972 0.958 0.946 0.949 
 RMSE 0.393 0.484 0.548 0.533 
9 EI 0.966 0.938 0.937 0.938 
 RMSE 0.434 0.587 0.590 0.588 

10 EI 0.878 - 0.877 0.874 
 RMSE 0.824 - 0.828 0.836 

11 EI - - 0.783 0.784 
 RMSE - - 1.099 1.095 

12 EI - - 0.9720 0.9724 
 RMSE - - 0.3943 0.3920 

13 EI - - 0.765 0.761 
 RMSE - - 1.142 1.153 

14 EI - - 0.855 0.850 
 RMSE - - 0.899 0.912 

15 EI 0.975 - 0.975 0.976 
 RMSE 0.373 - 0.371 0.369 

16 EI 0.975 0.974 0.968 0.956 
 RMSE 0.374 0.381 0.421 0.496 

17 EI 0.975 0.973 0.972 0.972 
 RMSE 0.373 0.386 0.392 0.395 

18 EI 0.968 0.957 0.956 0.954 
 RMSE 0.419 0.491 0.497 0.504 

19 EI 0.864 - 0.860 0.839 
 RMSE 0.871 - 0.883 0.946 

20 EI 0.972 0.972 0.971 0.971 
 RMSE 0.391 0.397 0.401 0.402 

 



                                                                                        

 

 
รปูที ่5 เปรยีบเทยีบคา่ EI ของผลการจาํลองโดยกระบวนการ
เรยีนรูด้ว้ยวธิ ีBR  

 
ตารางที ่5 คา่เฉลีย่ของคา่ EI และ RMSE ของผลการจาํลองโดย
กระบวนการเรยีนรูด้ว้ยวธิ ีBR จาํแนกตามจาํนวนหน่วยในชัน้ซ่อน 

ตวัวดั 
จาํนวนหน่วยในชัน้ซ่อน 

0.5n 0.75n n 2n+1 

EI 0.9647 0.956 0.953 0.951 

RMSE 0.432 0.480 0.496 0.508 
 
ค่าเฉลี่ยของค่า EI เฉพาะกรณีที่สามารถทําการ

จําลองโดยกระบวนการเรยีนรูด้ว้ยวธิ ี BR ไดค้รบทัง้ 4 
กรณีคอื การกําหนดจํานวนหน่วยในชัน้ซ่อนเท่ากับ 
0.5n, 0.75n, 1n, และ 2n+1 ไดแ้ก่ กรณีที ่5, 6, 7, 8, 9, 
16, 17, 18 และ 20 ซึ่งไดแ้สดงค่าเฉลี่ยของค่า EI ไวใ้น
ตารางที่ 5 จะเหน็ว่าการคาํนวณดว้ยวธิ ีBR ทีม่จีาํนวน
หน่วยในชัน้ซ่อนเท่ากบั 0.5n มคี่า EI เฉลี่ยสงูที่สุด 
และมคี่า RMSE เฉลี่ยตํ่าที่สุด แสดงว่าการจําลองโดย
กําหนดจํานวนหน่วยในชัน้ซ่อนเท่ากบั 0.5n มคีวาม
แม่นยํามากกว่าการจําลองโดยกําหนดจํานวนหน่วยใน
ชั ้นซ่ อนค่ า อื่ นๆ  เ ช่ น เดียวกับการจํ า ลอง โดย ใช้
กระบวนการเรยีนรูด้ว้ยวธิ ีLM  
4.3 เปรียบเทียบประสิทธิภาพของแบบจําลองท่ีใช้
กระบวนการเรียนรู้ด้วยวิธี LM และ BR  

จากการพจิารณาประสทิธภิาพของแบบจําลองที่ใช้
จาํนวนหน่วยในชัน้ซ่อนต่างๆ กนั พบว่าค่า EI และค่า 
RMSE ของผลการจาํลองโดยใชก้ระบวนการเรยีนรูท้ ัง้ 2 
วธิใีหผ้ลในทศิทางเดยีวกนั โดยค่า EI จะมคี่าเรยีงลาํดบั
จากมากไปน้อยสาํหรบัแบบจาํลองทีม่จีาํนวนหน่วยในชัน้

ซ่อนเทา่กบั 0.5n, 0.75n, n และ 2n+1 ตามลาํดบั และค่า 
RMSE จะมีค่าเรียงลําดบัจากน้อยไปมากสําหรบั
แบบจําลองที่มีจํานวนหน่วยในชัน้ซ่อนเท่ากับ 0.5n, 
0.75n, n และ 2n+1 ตามลาํดบั 

หากเปรยีบเทยีบค่าประสทิธภิาพของแบบจําลองที่
ใชว้ธิ ีLM (ตารางที ่3) และวธิ ีBR (ตารางที ่5) จะเหน็ได้
วา่   

1. ค่า EI ของผลการจําลองที่ใช้วธิ ีLM มคี่า
มากกว่าค่า EI ของผลการจําลองทีใ่ชว้ธิ ีBR สาํหรบั
แบบจําลองที่กําหนดจํานวนหน่วยในชัน้ซ่อนเท่ากับ 
0.5n, 0.75n และ n 

2. ค่า EI ของผลการจําลองทีใ่ชว้ธิ ีLM มคี่าน้อย
กว่าค่า EI ของผลการจําลองที่ใช้วธิ ีBR สําหรบั
แบบจําลองที่กําหนดจํานวนหน่วยในชัน้ซ่อนเท่ากับ 
2n+1 

3. ค่า RMSE ของผลการจําลองที่ใชว้ธิ ีLM มคี่า
น้อยกวา่ค่า RMSE ของผลการจาํลองทีใ่ชว้ธิ ีBR สาํหรบั
แบบจําลองที่กําหนดจํานวนหน่วยในชัน้ซ่อนเท่ากับ 
0.5n, 0.75n และ n 

4. ค่า RMSE ของผลการจําลองทีใ่ชว้ธิ ีLM มคี่า
มากกวา่ค่า RMSE ของผลการจาํลองทีใ่ชว้ธิ ีBR สาํหรบั
แบบจําลองที่กําหนดจํานวนหน่วยในชัน้ซ่อนเท่ากับ 
2n+1 

อาจกล่าวไดว้า่ โดยรวมแลว้ ค่า EI ของวธิ ีLM จะ
มากกวา่ค่า EI ของวธิ ีBR และค่า RMSE ของวธิ ีLM จะ
น้อยกวา่คา่ EI ของวธิ ีBR นอกจากนัน้ ระยะเวลาทีใ่ชใ้น
การประมวลผลสาํหรบัแบบจําลองที่ใชว้ธิ ีLM จะสัน้กว่า
กรณีที่ใช้วธิ ีBR จงึสรุปไดว้่า สาํหรบัการศกึษาในครัง้น้ี
วธิ ีLM เป็นวธิทีีม่ปีระสทิธภิาพในการจาํลองดกีวา่วธิ ีBR  
4.4 ข้อมลูนําเข้าท่ีให้ผลการจาํลองท่ีดี 

สมกา รสํ า ห รับก า รกํ าหนดข้อมู ล นํ า เ ข้ า ใ น
แบบจําลองทีใ่หผ้ลการพยากรณ์ค่าระดบัน้ําของสถานีวดั
ระดบัน้ํา M.7 ล่วงหน้า 3 วนั ที่ด ีมสีมการตามลําดบั
ดงัน้ีคอื 
ลาํดบัที ่1 (กรณี 15) WLM.7(t+3) = f [WLM.5(t) , 

WLM.7(t)]   

ลาํดบัที ่2 (กรณี 17) WLM.7(t+3) = f [WLM.5(t) , 

WLM.7(t) , WLM.179(t)]  

ลาํดบัที ่3 (กรณี 5) WLM.7(t+3) = f [WLE.20A(t) , 

WLM.5(t) , WLM.7(t)]  



                                                                                        

 

ลาํดบัที ่4 (กรณี 16) WLM.7(t+3) = f [WLM.5(t) , 

WLM.7(t) , WLM.9(t)]  

จากสมการทีใ่หผ้ลการจาํลองทีด่ขีา้งตน้ จะเหน็วา่มี
ค่าระดบัน้ําของสถานีวดัระดบัน้ํา M.5 และ M.7 เป็น
ข้อมูลนําเข้าในทุกกรณี จึงสรุปได้ว่า ข้อมูลนําเข้า
แบบจําลองสาํหรบัการพยากรณ์ระดบัน้ําทีส่ถานีวดัระดบั
น้ํา M.7 ล่วงหน้า 3 วนั ทีใ่หผ้ลทีด่คีอืค่าระดบัน้ําของ
สถานีวดัระดบัน้ําทางดา้นตน้น้ําทีใ่กลท้ีส่ดุ (M.5) รว่มกบั
ขอ้มูลระดบัน้ําของสถานีวดัระดบัน้ําที่ต้องการพยากรณ์ 
(M.7) 

จากการศึกษาเพื่อพยากรณ์ระดับน้ําที่สถานีวัด
ระดบัน้ํา M.7 ลว่งหน้า 3 วนั ในครัง้น้ี อภปิรายผลไดด้งัน้ี 

1. เมื่อเปรยีบเทยีบจํานวนหน่วยในชัน้ซ่อนของ
การศกึษาในครัง้น้ีกบัการศกึษาของเสร ี [12] ทีพ่ยากรณ์
ปรมิาณน้ําโดยใช้จํานวนหน่วยในชัน้ซ่อนเท่ากบั 4/6 
หรอืเทา่กบั 0.67n มคีา่ใกลเ้คยีงกบัการศกึษาในครัง้น้ีทีม่ ี
จาํนวนหน่วยในชัน้ซ่อนเทา่กบั 0.5n 

2. เมื่อเปรยีบเทยีบจาํนวนชัน้ซ่อนของการศกึษาใน
ครัง้น้ี กับการศึกษาของกรมชลประทาน ที่พยากรณ์
ปรมิาณน้ํา ณ สถานีวดัระดบัน้ํา M.7 โดยใชก้ระบวนการ
เรยีนรู้ในแบบจําลองด้วยวธิี Gradient Descent ใช้
จาํนวนชัน้ซ่อน 2 ชัน้ โดยในแต่ละชัน้มจีํานวนหน่วยใน
ชัน้ซ่อนเท่ากบั n พบว่าการศกึษาครัง้น้ีมคี่าดชันีวดั
ประสทิธภิาพของแบบจําลอง EI สงูกว่า โดยแบบจําลอง
ในการศกึษาครัง้น้ีมคี่า EI เท่ากบั 0.96 - 0.97 การศกึษา
ในครัง้น้ีพบว่ากระบวนการเรยีนรู้ในแบบจําลองด้วยวธิ ี
LM สามารถใชเ้ป็นเครื่องมอืในการพยากรณ์ระดบัน้ําใน
พืน้ทีศ่กึษาไดอ้กีทางเลอืกหน่ึง 
 
5. สรปุผลการศึกษา 

การศกึษาเพื่อพยากรณ์ระดบัน้ําล่วงหน้า 3 วนั ที่
สถานีวัดระดับน้ํา M.7 จังหวัดอุบลราชธานี โดยใช้
แบบจาํลองโครงขา่ยประสาทเทยีมทีม่ขีอ้มลูนําเขา้คอื ค่า
ระดบัน้ํา ณ เวลาปจัจุบนั แบง่การศกึษาออกเป็น 2 วธิคีอื 
วธิ ีLM และวธิ ีBR กําหนดปจัจยัต่างๆ เพื่อหาค่าการ
พยากรณ์ที่ มีความแม่นยํา  โดยพิจ ารณาจากค่ า
ประสทิธภิาพของแบบจาํลอง จากผลการศกึษา สามารถ
สรปุไดด้งัน้ี 

1. จาํนวนหน่วยในชัน้ซ่อนควรมคี่าเท่ากบั 0.5 เท่า
ของจาํนวนหน่วยในชัน้นําขอ้มลูเขา้ เป็นจาํนวนหน่วยใน
ชัน้ซ่อนทีใ่หค้า่ประสทิธภิาพในการพยากรณ์ทีด่ ี 

2. สําหรบัหารศกึษาครัง้น้ี การใช้กระบวนการ
เรยีนรู้ด้วยวธิี LM ให้ผลการพยากรณ์ที่ดีกว่าการใช้วธิ ี
BR  

3. ขอ้มลูระดบัน้ําของสถานีวดัระดบัน้ําทีค่วรมใีน
ขอ้มูลนําเขา้ที่จะทําใหป้ระสทิธภิาพในการพยากรณ์ของ
แบบจําลองได้ผลที่ด ี คอื ขอ้มูลระดบัน้ําของสถานีวดั
ระดบัน้ําทางดา้นตน้น้ําหรอืเหนือน้ําของสถานีวดัระดบัน้ํา
ทีต่อ้งการพยากรณ์ ทีอ่ยู่ในแมน้ํ่าสายหลกัทีใ่กลท้ีส่ดุ (ใน
ที่น้ีคอืสถานีวดัระดบัน้ํา M.5) และขอ้มูลระดบัน้ําของ
สถานีวดัระดบัน้ําที่ตอ้งการพยากรณ์ (ในที่น้ีคอืสถานีวดั
ระดบัน้ํา M.7) 
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